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Abstract A stochastic finite element-based methodology is developed for creep damage assessment in pipings
carrying high-temperature fluids. The material properties are assumed to be spatially randomly inhomogeneous
and are modelled as 3-D non-Gaussian fields. A spectral-based approach for random field discretization that
preserves exactly the non-Gaussian characteristics is used in developing the stochastic finite element model.
The meshing used in random field discretization is distinct from FE meshing, depends on the correlation
characteristics of the random fields and is computationally efficient. The methodology enables estimating the
failure probability and the most likely regions of failure in a section of a circular pipe.

1 Introduction

Thermal creep is a dominant damaging mechanism in piping structures that carry high-temperature liquids in
industrial installations, especially in nuclear power plants. The fatal consequences of failure in these piping
components lead to extreme conservatism in design and maintenance scheduling. A consequence of this con-
servatism in design requires replacing/retrofitting often structurally safe components but which have exceeded
their so-called design life. This has an adverse effect on the financial burden of the plants. This conservative
approach to design and maintenance is an acknowledgement of the uncertainties that invariably exist in numer-
ical modelling of the loading and the material properties and which are not accounted for in traditional design
procedures.

The focus of this study is primarily on investigating the effects of the random inhomogeneities in the material
properties on thermal creep damage growth in structural components with long exposure to high-temperature
environment using stochastic finite element method. The spatial uncertainties exhibited in the macroscopic
material properties are due to the inherent material micro-structural inhomogeneities that result from the
unavoidable fluctuations in complex manufacturing processes. This, in turn, affects the structural capacity
to withstand the thermal loads and explains the scatter in the creep life times that has been experimentally
observed on identical specimens under identical loadings [1]. Recently developed alternative design strategies
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are based on probabilistic frameworks where the effects of the material and load uncertainties are explicitly
modelled and incorporated into the analysis. This has opened up new challenges in the treatment of the
uncertainties in the material properties in the analysis and the associated computational costs, especially in the
context of complicated engineering structures where the finite element (FE) method is necessary for building
numerical models. The challenge lies in adopting appropriate probabilistic models for the material property
uncertainties that can be integrated with the structure FE models. Modelling the uncertainties as random
variables is conceptually simpler and leads to easy integration with existing FE models. However, random
variable models implicitly assume homogenization of the properties along the spatial extent of the subdomains
of the structure and introduce epistemic uncertainties into the mathematical model which undermines the
accuracy of the predictions. More accurate representation of the spatial uncertainties in the material properties
can be incorporated by adopting random field models. However, incorporating random field models with
FE models requires the development of alternative mathematical formulations—a crucial step of which lies
in developing weak form representations for the random fields that enable them to be adopted within FE
frameworks. This constitutes the basis of the subject of stochastic finite element method (SFEM). Discussions
and literature review on the various methods of random field discretization and weak form representations are
available in [2-9]. An important issue in most SFEM studies is that the random field descriptions are limited
to second-order characteristics.

The treatment of Gaussian fields within the context of SFEM is relatively straightforward. However,
Gaussian field models are not suitable for modelling physical parameters as there exists a finite probability of
the properties attaining physically impossible negative values. Adopting non-Gaussian models for the fields,
however, lead to complications in preserving the second-order non-Gaussian characteristics in the weak form
representations. In this context, spectral-based approaches are observed to lead to efficient and accurate weak
form representations for non-Gaussian fields. The underlying principle of these approaches lies in decomposing
the non-Gaussian field into a mathematical subspace spanned by a set of orthogonal basis functions derived from
the correlation function [3,8]. This leads to a weak form representation where the basis functions are in terms
of polynomial functions of independent and identically distributed (i.i.d.) random variables whose probability
density function (pdf) depends on the non-Gaussianity of the random field. An appropriate selection of the basis
functions leads to an optimal series representation—known as polynomial chaos expansion (PCE)—which in
turn leads to a minimum number of random variables entering the SFEM formulation. PCE representation
of non-Gaussian random fields has been extensively studied for 1-D cases, but extending them to higher
dimensions is not straightforward.

An alternative series representation for non-Gaussian random fields—the optimal linear expansion (OLE)—
presents certain advantages in implementation. OLE as a tool for random field discretization was proposed in
[10] primarily for Gaussian random fields. The applicability of OLE in the discretization of 1-D non-Gaussian
random fields was discussed later in [11, 12]. The advantages of OLE—as will be demonstrated in this study—
are that the discretized random fields preserve their non-Gaussian characteristics exactly at the random field
nodal points and its ease in implementation for higher-dimension fields as well as in non-rectangular spatial
domains. More discussions on the advantages of the OLE approach in comparison to PCE are presented later
in this paper.

The present study develops a 3-D SFEM-based methodology for investigating the stochastic growth of
thermal creep damage in materials exposed to high-temperature environment. The crux in this study lies in
representing the spatial random variability in material properties in curvilinear domains using OLE. This has
necessitated the development of shape functions with topological features similar to the topology of the spatial
domain. To the best of the authors’ knowledge, SFEM-based studies on such complex curvilinear domains have
not been attempted in the literature; implementation of PCE in these domains would be cumbersome and not
easy either. The advantage of adopting the proposed OLE-based approach for representing the spatial random
variability in material properties from sample experimental observations is also discussed. Subsequently,
the growth of stochastic creep damage—a highly nonlinear phenomenon—is analysed using principles of
continuum damage mechanics in a computationally efficient manner. Additional complications arising due
to the thermal conductivity being modelled as a random field are addressed as well. Finally, a time-variant
reliability analysis is carried out for estimating the failure probability and identifying the most likely regions
of failure.

The paper is organized as follows: the problem considered in this paper is defined in Sect. 2. Section 3 is
devoted to the development of OLE discretization of 3-D non-Gaussian random fields and characterizing the
errors in the weak form representation. The formulation of the SFEM approach as applicable for cylindrical
piping systems is developed in Sect. 4. The methodology for failure probability estimation is discussed in
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Sect. 5. Section 6 presents a discussion on the development of the OLE-based representation for a random field
based on discrete sample measurements of a sample realization of a random field. Section 7 presents a suite
of numerical results that highlight the developments proposed in this paper. A discussion on the advantage of
using the OLE-based approach vis-a-vis existing spectral-based methods such as the KL expansion and PCE is
presented in Sect. 8. The salient features of the proposed method that emerge from this study are summarized
in Sect. 9. An “Appendix” is provided at the end which details the thermal creep damage growth equations
considered in the analysis.

2 Problem statement

A long section of a cylindrical pipe carrying high-temperature fluid is considered for the analysis. The fluid is
assumed to completely fill the pipe and exerts a constant pressure P acting along the radial direction. The fluid
temperature is assumed to be 7;, which is approximately 0.3-0.5 Ty,, where T}, is the melting temperature of
the material of the pipe. The temperature at the outer surface of the pipe is assumed to be 7, < T;, indicating a
thermal gradient of AT = T; — T, between the inner and the outer surface of the pipe. The pipe section has an
inner radius r; and outer radius r,; see Fig. 1. The stresses that are generated at any location of the pipe are due
to the combined effect of the fluid pressure P and the thermal gradient AT . Thermal creep is assumed to be the
primary cause of damage and, at time ¢, is characterized by a non-dimensional variable, D(¢), that lies between
0 and 1 with zero indicating no damage. The definition for D(¢) is derived from continuum damage mechanics
principles. The creep damage growth at any location is assumed to be modelled by the Kachanov—Robotnov

law [13,14], given by o, (1) 17
v
1—D(t)} '

Here, H and g are constants that depend on the material, and o, (¢) essentially represents the effective stress
in a material subjected to a multi-axial state of stress at the location where the growth of creep damage is
being investigated. The effective stress is interchangeably termed as the von Mises stress even though the latter
was originally defined as the effective stress in materials having plastic deformations without creep. o, () is
obtained as a quadratic function of o, 0y, and o, which are, respectively, the radial, hoop, and axial stress
components, at any time instant, the expressions of which are provided in “Appendix”. At = 0 when the

d
3 |\POI=H [ )]

To

Fig. 1 Schematic diagram of the circular pipe
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material is assumed to have no creep damage, the stress components are due to the combined effects of internal
pressure and the thermal loads. However, with time, the effects of residual stresses due to the creep strains
have contributions to the stress vector, and in turn, to the von Mises stress. The growth of the normal and shear
creep strains with time is computed from the creep strain rate equations [15] and is highly nonlinear. This
indicates that the creep damage growth as governed by Eq. (1) is nonlinear for which analytical solutions are
not possible, and one has to resort to numerical solutions only. More details of the equations governing the
growth of creep damage are available in the “Appendix”.

In structural systems where the material properties have random inhomogeneities and are modelled as
random fields, the components of the stress tensor have uncertain spatial variations and are random fields as
well. Consequently, von Mises stress and, in turn, the thermal creep damage have random spatial variations.
Moreover, on account of the nonlinearity of the creep damage growth equations, the propagation of the material
uncertainties to the developed stress is nonlinear. Thus, even if the uncertainties in the material properties are
modelled as Gaussian fields, the stress components are non-Gaussian whose marginal pdfs are difficult to
obtain analytically. The problem is further compounded by the fact that the von Mises stress is a quadratic
function of the stress components and that the creep damage at any time instant is obtained as the solution of
a nonlinear differential equation. Unfortunately, Gaussian modelling of the material property random fields is
not suitable as this implies a finite probability of the material parameters taking physically impossible values.
As a result, non-Gaussian models for the random fields, which take strictly positive values, are more suitable.
However, this makes the problem more complex and implies the need to seek numerical solutions for the
thermal creep damage growth over the spatial extent of the structural system.

The focus of this study is on the development of a SFEM framework for (a) identifying the most likely
regions of thermal creep failure and (b) the associated failure probability along the spatial extent of the
structural system. A 3-D finite element analysis is carried out on the circular pipe section to investigate the
effect of material uncertainties on damage. The material properties that are modelled as non-Gaussian fields are
represented in the weak form as a series representation of a vector of correlated random variables. Subsequently,
the corresponding FE equations are modified to take into account the effect of these random variables. For
the sake of illustration, three cases are considered. First, only Young’s modulus of elasticity is assumed to
be a random field, and the most critical locations for failure are identified. In the second case, both Young’s
modulus of elasticity and material thermal conductivity are modelled as random fields, and the most likely
regions of failure are identified. Finally, the temperature of the fluid inside the pipe is assumed to have temporal
fluctuations, and hence, the boundary temperatures at the inner wall are modelled as random fields along with
both the material properties considered earlier. However, before the development of the FEM formulation, the
3-D random field discretization needs to be developed. This is discussed in the following Section.

3 Optimal linear expansion

The method of optimal linear expansion (OLE) is used to represent a stationary random field f(R, w) as a
series expansion of the form [10]

N
fR.0)~ [(R,0) = fo(R) + Y Sc(R)gr(@) 2

k=1

where f (R, w) is the discretized random field along the three-dimensional spatial domain R, N is the number
of nodal points in the mesh used for the random field discretization, fo(R) = (f (R, w)) denotes the ensemble
mean of the process, Sx(R) are deterministic shape functions, {¢x ()} ,’(V:lrepresents a vector of correlated
random variables defined in the probability space (£2, .4, P) associated with the N nodal points in R, and
o € £2 represents the sample space. The shape functions S;(R) are determined by minimizing the variance
of the error of discretization, subject to the condition that the expectation of the discretization error is zero.

Mathematically, this implies that the shape functions Sx(R) are selected such that
2

N
(€0(R, w))* = <{f<R, DEDD Skm)m(w)} > 3)

k=1

is minimized where €y(R, ) is the discretization error, subject to the constraint (¢p(R, w)) = (f (R, ) —

f(R, w)) = 0. Here (-) is the expectation operator and denotes the ensemble average. This leads to the set of
equations
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Sk(R) =Q'V(R) 4)

where V(R) is a vector whose kth component is given by ( f (R, w) f (R, »)) and Q is the covariance matrix
of f(R, w) corresponding to the nodal points whose ijth component is given by ( (R, w) f (R, w)). Here,
R denotes the ith node in the mesh used for discretizing the random field over the domain R. It can be shown
that the shape functions have the desired property Sx(R ;) = Jjk, where § i is the Kronecker delta [11]. A
direct consequence of this property is that the error in discretization is zero at the nodes and hence the pdf
of f(R,w) and f(R, w) is identical at the nodal points. More explicit discussions on the OLE formulation
are available in [10,11]. An inspection of Eq. (2) shows that the OLE representation requires only simulation
of random variables corresponding to the parent distribution. Thus, the computational cost in simulating the
discretized random field is significantly less than in the parent field.

One of the advantages of using OLE for random field discretization is that the mesh size depends on
the correlation length of the particular random field and is distinct from the meshing used in finite element
discretization. In a problem with multiple parameters modelled as random fields, one can adopt a separate
random field discretization mesh for each of the fields. For the discretization of a random field in a cylindrical
spatial domain, the total number of nodal points N = m x n x g where m, n, and ¢ indicate the number
of grid points along r, 8, and z directions and N is the number of random variables used for the weak form
representation of the 3-D random field. The choice of the grid size for random field discretization is dictated
by minimizing the discretization error and keeping the number of random variables entering the formulation a
minimum. A too coarse meshing would indicate large discretization errors and introduce additional epistemic
uncertainties in the formulation, while too fine meshing would increase the number of random variables entering
the formulation and increase the computational costs. In fact, it has been shown that [10]

Var[ f (R, w) — f(R, w)] = Var[f (R, ®)] — Var[ f (R, w)] )

where Var[-] denotes the variance. As the error variance is always larger or equal to zero, it follows that
the discretized random field f(R) always underestimates the variance in comparison to the original field.
Therefore, there is a need to optimize the selection of N. In this study, the choice of N is selected by imposing
the condition that the global mean square error is below a threshold value €. Mathematically, this is expressed

as
/ / / (e0(R)*)AR < €. (6)
R

Typically, €] is taken to be O(10~%). For the sake of illustrating the procedure adopted for selecting the OLE
mesh, we consider a 2-D rectangular spatial domain where the number of nodal points N = m x n, where m
and n indicate the number of grid points along the two orthogonal directions. Even for a square domain, in
general m # n unless the correlation lengths of the random field along the two orthogonal directions are equal.
Assuming the correlation lengths to be equal and hence m = n, a plot for the global mean square error as a
function of N = n x n is shown in Fig. 2. It is observed that N = 9, equivalent to a 3 x 3 grid, is sufficient.

Figure 3 shows the FE meshing, indicated by the solid line and the OLE meshing indicated by the circles.
It is clear that the meshing for FE and random field discretization can be significantly different, and there
is no requirement for the FE nodal points and the OLE nodal points to be coincident [12]. Figure 4 shows
the contour plots for the discretization error in R when a 3 x 3 meshing is adopted. The numbers along the
contours indicate the error levels which are observed to be of @(10~2). The error is larger as the distance from
the nodal points, denoted by the hollow circles, increases. The zero error contours coincide with the nodal
points which are marked as hollow circles. This is clear from the error surface plot shown in Fig. 5. A similar
pictorial representation for the domain of the problem considered in this paper is difficult.

For the problem considered in this paper, we assume a 3-D random field with lognormal marginal pdf, of

the form
1 |:1n u— Mi|
sovam P 202

where © = 1.38 x 10° MPaand o = 0.27 x 10° MPa. Here, u is the observed value at coordinates (xXj, yi» 2k)
in a 3-D domain. The corresponding correlation function is assumed to be of the form

2 2 2
2 Sl 52 S3
Ryp(s1,52,53) =c exp| — o +22 4 ‘ @®

a3

pu; u,o0) = (7N
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Fig. 2 Global mean square error as a function of N
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Fig. 3 Mesh grid a displacement fields in FE: solid lines, b random field: circles

Fig. 4 Contour error plot for 2-D random field discretized with a 3 x 3 mesh

Here, s1, 52, and s3 represent the spatial lag along x, y, and z directions, 2 is the variance and is taken to be
unity, and c1, ¢2, c3 are correlation lengths of the field along the three x, y, and z directions. For the sake of
numerical simplicity, the correlation constants are assumed to be the same in all three directions and are taken
to be equal to ¢ = ¢ = ¢3 = 6. It must be emphasized here that the choice of the model for the marginal
probability density function of the field and its correlation function are for the sake of illustration; adopting
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Error

Z,m 00 r,m

Fig. 5 Surface error plot when the 2-D random field is discretized with a 3 x 3 mesh

Fig. 6 Meshing: full lines indicate FE mesh, while the dots indicate OLE nodes

5 X 107°

pdf of f(x,y,z)

0.5 1 1.5 2 2.5 3 s
f(x,y,z) x 10

Fig. 7 Comparison of pdf of f(x, y, z) and f (x, y, z) at first OLE node

alternative models does not affect the proposed methodology. For discretization of the 3-D random field, we
consider a meshing with 3 x 4 x 3 nodes such that N = 36; the corresponding global error is of O(1073).
The mesh that is used for FE discretization is much finer. The OLE nodes, which represent physical locations
on the spatial domain, are superimposed on the FE mesh shown in Fig. 6 and are shown as circles. Figure 7
shows a comparison of the pdf of the discretized field at a nodal point with the target pdf; a perfect match is
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X, Cm X, Cm X, cm
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Fig. 8 2-D contours of the first six OLE shape functions at z = zo; circles OLE nodes; contours denote the spatial variation of
the numerical values of these shape functions. a S1(x, y,z = z0). b S2(x, ¥,z = z0). ¢ S3(x, y,z = z0). d Sa(x,y,2 = 20). €
Ss(x,y,z=12z0).f Se(x,y,2 = z0)

observed. As mentioned earlier, this follows from the property of the OLE shape functions S (R ;) = 6% and
indicates zero error of discretization at the nodal points.

The topology of these shape functions is similar to the topology of the domain R, which in this case is a
circular annular cylindrical pipe. Figure 8 shows the contours of the 3-D OLE shape functions corresponding
to a level z = zo, where the plane z = z¢ passes through the nodes 1-12. An inspection of these contours
shows that the kth shape function Sx(R) = 1 at the kth node and zero at the other nodal points. It is to be
noted that these shape functions take nonzero values at regions in between the nodal points implying that the
discretized field may not retain the pdf characteristics of the parent field in these regions. However, as will be
shown later, this does not affect the analysis as the SFEM formulation is developed based on the random field
representation at the nodal points only.

4 Stochastic finite element formulation

This Section presents the formulation of the stochastic finite element framework that incorporates the effects
of the random inhomogeneities in the material properties on the creep damage growth. The spatial domain
considered is a section of an annular cylinder whose longitudinal dimensions are assumed to be much larger in
comparison to its transverse dimensions. The FE formulation has been developed with respect tothe x —y —z
Cartesian system. In the development of the equations, the shear deformations have been neglected. This is
an assumption that has been made to simplify the problem even though the cylinder is asymmetric given the
random material inhomogeneities in the material properties. Additional assumptions considered are (a) the
thermal diffusivity is assumed to be infinite, and (b) the heat transfer coefficients at both the boundaries of
the pipe are infinite. The implication of the second assumption is that the temperature at the boundaries of
the structural component is taken to be equal to the temperature of the environment. Thus, the inner wall
temperature is taken to be equal to the fluid temperature 7}, while the outer wall temperature is assumed to
be that of the environment and denoted by 7,. For computing the creep damage growth as a function of time
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using the equations presented in the “Appendix”, the nodal stresses computed along the Cartesian coordinate
system are converted in terms of the cylindrical coordinates. For the sake of simplicity of exposition, we first
present the FE formulation when the material properties are modelled as deterministic. Next, the formulation
is developed when only the elastic modulus is modelled as a random field. This formulation can be generalized
when other properties are also treated as random fields. Additional complexities arise, however, when the
thermal conductivity is also modelled as a random field, and the corresponding formulation is presented next.
Finally, the case when the fluid temperature is assumed to have thermal fluctuations is addressed.

4.1 Deterministic case

First, we present a brief review of the finite element formulation for the elastic 3-D problem. The elastic strain
vector at any instant 7 at any locationin R is € = [&,, &;, €4, Yro, Yoz, Vr Z]T, where the first three are the normal
components along the radial, longitudinal, and tangential directions, respectively, y,¢ is the shear strainin r —6
plane, yp; is the shear strain in 6 — z plane, and y;; is the shear strain in the r — z plane. The corresponding
components in the Cartesian coordinate system are represented as € = [&y, &y, &2, Vxy» Vyz» yxZ]T, where the
first three are the normal components along x, y and z directions, respectively, yyy is the shear straininx — y
plane, y,y, is the shear strain in y — z plane, and yy; is the shear strain in the x-z plane. We consider the
FE discretization to be carried out using eight-noded isoparametric linear hexahedral (brick) elements having
three degrees-of-freedom per node, denoted by A, = [u, v, w]. Here, u = u(x, y, z), v = v(x, y, z), and
w = w(x,y,7), respectively, denote the displacements along x, y, and z directions corresponding to the
Cartesian coordinates. The boundary conditions have been implemented by keeping in mind that the plane
sections remain plane before and after deformations. This implies that the tangential displacement, v, has been
restrained for all the nodes lying in the plane where y = 0, and the radial displacement, «, has been restrained
for all the nodes lying in the plane x = 0. This condition is the same as saying that tangential displacements
are zero for all nodes of the cylinder. In addition, the axial displacement, w, has been restricted for nodes at the
top and bottom of the cylinder. The corresponding shape functions for the linear hexahedral (brick) element,
in isoparametric form, are available in standard textbooks. The elemental stiffness matrix K, is given by

K, = / / [BCB” |dx dydz 9)

where B is the standard strain—displacement matrix, and C = ED is the constitutive matrix, such that

l1—-v v v 0 0 0

v 1—v v 0 0 0
D 1 v v 1—v 0 0 0 10
“Utrwa-20| © o o (=) o o | 10

0 0 0 (=) o
o 0 0 0 0 ()
Here, E and v, respectively, denote the elastic modulus and Poisson’s ratio. The reasons for writing the

constitutive matrix in the above form will be clearer when the stochastic case is considered later in this paper.
The stress, o, induced due to the combined effect of pressure, temperature, and creep effect is given by

o =C(e —e0— &) (11)

where & is the initial strain vector due to the temperature gradient and the fluid pressure, and &, is the initial
creep strain (which is taken to be zero for an initially creep damage free material). The elemental force vector,
F., is given by

Fe =Fp, +F +F; (12)

where F}, is the force due to the fluid pressure P,

F, = / [N'P]ds, (13)
S

F, = /// [BCepldx dydz, (14)
R

F; is the thermal contribution,
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and F; is the contribution from creep,

Fo = / / [BCe ]dx dy dz. (15)
R

In Eq. (13), N; is a vector that represents the boundary shape functions, and S denotes the surface domain. In
computing the thermal loads in Eq. (14) arising due to the thermal gradient, it is essential that the temperature
at all the nodal points in the material can be calculated. The temperature at any location can be obtained from
the solution of Laplace’s equation, given by

LY 2 () L () <, »
ox ox ay ay 0z 0z

subject to the boundary conditions that the inner and outer wall temperatures are 7; and Ty, respectively. Note
that if the thermal conductivity k is spatially homogenous, Eq. (16) can be simplified. However, later in this
paper we consider the case where thermal conductivity is modelled as a random field, and hence, we retain the
more general form of Laplace’s equation.

Assembling the elemental matrices leads to the global FE equilibrium equations of the form KA = F, where
K, F, and A are, respectively, the global stiffness, force and displacement matrix/vectors. These represent a
set of coupled algebraic equations, the solutions of which lead to the displacements at the nodal points.
Subsequently, the developed stresses for each Gauss point inside an element are computed using a standard
procedure by multiplying the elemental displacement vector with the strain—displacement matrix and the
constitutive matrix. Note that in displacement-based FEM, as has been adopted in this study, the displacements
are continuous across the nodes but stress being derived quantities are discontinuous across elements. A least
square method is adopted to transfer the stresses components from the Gauss points to the element nodes.
Once the stress components are calculated at all the nodes at 7, th time instant, the creep damage and the creep
strain components are computed for the 7,4 1 th time instant from the creep damage growth equations outlined
in the “Appendix”. These equations depend on the local values of stress components which make it possible
to solve for the creep strain components and damage at all the nodes.

4.2 Case 1: Random spatial variations in the modulus of elasticity

The FE formulation discussed in the previous Section is now modified to take into account the random spatial
variation in the modulus of elasticity. Here, E is modelled as a 3-D random field of the form E(x, y, z, w) =
E[1+4 g(x,y, z, w)], where E is the mean value about which the random fluctuations occur, and g(x, y, z, ®)
is assumed to be a stationary non-Gaussian 3-D random field. Using OLE, the weak form for the random field
E(x,y, z, w) can be expressed as

N
Ex,y,z,0) ® E [1+Zsk(x,y,z)¢k(w)} (17)

k=1

where {Si(x, y, z)} and {¢k(w)} have the same meaning as in Sect. 3. Since the modulus of elasticity is now
assumed to have spatial variations, the constitutive matrix C(x, y, z, ) = E(x, y, z, ®)D is also spatially
varying with each of its elements being random fields. Expressing the random variations in the elastic modulus
in the additive form as shown in Eq. (17), the constitutive matrix can be expressed in the additive form as

N
Cx,y,z,0) = ED |:1 + ZSk(x, v, z)qbk(a)):| =Cq+Cs(x,y,z,w) (18)
k=1

where Cgq is identical to the constitutive matrix for the deterministic problem and represents the deterministic
component while Cs is the stochastic component which models the random variations. Substituting the expres-
sion for C(x, y, z, ) in Eq. (9) leads to the elemental stiffness matrix which is also expressed in the additive
form as K, (w) = KZ + K{(w), where Kff is the deterministic component of the elemental stiffness matrix
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and is identical to Eq. (9) with C = Cy, while K} (w) represents the stochastic components of the elemental
stiffness matrix and is given by

N
K (0) = Z///E[BDBT] Sk(x, y. 2)¢(w) dx dy dz. (19)
k=1

Note that the {¢x (w)} in the above equation constitute a vector of correlated random variables corresponding
to the nodal points for the discretized random field.

An inspection of Egs. (12—15) reveals that the spatial random variation of the elastic modulus implies a
modification in the computation of the elemental load vector as well. Here, F; and F; are seen to be dependent
on elastic modulus and hence will have deterministic as well as stochastic components. The deterministic
components for thermal and creep loads are, respectively, denoted by F¢ and FZ and are identical to the
expressions given in Eqs. (14) and (15). The expressions for their corresponding stochastic components, F}

and F{_, are given by
N
Fl(w)=)_ / / R[EBDeo]Sk(x, ¥, 2k (w)dx dy dz (20)
k=1
and N
FlL()=>) f f [EBDe., 1Sk (x, y, 2) ¢ (w)dx dy dz. 1)
k=177 IR

The expressions for ey and e, are available in the “Appendix”. The left-hand side of the three-dimensional
integrals in Eqgs. (19-21) as well as the integrands consist of matrices/vectors. These expressions are to be
interpreted to be the generic form for computing the elements of matrices/vectors in the left-hand side of these
equations. It is to be noted that the integrands consist of the vector of correlated random variables {¢(w)},
and hence, the elements of the K7, Ff , and F{ are functions of these random variables.

Following the formulation discussed in this Section, first an ensemble of correlated random variables
{éx (w)} having the desired marginal pdf and correlation characteristics is simulated using Monte Carlo simu-
lations (MCS). Subsequently, realizations for the stochastic components of the stiffness and the load vectors are
numerically computed based on the formulation presented in this Section. As the shape functions {Sk(x, v, z)}
are available numerically, the evaluation of the three-dimensional integrals in Eqgs. (19-21) is carried out
numerically using Gauss’ quadrature scheme. The damage trajectories with time are subsequently computed
corresponding to each realization. This is discussed in more details later in the paper. In the next Section, dis-
cussions on the additional complexities that arise in the formulation are presented when the material thermal
conductivity is also assumed to have spatial random fluctuations.

4.3 Case 2: Random spatial variation in the modulus of elasticity and thermal conductivity

Random spatial variations in the material properties such as thermal conductivity can be incorporated into
the analysis following an identical procedure as has been discussed in the previous Section. For each material
property modelled as a random field, one would require a different meshing based on the correlation length
for the particular field, which in turn will introduce an additional vector of correlated random variables. The
primary difficulty that arises in the formulation when the thermal conductivity is modelled as a random field
is the inability to obtain an analytical solution of the Laplace equation given in Eq. (16), to compute the
temperature at all the nodal points in the FE discretized model. This presents a difficulty in obtaining the force
vector F;. To bypass this difficulty, the temperature at the nodal values has to be computed using SFEM as
well. As a first step, the 3-D random field for thermal conductivity, k(x, y, z), is expressed using OLE as

M
k(x, y, 2, @) :;;[1 +an<x,y,z>;n<w>} (22)

n=1

where k is the mean value of the thermal conductivity, ¥, (x, y, z) are the OLE shape functions, and {¢, (w)} 2’1: 1
is the vector of correlated random variables associated with M nodal points. The weak form representation for
the random field modelling for the elastic modulus is given in Eq. (17). As discussed in Sect. 3, the number of
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terms in the OLE representation of a random field depends on the correlation length of the field, and therefore,
in general, N # M.

The OLE representation for thermal conductivity k(x, y, z, w), as givenin Eq. (22), is substituted in Eq. (16),
and a weak form of the Laplace equation for an element is obtained as ReT T, = 0, where T, represents the vector
of temperature at the nodes of an element, R, is a square matrix obtained from the weak form representation
of Eq. (16). Since the thermal conductivity is expressed in an additive form, R, (w) = Rg + R} (w), where

R = ///k [B,B,T]dx dydz, (23)
, M
R @ = [[ 3 vne v 260 0) [BB] | aray e 4)
n=1

Here, B; is distinct from the strain—displacement matrix B used earlier and is given by

dN; 90N, ON3 9Ng ONs ONg ON7 ONg

dx dx Odx dx dx dx dx  Ox
Bt _ dN; 90N 9ON3 ONgs 9Ns ONeg 9N7 ONg (25)

dy dy dy dy dy dy dy 9y
dN; 0N 9dN3 9dNgs ONs ONe 9dN7 ONg

dz dz 9z 9z dz 9z 9z 0z

where { N; }5.5:1 are the standard FE shape functions corresponding to the eight-noded linear hexahedral elements
that have been used for FE discretization. Assembling the global matrices leads to the system of equations

R ()T =0 (26)

where T is the global vector of the nodal temperatures in the spatial domain of the structure. As the temperature
at the nodal points in the inner and the outer surfaces of the pipe is known, the above system of equations can
be solved for each realization of the random vector {{,(w)}. Once the temperature at all the nodal points is
computed, the temperature gradient and, in turn, the initial strain due to ¢ at these nodes can be calculated.
Subsequently, the force vector due to the thermal gradients, Fy, is computed from Eq. (20). The effect of
the spatial randomness in the elastic modulus of the material is addressed using the formulation discussed
in the previous Section. Note that in computing the force vector F, the effects of spatial randomness in the
elastic modulus are through the constitutive matrix C while the effect of the spatial randomness in the thermal
conductivity are through the initial strain vector &¢. Thus, F; is a function of the random variables {¢, (w)} and

{Vr(@)}.

4.4 Case 3: Random temporal variations in fluid temperature and random spatial variations in the material
properties

We next generalize the proposed method to incorporate into the analysis the effects of random temporal
fluctuations in the fluid temperature. We assume that the inner wall of the structural component and the fluid
temperature are equal at all time instants. We model the random spatial variations in the material properties—
modulus of elasticity and thermal conductivity—using OLE as discussed in the earlier Sections. In case 2,
the boundary nodal temperatures for each element are computed for each time instant and for each realization
based on the deterministic input values of the inner and outer boundary temperatures. However, in this case,
the boundary temperatures for inner surface, i.e. Tj, are assumed to be fluctuating about a mean value, and
T, is assumed to be constant. We model 7; as a stationary Gaussian random process with mean value 7; and
represent it as a Karhunen—Loeve (KL) expansion, having the form

T w) =T+ Y i@ ). e
j=1

Here, 7_] is the mean temperature about which the fluctuations occur, ¢ (w) are zero mean independent random
variables having variance A;, and v;(¢) and A; are, respectively, the eigenvectors and the corresponding
eigenvalues obtained by solving the integral equation

/D Rrr(t, )9 (s)ds = a3 (o). 28)
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Note that R77(¢, s) is the autocovariance function of the random process 7;(¢, w). It is worth mentioning here
that 7i(¢, w) could be discretized using OLE as well. Instead KL expansion has been used for the weak form
representation of 7;(¢, w) as (a) it is modelled as a 1-D Gaussian process for which KL expansions are simpler
and (b) KL expansions have been shown to be optimal spectral representations, implying that the weak form
representation requires the least number of random variables.

The implication of having temporal fluctuating temperatures implies that the boundary nodal temperatures
for each element will change at each instant of time. Subsequently, the temperature at the FE nodal points
needs to be computed, at each time instant, by solving the Laplace equation. Note that a solution of the Laplace
equation is obtained in the weak form using the procedure discussed in the earlier Section. The rest of the
analysis remains the same as in Case 2. A more complicated analysis that takes into account the transport of
fluid through the pipe and the temporal and spatial variations of the heat transfer is beyond the scope of this
study.

5 Failure probability

The creep damage growth equations outlined in the “Appendix” reveal that the local creep damage at any
instant of time depends on the local material properties and the temperature gradient. In structural systems
with random spatial inhomogeneities, it is obvious that the creep damage at any instant of time has spatial
variations whose characteristics depend on the underlying properties of the spatial random inhomogeneities
in the modulus of elasticity and thermal conductivity. Hence, the creep damage itself is a random field whose
probabilistic characteristics are not obvious, given the nonlinear nature of the creep damage growth. Moreover,
if a failure is defined to occur when the creep damage at any location exceeds a specified value, the spatial
location where the failure originates can be characterized only in the probabilistic sense.

The SFEM formulation presented in this paper enables a numerical approach for analysing the growth of
creep damage over the spatial extent of the component and characterizing in a probabilistic sense the creep
damage spatial variation at any instant of time. Moreover, we can estimate the failure probability at specified
locations and, in turn, identify the most likely failure regions. This involves the following steps:

1. Using standard Monte Carlo simulation methods, simulate an ensemble for the vectors of correlated random
variables {¢/ (w)} and {¢(w)}. Assume the ensemble is of size Z.

2. Construct the FE matrices corresponding to each realization of the random variables. Solve for the creep
damage growth at all the nodal points within the spatial extent of the structure in an iterative manner, for
time [f9, t 7], where 1y is initial time taken to be zero and # is final time. If D exceeds the critical threshold
D, at time ¢ < tr, the computations are terminated for the particular realization of the random variables.
Store all the results.

3. Repeat the previous step for all Z realizations of the random variables.

4. Statistically process the ensemble of results obtained from the previous steps to obtain probabilistic descrip-
tors for the failure probability associated with all the nodal points.

The mathematical statement for the computation of the failure probability in terms of creep damage, at any
time instant ¢, is given by

Py = / pp(s;t)ds =1—P[D() < D]l =1— Pp(De;t). (29)
D,

Here, D(¢) is the creep damage at time instant #, at a particular location, P[ - ] is probability measure, and pp (-)
is the probability density function of D at time ¢ at that location. Clearly, pp(-) changes with ¢, indicating
the non-stationary nature of the growth of stochastic creep damage. Computation of the failure probability at
all the nodes of the structure helps to identify the location in the structure which has the highest probability
density function for the failure probability and is useful in identifying the most likely regions from where
failure due to creep originates.

6 OLE representation of the random field from measurement data

A primary requirement in the proposed methodology is the knowledge of the second-order characteristics
of the random fields used in modelling the material inhomogeneities. However, in practical situations, only
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the data from sample measurements are available. Of course, one can carry out a statistical analysis and fit a
second-order probabilistic model that is consistent with the data. This implies that one needs to estimate the
marginal probability density function and the correlation function from the available measurements, which is
discussed next.

Consider a random field f (R, w) defined in an spatial domain R to be represented by an N-dimensional
random vector F = [ fi, ..., fn1!, where f ; represents the random variable f(R =R ;). Let Pr = Py fy
be the corresponding joint probability density function. As is well known, a complete characterization of
the random field f(R, w) in terms of the discrete form requires the information of P when N — oo.
This is, however, impractical, and therefore, the probabilistic characterization of f (R, w) by the probabilistic
descriptors of F is always approximate.

The data from field measurements can be considered as a sample realization of F. The crux lies in obtaining
an OLE representation for the stochastic field 7, which is an approximation of the random field f (R, w), using
the measurement data such that the joint probability density function of F and f (R, w) is equivalent. Here,
we use the fact that the components of F denoted by f; are random variables and their OLE representation at
R = R can be expressed as

N
fj=f(Rj,0) = foR)+ D k(R i (). (30)
k=1

Ashas been shown earlier, S (R ;) = 6 j; and implies thatf; = fy(R )+ ¢ (w). In the absence of a continuous
function for the covariance of the field, the crux lies in estimating the shape functions Sx (R ) from the measure-
ment data. Clearly, the shape functions can be estimated in numerical form S (R) = [Sk(R1), ..., Sk(RnN)].
This is obtained by constructing the N x N covariance matrix from the measurement data, sampled at N
discrete points, as well as numerically computing V in Eq. (4). Thus, the steps involved in obtaining OLE
representation of a random field from measurement data are as follows:

1. Take measurements and collect the sample realizations of the random field 7 which is an approximation
of the continuous random field f (R, w).
2. Construct the marginal pdf of the components of f; € F from the normalized histogram of the sample

realizations of f;, forall j =1,..., N.
3. Construct the covariance matrix from the measurement data for all the components of F. This is Q used
in Eq. (4).

4. Using Eq. (4), one can construct the OLE representation of the random fields.
5. Samples of ¢ (w) are simulated using standard simulation algorithms and used in conjunction with Eq.
(30) to obtain approximations for the continuous random fields f (R, w) in the method proposed in this

paper.

Note that in the numerical calculations presented later, in the absence of availability of measurement data
assumptions were made about the second-order characteristics of the random fields directly.

7 Numerical example and discussion

The formulation presented in this paper is next demonstrated by a numerical example. A section of a pipe
carrying high-temperature fluid, as shown in Fig. 1, is considered. The inner and the outer radii of the pipe are
taken to be r{ = 0.037 m and r, = 0.052 m. The pipe dimensions along the longitudinal direction are assumed
to be significantly larger than the cross-sectional dimensions. The internal fluid pressure exerted on the pipe
is assumed to be P = 3.43 MPa. The material for the pipe is taken as HK40. The numerical values of the
material and damage parameters are taken from the literature [16] and are as follows: modulus of elasticity
E = 1.38 x 10° MPa, Poisson’s ratio v = 0.31 thermal conductivity k = 293 W/mK, coefficient of thermal
expansion o = 1.5 x 107(1/°C), creep damage parameters A = 1 x 10738713, = 6.91, H = 1 x 10724787
and g = 6.6473, respectively. The effective stress ¥ (o) is taken to be equal to the von Mises stress, o,. The
material is assumed to be defect free initially, i.e. D, = 0, and all the creep strain components are zero at
t = 0. The method for solution we have outlined in Sect. 4 is only applicable till D, < 1.

The inner wall temperature of the pipe is assumed to be 7; = 800 °C, and the external wall temperature
is taken to be T, = 720 °C. For case 3, where the temperature at the inner wall is assumed to have temporal
fluctuations, the temperature is modelled as a stationary Gaussian random process in time having mean value
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of 800°C, and autocovariance function of the form Ryz;(f) = oZe~®"". The numerical values considered

here are o1 = 1 and oy = 0.25. The time interval of interest ¢y — 7 is assumed to be 50 years. Hence, in
the numerical simulation, time histories for 7; are simulated for 50 years with the time increments taken to
be dr = 0.5 years. Note that the creep damage evolution takes place at long time scales, and hence the time
increments are in the order of years. For a KL representation of the process, the integral eigenvalue problem
in Eq. (28) is solved numerically. The number of terms in the KL expansion depends on the total number
of eigenvalues obtained which in turn depends on the resolution of the representation of the kernel function.
However, the KL expansion can be represented using a smaller subset of the basis functions defined by the
eigenfunctions, and the number of terms to be retained can be estimated based on a tolerance level. It can be
shown that the number of terms n to be retained depends on the condition Zf |Li] < €01, Where €1 is an
error tolerance. Assuming € = 1 x 1073, it turns out that n = 47. Figure 9a shows the relative magnitude of
the first 50 eigenvalues ;. A typical time history for the inner wall temperature obtained using KL expansion
with k = 47 terms is plotted as shown in Fig. 9b.

The pipe section is first discretized using finite elements. The FE mesh geometry of the 3-D domain is
discretized using a 10 x 36 x 10 grid, with 10 being the number of divisions along the radial and axial directions,
and 36 is the number of divisions along the tangential direction. As mentioned earlier, linear hexahedral 3-D
brick elements have been used for the FE discretization, having 8 nodes. Each node is assumed to have three
degrees-of-freedom corresponding to displacements along the local Cartesian coordinate axes. A total of 3600
elements have been used in the analysis. The total number of nodes is 4356 with the active degrees-of-freedom
being equal to about 13,000. Note that the axial deformations on all the nodes on the top and bottom surfaces
have been restrained.

The input random field variations for the elastic modulus and thermal conductivity have been obtained
using log normal distribution, whose general form is given by Eq. (7), and the autocovariance function is
assumed to be of the form given in Eq. (8). The numerical values for the parameters for the two fields are given
in Table 1. Figure 10 shows the spatial variation in the modulus of elasticity for a sample realization of the
random field, while Fig. 11 shows the spatial variation of thermal conductivity for a sample realization of the
corresponding random field.

The steps involved using the proposed method (hereafter referred to as Method 1) are as follows:

1. An ensemble of Z realizations of elemental stiffness matrices K, is simulated.

Table 1 Parameters for the random fields for the material properties

Property " o cy [65) c3

E 1.38 x 10° MPa 0.276 x 10° MPa 0.06 0.06 0.06
k 273 W/mK 54.6 W/mK 0.06 0.06 0.06
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Fig. 11 Sample realization of the random field for thermal conductivity k. a Contours for the variation at z = 0. b The variation
at the inner wall

2. Following the formulation developed in Sect. 4, the global stiffness matrix K is constructed numerically.
3. Corresponding to each realization of Z; , the FE equations are solved deterministically, and the creep strains
are calculated at all the Gauss points, and subsequently, the values at the nodal points are interpolated.

4. The failure probability of damage at each of the nodal points is computed from statistical processing of

the results obtained from the Z realizations.

The following Sections present results obtained using Method 1.

7.1 von Mises stress

Att = 0, it is assumed that the initial creep strains are zero, and hence, the stress components are due to the
effects of the thermal gradient and internal fluid pressure only. The von Mises stress is computed at all the nodal
points at ¢ = O for the three cases mentioned in the previous Section. Figure 12 shows a sample realization of
the spatial variation of the von Mises stress for the three cases at the inner wall, where the developed stress is
maximum.

7.2 Creep damage

The FE discretized equations are now numerically integrated in the time domain to obtain the creep damage
growth at all the nodal points within the domain of the circular pipe section. The effects of uncertainties in the
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material properties are incorporated into the FE analysis through the vector of random variables appearing in
the OLE representation. These correlated random variables are simulated using MCS, and the damage growth
corresponding to each realization is computed based on the creep damage growth equations mentioned in the
“Appendix”. The analysis carried out in the previous Section has established that the most critical location in the
domain lies on the inner wall boundary. Figure 13a shows the sample trajectories for creep strain in -direction
for the nodal point corresponding to the inner wall boundary, while Fig. 13b shows the corresponding damage
growth trajectories. Here, the dotted line corresponds to the deterministic case, while the solid lines represent
sample damage growth trajectories for Case 1. An inspection of these Figures reveals that a significant scatter
is observed in the thermal creep strain and thermal creep damage at a given time instant. This observation
is qualitatively corroborated from the scatter observed in experimental observations [1] and highlights the
importance of appropriately modelling the spatial inhomogeneities in the material properties. Moreover, it is
observed that the scatter grows in time. This can be explained by the fact that the uncertainties accumulate
with time.

We next investigate how the growth in creep damage progresses with time over the entire cylindrical spatial
domain. Figure 14 shows the spatial variation of thermal creep damage at + = 35 years for Cases 1, 2, and 3.
Unlike the deterministic case, we observe that the creep damage growth is spatially inhomogeneous, which
can be attributed to the local effects arising due to the variations in the material properties and is expected
to be different for each realization of the fields. The spatial variation of the mean damage at t = 20 years
along the inner wall is shown in Fig. 15. The spatial variability in the mean creep damage observed at the
inner wall highlights the importance of taking into account the spatial random inhomogeneities. Importantly,
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a quantitative comparison between Figs. 15a—c reveals that the creep damage is maximum in Case 2 and
minimum in Case 1. The mean creep damage is less in Case 3 than in Case 2 because in Case 3 the temperature
fluctuates about the mean ambient temperature considered in Case 2, and hence, the thermal loading in Case 2
is larger than in Case 3, over the same time interval. The significantly lower creep damage in Case 1 highlights
that the spatial fluctuations in the thermal conductivity play a significant role in the creep damage growth. It
is clear that the creep damage at any location, at any time instant, varies in each realization and is clearly a
random variable. Statistical processing of the computed damage at all the nodal points enables evaluating the
pdf of damage at a particular location and investigating how this propagates with time. Figure 16 shows the
pdf of creep damage at a particular nodal point on the inner wall boundary of the cylinder for time instants
t = 5, 20 and 35 years, when only the elastic modulus is assumed to be spatially random. It is clearly seen
that with time the pdf becomes flatter and has a wider spread indicating its non-stationary nature. Further,
it can be observed that the mean value of the pdf moves towards right indicating the growth in the damage
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with time. The higher spread in the pdf for larger time can be attributed to the historical cumulative effects
of the uncertainties associated with the creep damage growth in time. A similar trend is observed in the time
evolution of the pdf for creep damage when elastic modulus, thermal conductivity, and temperature loading
are modelled as random fields.

7.3 Failure probability

We next focus on estimating the failure probability in terms of the creep damage. Even though the creep
damage variable, D, is assumed to lie between 0 and 1 with unity indicating failure, in reality, a structural
failure occurs typically when D reaches a value that lies between 0.2 — 0.3. In this study, we define the critical
threshold value D, = 0.1, and a failure is deemed to occur when D > D.. Using the results obtained from the
computations carried out in the previous Sections, the creep damage at all the nodal points at different time
instants is available corresponding to all the realizations of the material property random fields. An estimate of
the failure probability, at a given time instant, for all the nodal points is computed from the relative frequency
of the number of samples which satisfy the criterion D > D,.. Note that we consider a smaller value for D, for
the purpose of illustration so that we have at least a few sample realizations of the ensemble of Z samples which
fail, and hence the relative frequency definition can be used for estimating the failure probability. Alternatively,
one can obtain the pdf of the damage variable and compute the failure probability using Eq. (29). Figure 17
shows the spatial variation of the failure probability estimates for the three cases at = 35 years. An inspection
of these Figures clearly shows that the predictions of the failure probability at any specified location are least in
Case 1, where the spatial random inhomogeneities in the thermal conductivity have not been considered. This
clearly underlines the importance of spatial inhomogeneities in the thermal conductivity. Further, it is observed
that the failure probability estimates in Case 3 are lower at specified locations in comparison to Case 2. This
is in corroboration to the results in terms of the mean creep damage observed earlier and can be explained as
the effect of thermal fluctuation about the mean value considered in Case 2, and hence, the time of exposure
and in turn the thermal loadings are lower in Case 3 in comparison to Case 2.

7.4 Validation of the proposed method

In this Section, studies are carried out to investigate the performance of Method 1. To examine the accuracy
of Method 1, the problems are examined using two alternative methods discussed next:

— Method 2 As in Method 1, the spatial random fluctuations in the material properties are incorporated
into the analysis by modelling them as 3-D random fields. However, no separate random field meshing
is considered. Instead, once the FE meshing is carried out, the material property random fields within an
element are assumed to be spatially uniform and are taken to be the representative values at the elemental
centroid. Thus, the fields are now represented by a vector of correlated random variables which capture
the pdf and the correlation characteristics exactly. However, the spatial variations within each element are
neglected. As the FE meshing is usually much finer than the OLE random field meshing, the number of
random variables entering the formulation—equal to the number of finite elements that the structure has
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been discretized into—is significantly larger than in Method 1. This in turn demands higher computing costs
and resources. It must be remarked here that as the FE discretization is made finer, the discretized system
becomes a closer approximation to the physical system in terms of representation of both the displacement
fields and the random fields, however, at a higher computational cost.

— Method 3 Unlike Methods 1 and 2, here the spatial random inhomogeneities are neglected, and only the
ensemble variations have been considered. This implies that the material properties have been modelled
as random variables instead of as random fields, but having the same marginal pdf characteristics as the
fields. Thus, here, no other meshing apart from FE discretization is required. Moreover, unlike in Method
2, the material properties have been taken to be the same for all the FE elements for a particular sample
realization. It is obvious that the number of random variables entering the formulation is least in Method
3 and hence computationally cheapest.

Clearly, Method 2 is the most accurate of the three methods as the spatial random variabilities associated with
the material properties are best modelled in Method 2 in the limit of mesh size approaching zero. However,
the associated computational costs are highest in Method 2. Nevertheless, the accuracy of the results using
Method 1 is examined vis-a-vis Method 2, which is treated as the benchmark. The predictions obtained by
Method 3 are examined with respect to both Methods 1 and 2 to investigate the importance of random field
modelling.

Figure 18 shows the spatial variation of the estimates of failure probability at the inner wall of the pipe for
Case 2 at t = 35 years. An inspection of these Figures is quite revealing. Figure 18a shows that the locations
concentrated around the OLE nodes have in general higher failure probabilities with respect to other locations.
In contrast, the estimates obtained by Method 2 show no preferred concentration. In contrast, in Method 3
where the system is modelled as a random variable rather than a random field, the spatial variability of the
damage is not captured at all. This example therefore highlights the importance of random field modelling in
the analysis. Figure 19a shows a comparison of the pdf of damage at a location that corresponds to an OLE node
for Case 2 at t = 35 years. We observe that the pdf of damage, using Methods 1 and 2, is in close agreement
with each other. This highlights the accuracy of the proposed method. In contrast, the pdf of damage using
Method 3 is significantly different, showing higher peaks but narrower tails. This observation is consistent
with the earlier observation where the failure probability estimates obtained by Method 3 were observed to be
smaller. Figure 19b shows a comparison of the pdf of damage at a location where no OLE nodes exist. Here,
one can see that there are significant deviations between the predictions obtained from Methods 1 and 2. Here,
one must remember that the discretized OLE field at non-OLE nodes is an approximation, and hence it is
expected that there would be deviations from the predictions obtained from Method 2. Since in Method 3 the
spatial variability is not modelled, the estimated pdf is identical to the Figure shown in Fig.19b and has not been
included. Figure 20a shows a comparison of the estimated failure probability at a location that coincides with an
OLE node, obtained for all three cases using all three methods. It is observed that the predictions from Method
1 and 2 are almost similar except in Case 3 where the proposed method overestimates the failure probability by
a small percentage. This gives confidence on the accuracy of the results in the proposed method. In contrast,
Method 3 significantly underestimates the failure probability for all three cases. This further illustrates that
though Method 3 is computationally cheaper, it is not only incapable of capturing the spatial variabilities in
damage, but also underestimates the failure probability. It is worth noting that the failure probability is higher in
Case 2 than in the other two cases. In contrast, Fig. 20b shows the failure probability estimates at a location not
coinciding with the OLE node. We see that the predictions by the proposed method are at variance with those
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Fig. 19 Comparison of pdf of damage at r = 35 years for Case 2 a at an OLE node and b at a location in between OLE nodes
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Fig. 20 Comparison of failure probability of damage at# = 35 years a at an OLE node and b at a location in between OLE nodes
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Fig. 21 Comparison of the pdf for time to failure obtained using Methods 1 and 2. a Case 1. b Case 2. ¢ Case 3

obtained from Method 2. This is expected as the random field properties are not correctly represented where
there are no OLE nodes. Nevertheless, one can see that the failure probability predictions are less conservative
than in Method 3.

The time at which the creep damage attains the critical threshold value at any location within the spatial
domain R is defined as the time to failure and denoted by #¢. Clearly, ¢ is a random variable. Characterizing
the pdf for ¢ gives an indication of the lifespan of the structural component. Assuming D.r = 0.99, the pdf
of time to failure, 7¢, is estimated for all the three cases and is shown in Fig. 21.
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Here, the results of only Methods 1 and 2 are shown as the number of failures using method 3 with the
sample size considered in this study was too small to estimate the pdf. An inspection of these Figures shows
that the expected time to failure obtained from Methods 1 and 2 is almost identical in all the three cases.
However, Method 1 shows a larger scatter in the predictions.

The computational cost associated with the three methods depends on the number of random variables
entering the formulation. For case 2, where two material properties are modelled as random fields, the total
number of random variables in Method 1 is 72, while in Method 2 the number of random variables is 8712.
In contrast, the number of random variables in Method 3 is just 2. The savings in the computational costs in
Method 1 are approximately 50% in comparison to Method 2. The additional computational cost associated
with Method 2 can be attributed to the necessity for computing each of the elemental matrices having different
numerical values for the material parameters. The computational cost associated with Method 3 is about 0.65
times the computational cost in Method 1, but has been shown to lead to significantly underestimating the
failure probability.

8 Discussion

The proposed OLE-based methodology for a stochastic finite element analysis of a structure having spatial
material uncertainties is an alternative approach to the more commonly used polynomial chaos (PC)-based
formalisms presented in the literature. The PC-based formalism is a generalization of the Karhunen—Loeve
(KL) series expansion. The KL series expansion is typically applicable (though not necessarily) for Gaus-
sian processes where the basis functions are obtained by solving an integral eigenvalue problem, where the
correlation function constitutes the kernel, and the projections are the Gaussian random variables. For non-
Gaussian processes, the probability distribution of the projections has to be suitably defined. It has been shown
mathematically that the KL series expansion is optimal implying that it requires the least number of terms
in a series representation [17]. Obviously, a KL series representation of the random fields would lead to a
minimum number of random variables entering the SFEM formulation and hence would be computationally
most efficient. However, in the absence of a closed form representation of the correlation function, the basis
functions can be evaluated only numerically by solving the integral eigenvalue problem. It was shown in [10]
that the numerically evaluated basis functions do not necessarily lead to optimality. Instead, the authors showed
that the expansion OLE (EOLE) method that uses KL. expansion in conjunction with OLE to derive the basis
functions leads to a more efficient discretization of random fields.

Extending the EOLE method for non-Gaussian fields is more difficult. Instead, it has been suggested [10]
that a non-Gaussian process be first mapped to a Gaussian space and the transformed field be discretized
into the Gaussian space using EOLE. Subsequently, the discretized non-Gaussian field is mapped back using
memoryless translations [18]. The difficulty in this approach lies in estimating the autocovariance function of
the field when transformed into the Gaussian space. This requires solving an integral equation [19]. Though
analytical expressions for the upper bound for commonly used autocovariance functions have been derived
in [19], a more generally applicable method is to use an iterative numerical algorithm [11]. However, as the
discretization is carried out in the transformed Gaussian space, the optimality condition is not guaranteed
upon transforming the fields back to the original non-Gaussian space. Moreover, the computational effort in
estimating the autocovariance function in the transformed Gaussian space is non-trivial, and for some forms
of autocovariance functions, it may not be possible to arrive at a convergent function.

A more general approach to KL representation of the random fields is to use PC expansions. Here, the
basis functions are stochastic and are obtained as polynomials of basic random variables, and unlike in KL,
the projections are deterministic. The form of the polynomial functions, and the distribution of the random
variables are based on the Askey scheme and depend on the marginal pdf of the random field [17,20]. While
this approach is straightforward for scalar random fields, extending the method to higher dimensions is fraught
with difficulties. Moreover, constructing the PC representation of the random fields directly from measurement
data involves significantly more computations [21]. On the other hand, the OLE approach discussed in this
paper is simpler to implement.

9 Concluding remarks

A 3-D stochastic finite element formulation has been developed for the analysis of creep damage growth due
to thermal effects in piping structures in industrial installations. The methodology incorporates into the FE



3-D stochastic finite elements for thermal creep analysis

analysis the effects of spatial non-Gaussian inhomogeneities in the material properties. The optimal linear
expansion scheme for a weak form representation of non-Gaussian fields has been generalized for 3-D cylin-
drical geometries and has been shown to preserve the non-Gaussian characteristics exactly at the nodes. A
methodology has been presented on estimating the optimal shape functions that can be derived directly from
the available data sets obtained from measurements. The methodology has been integrated with thermal creep
damage growth equations to predict the most likely failure locations and their failure probability in a segment
of a circular pipeline carrying high-temperature fluids. To the best of the authors’ knowledge, this is the first
study where principles of the stochastic finite element method have been used to characterize stochastic thermal
creep damage.

Appendix: Creep damage growth equations
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In the above equations A, n are the creep constants for the given pipe material. In all of the above equations,

the expression for the effective stress, also termed as the von Mises stress, oy, (¢) is given by

oy(t) = L [(0r — 0)? + (05 — 02) + (0 — 08)?]. (37
V2
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