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Interstitial alloying in CrMnFeCoNi-based high-entropy alloys is known to modify their mechanical prop-
erties. Specifically, strength can be increased due to interstitial solid-solution hardening, while simultaneously
affecting ductility. In this paper, first-principles calculations are carried out to analyze the impact of interstitial C
atoms on CrMnFeCoNi in the fcc and the hcp phases. Our results show that C solution energies are widely spread
and sensitively depend on the specific local environments. Using the computed solution-energy distributions
together with statistical mechanics concepts, we determine the impact of C on the phase stability. C atoms
are found to stabilize the fcc phase as compared to the hcp phase, indicating that the stacking-fault energy of
CrMnFeCoNi increases due to C alloying. Using our extensive set of first-principles computed solution energies,
correlations between them and local environments around the C atoms are investigated. This analysis reveals,
e.g., that the local valence-electron concentration around a C atom is well correlated with its solution energy.

DOI: 10.1103/PhysRevMaterials.3.113603

I. INTRODUCTION

High-entropy alloys (HEAs) or complex concentrated al-
loys based on 3d transition metals have attracted enormous
attention, particularly due to their outstanding mechanical
properties. The equiatomic CrMnFeCoNi alloy, also termed
as the Cantor alloy [1], shows a remarkable combination
of strength and ductility [2–5]. Their impressive mechanical
properties could be further enhanced by modifying the com-
positions away from equiatomic CrMnFeCoNi [6–19].

Another promising direction to further improve the me-
chanical properties of HEAs is interstitial alloying, e.g.,
with C. The impact of interstitial C atoms in HEAs has
been investigated in several previous experimental studies
[10,16,18,20–27]. In equiatomic CrMnFeCoNi, the addition
of C atoms is known to increase the yield and the ultimate
strengths [18,20,24] while also impacting ductility. Enhanced
yield and ultimate strengths are also found for interstitial-
alloyed Cr0.1Mn0.3Fe0.5Co0.1 [10] and Cr0.1Mn0.4Fe0.4Co0.1

[25] without critical reduction of ductility. To fine tune the
mechanical properties by interstitial alloying, an understand-
ing of the fundamental mechanisms on the atomic scale is
required. Particularly for HEAs, each interstitial site displays
a different local environment and thus a specific solution
energy. Resolving such complex dependencies is intractably
hard by experiments alone.

*y.ikeda@mpie.de

To study the impact of interstitial C alloying from an
atomistic viewpoint in detail, first-principles calculation is an
accurate and efficient approach. A number of first-principles
studies have been reported for the impact of C atoms in
traditional 3d transition metals and alloys like Fe [28–46], Ni
[40,47–52], Fe–Cr–Ni stainless steels [40,45], and high-Mn
steels [37,53–62]. For CrMnFeCoNi-based HEAs, however,
studies on the impact of interstitial C alloying based on first-
principles calculations are still lacking.

In the present paper, we investigate the impact of interstitial
C atoms on the equiatomic CrMnFeCoNi HEA based on first-
principles calculations. Both the face-centered cubic (fcc) and
the hexagonal close-packed (hcp) phases of CrMnFeCoNi are
modeled based on the supercell approach to evaluate stacking-
fault energies (SFEs). The solution energies of interstitial
C atoms are computed for both phases. A large number of
interstitial sites are investigated to elucidate the dependence
on the local environments around C atoms.

II. COMPUTATIONAL DETAILS

A. Stacking-fault energy

The SFEs of fcc austenitic steels, particularly of high-
Mn steels, have empirically been known to correlate with
their deformation behaviors [63–67]. Also for 3d-transition-
element-based HEAs, their SFEs have also been measured
in experiments [8,17,26,68–71] and computed based on first-
principles simulations [72–84]. While the impact of C atoms
on the SFEs of HEAs has also been discussed in experimental
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fcc hcp

FIG. 1. Simulation cells with 54 atoms for the fcc and the
hcp phases in the present paper. The blue and the orange regions
indicate octahedral and tetrahedral sites, respectively. Visualization
is performed using the VESTA code [86].

studies [10,16,18,20,21,25,26], this has, to the best of our
knowledge, not yet been intensively investigated based on
first-principles simulations.

In the present paper, the SFE of fcc CrMnFeCoNi was
computed based on the first-order axial Ising model (AIM1)
[85] as

γSF ≈ 2(F hcp − F fcc)

NA
, (1)

where Fα denotes the Helmholtz energy per simulation cell
of the phase α, A denotes the area of one close-packing layer
in the simulation cell, and N denotes the number of close-
packing layers in the simulation cell. This approximation
may be intuitively understood because the fcc stacking faults
locally have the same layer stacking as the hcp phase.

B. Models without interstitial atoms

The CrMnFeCoNi HEA was modeled based on the su-
percell approach. Both the fcc and the hcp phases were
investigated to compute the SFE (see Sec. II A for details).
To improve the computational accuracy, 54-atom fcc and hcp
supercells are modeled with identical simulation-cell shapes
as shown in Fig. 1. The fcc unit cell has the 〈111〉 direction
as the third axis and displays the “ABCABC” stacking of
the close-packed {111} layers, while the hcp unit cell has
the “ABABAB” stacking of the close-packed {0001} layers.
These supercells have six layers, and each layer consists of
nine atoms. Ideal mixing of the elements in CrMnFeCoNi
was approximated based on special quasirandom structures
(SQSs) [87]. The first and the second nearest-neighbor pairs
are optimized to be close to the ideal mixing state. We
constructed a single five-component SQS configuration for
each of the fcc and the hcp phases. Based on this construction,
5! = 120 supercell models were obtained for each SQS by
permuting the order of the five elements. Note that the 54-
atom SQSs have a composition ratio of 11 : 11 : 11 : 11 :
10, which slightly deviates from the equiatomic, and hence
the energies of equiatomic CrMnFeCoNi were evaluated by
taking the average over the 120 supercell models.

C. Solution energies of interstitial atoms

The energy gained by placing C atoms in the CrMnFeCoNi
alloy modifies thermodynamic quantities such as SFEs. To

compute solution energies, both octahedral and tetrahedral
sites, surrounded by six and four atoms in the first nearest-
neighbor (1NN) shell, respectively, were considered as poten-
tial interstitial sites. Note that the octahedral and the tetra-
hedral sites in the fcc phase are geometrically very similar
to those in the hcp phases, as also visualized in Fig. 1. The
solution energies �Esol of C atoms were computed as

�Esol = E (alloy + C) − [E (alloy) + E (C)], (2)

where E (alloy + C) and E (alloy) are the energies of the alloys
per simulation cell with and without one C atom, respectively,
and E (C) is the energy of graphite per atom. In the generalized
gradient approximation (GGA), the determination of the total
energy of graphite is limited due to the inadequate description
of the van der Waals interactions resulting, e.g., in a large
overestimation of the energy difference between graphite and
diamond [30,35,38,88]. In experiments, the graphite enthalpy
is 0.019 eV/atom lower than the diamond enthalpy at standard
conditions [89]. We therefore obtained the graphite energy
by computing the diamond energy and then shifting it by the
above empirically known enthalpy difference.

Unlike pure metals and ordered alloys, interstitial sites
in disordered alloys have different local environments from
each other and thus different solution energies specific to the
corresponding local environments (see Sec. II E for details).
The solution energies in such disordered alloys are therefore
described as the density of states (DOS). In the present paper,
the solution-energy DOS n(ε), where ε = �Esol, is normal-
ized as ∫ ∞

−∞
n(ε) dε = 1. (3)

Under the AIM1 [Eq. (1)], the impact of an interstitial atom
in the simulation cell on the SFE is computed as

�γSF ≈ 2
(
�F hcp

sol − �F fcc
sol

)
NA

, (4)

where �Fα
sol is the contribution of one interstitial atom to

the Helmholtz energy for the phase α. In general, �Fsol =
�Fsol(T, x) depends on temperature, T , and the ratio of in-
terstitial atoms to available interstitial sites, x, and can be
separated as

�Fsol(T, x) = �Usol(T, x) − T �Ssol(T, x), (5)

where �Usol(T, x) and �Ssol(T, x) are the contributions of
the interstitial atom to the internal energy and to the entropy,
respectively. Note that in Eq. (4) x must be the same between
the fcc and the hcp phases, which corresponds to the same
concentrations of the interstitial element in the bulk region and
on stacking faults (see Sec. II D for segregation of interstitial
atoms).

To compute �Fsol, the following two thermodynamic limits
were considered. In the first scenario, interstitial atoms are
assumed to occupy the interstitial sites fully randomly irre-
spective of their solution energies �Esol. This could be, e.g.,
realized by rapid quenching from high temperatures in which
the C atoms are “frozen” in their randomly distributed high-
temperature state. We therefore refer to this scenario as the
ideal quenched condition. In the second scenario, interstitial
atoms are assumed to occupy the interstitial sites according
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to the canonical ensemble for �Esol. This corresponds to
the situation in which the disordered alloy is annealed for a
sufficiently long time and hence the C atoms can diffuse into
the thermodynamically favorable interstitial sites at a given
temperature. We refer to this scenario hereafter as the ideal
annealed condition. In both the conditions, it is assumed that
one interstitial site can be occupied by at most one interstitial
atom and that there are no interactions between the interstitial
atoms (the dilute limit approximation) [90].

In the ideal quenched condition, �Usol(T, x) is simply
given as the average solution energy �E sol over all interstitial
sites:

�Usol(T, x) =
∫ ∞

−∞
n(ε) ε dε = �E sol, (6)

which is actually independent of T and x, and �Ssol(T, x)
equals to zero because each interstitial atom is now assumed
to be pinned to a certain interstitial site. Thus, �Fsol(T, x) in
the ideal quenched condition is given as

�Fsol = �E sol. (7)

In the ideal annealed condition, an interstitial site is occu-
pied with the probability given by the Fermi-Dirac distribution

f (ε; T, μ) =
[

exp

(
ε − μ

kBT

)
+ 1

]−1

, (8)

where kB is the Boltzmann constant. The chemical potential
μ = μ(T, x) of the interstitial element in the alloy is deter-
mined for given T and x to satisfy∫ ∞

−∞
n(ε) f (ε; T, μ) dε = x. (9)

Once μ(T, x) is self-consistently determined from Eqs. (8)
and (9), �Usol(T, x) and �Ssol(T, x) are computed as

�Usol(T, x) = 1

x

∫ ∞

−∞
n(ε) f (ε; T, μ) ε dε, (10)

�Ssol(T, x) = kB

x

∫ ∞

−∞
n(ε) s(ε; T, μ) dε, (11)

s(ε; T, μ) = −[
f ln f + (1 − f ) ln(1 − f )

]
, (12)

where f = f (ε; T, μ) [91].
At the high-temperature limit (T → ∞) in the ideal an-

nealed condition, all the available interstitial sites can be
occupied fully randomly irrespective of the solution energies,
like in the ideal quenched condition. The �Usol(T, x) and
the �Ssol(T, x) at the high-temperature limit can therefore be
obtained by replacing f = f (ε; T, x) with x in Eqs. (10)–(12).
At the high-concentration limit (x = 1) in the ideal annealed
condition, all the available interstitial sites are occupied by the
interstitial atoms, and therefore �Usol(T, x) and �Ssol(T, x)
are obtained by, again, replacing f = f (ε; T, x) with x = 1 in
Eqs. (10)–(12). In both the limits, �Usol(T, x) becomes equal
to �E sol, and �Ssol(T, x) becomes a constant independent
of the focused phases. Thus, at the high-temperature or the
high-concentration limit, the difference of �Fsol between the
fcc and the hcp phases (�F hcp

sol − �F fcc
sol ) in the ideal annealed

condition equals to that in the ideal quenched condition.
In the dilute limit, where interactions between interstitial

atoms can be neglected, the impact of an interstitial atom is

proportional to x, i.e., the ratio of interstitial atoms to available
interstitial sites. The contributions of 1 wt. % and 1 at.%
interstitial C atoms to the SFE were computed in the dilute
limit, i.e., by linear scaling of the contribution of the results
obtained for one C atom in a 54-atom simulation cell.

D. Segregation of interstitial atoms at stacking faults

Suppose that there coexist multiple phases in a disordered
alloy satisfying ∑

α

yα = 1, (13)

where yα denotes the atomic fraction of the phase α. When
interstitial atoms are distributed among the multiple phases
according to the canonical ensemble, these multiple phases
share the same chemical potential of the interstitial element
in the alloy. This chemical potential μ = μ(T, x) is self-
consistently determined based on Eqs. (8) and (9) by the
solution-energy DOS n(ε) for the whole alloy obtained as

n(ε) =
∑

α

yαnα (ε), (14)

where ε (= �Esol) is the solution energy, and nα (ε) is the
solution-energy DOS for the phase α normalized according to
Eq. (3). Employing the thus obtained μ, the ratio of interstitial
atoms to available interstitial sites in the whole multiphase
state, x, is obtained based on Eq. (9). The ratio of interstitial
atoms to available interstitial sites in the phase α, xα , is given
as

xα =
∫ ∞

−∞
nα (ε) f (ε; T, μ) dε, (15)

and satisfies ∑
α

yαxα = x. (16)

Particularly when considering the coexistence of the fcc
and the hcp phases in the limit of yhcp → 0, the concentration
of interstitial atoms in the vicinity of a stacking fault, xSF, can
be approximated by xhcp. This is because interstitial sites at
the fcc stacking faults have locally similar configurations of
atoms as those in the hcp phase.

E. Local environments around interstitial atoms

Defining a local environment of an interstitial site by
the number of atoms each element has in the 1NN shell,
there are 210 and 70 inequivalent 1NN configurations for
octahedral and tetrahedral sites in CrMnFeCoNi, respectively.
For octahedral sites, considering also the inequivalence under
rotation and inversion of octahedra, the number of distinct
configurations further increases to 680. To investigate the
local-environment dependence in detail, we computed the so-
lution energies of in total 1080 octahedral and 324 tetrahedral
sites both for the fcc and for the hcp phases. In terms of the
local concentrations of the elements in the 1NN shell, 97 and
91% of distinct local chemical environments were covered
for the octahedral sites of the fcc and for the hcp phases,
respectively, and 97% were covered for the tetrahedral sites
of both the two phases. The remaining local environments
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are rarely found in the ideal mixing state; for example, in the
ideal mixing state of CrMnFeCoNi, an octahedral site with
Cr fully occupying the 1NN shell has a very low probability
of 0.0064%. Note that a previous computational study for fcc
Fe-Mn [54] found that, although the concentration of Mn in
the 1NN shell dominates the solution energies of C atoms,
the inequivalence of the local environments under rotation and
inversion can further affect the solution energies even with the
same local Mn concentration.

To analyze the relation between �Esol and the 1NN local
environment around an interstitial C atom, the following two
approaches were applied.

First, we employed linear regressions of �Esol based on
the atomistic properties around interstitial sites selected as
follows. In a previous computational study for fcc Fe-Mn [54],
solution energies of C atoms in octahedral sites are found to
decrease when the number of Mn atoms in the 1NN shell
increases, where Mn has a smaller valence-electron number
than Fe. Expecting a similar relation for CrMnFeCoNi, we
considered local valence-electron concentration (VEC). The
local VEC was computed as the average of valence electron
numbers over the six and the four atoms in the 1NN shell
of an interstitial atom for octahedral and tetrahedral sites,
respectively. The valence electron numbers of Cr, Mn, Fe, Co,
and Ni were set as 6, 7, 8, 9, and 10, respectively. Interstitial
atoms also cause a compressive stress field inside alloys. To
see its impact, the volume of the interstitial atom, Vint, is also
considered. The Vint were computed based on Voronoi tessel-
lation [95]. Atomic charges and atomic magnetic moments
were also computed, where we considered the value on each
interstitial atom and the average over the atoms in the 1NN
shell. The charge and the magnetic moment on each atom are
evaluated from the site-projected wave function within radii of
1.3 and 0.9 Å for 3d transition elements and C, respectively.

Second, to describe the local chemical environment beyond
a local VEC, we applied a local cluster expansion (CE)
method [96–99]. In this expansion, the solution energy is
expressed as a linear combination of cluster functions, like
a typical CE. In contrast to a full CE, only clusters around the
interstitial atom are considered. Effective cluster interactions
(ECIs) were determined by the least-squares method. Figure 2
shows the clusters around octahedral sites considered in the
present local CE. We limited the considered clusters up to
three-body interactions, because the number of ECIs dramat-
ically increases for many-body clusters of multicomponent
systems. This can cause overfitting or can even result in an un-
derdetermined set of equations. The local CE was performed
using an in-house developed code.

F. Electronic-structure calculations

The plane-wave basis projector augmented wave method
[100] was employed in the framework of density functional
theory (DFT) within the GGA of the Perdew-Burke-Ernzerhof
form [101] as implemented in the VASP code [102–104]. The
plane-wave cutoff energy was set to 400 eV. The Brillouin
zones were sampled by a �-centered 4 × 4 × 4k-point mesh
for the 54-atom supercell models, and the Methfessel-Paxton
scheme [105] was employed with the smearing width of
0.1 eV. The 3d4s orbitals of Cr, Mn, Fe, Co, and Ni and the

(a)

Empty

(b)

Point

(c)

Pair 1

(d)

Pair 2

(e)

Triplet 1

(f)

Triplet 2

FIG. 2. Clusters considered in the local CE for octahedral sites.
The black circle at the center represents the interstitial atom. The
surrounding yellow and gray circles represent the lattice atoms
included in and excluded from the cluster, respectively.

2s2p orbitals of C were treated as the valence states. The total
energies were minimized until they converge within 10−3 eV
per simulation cell for each ionic step.

For supercells without interstitial atoms, internal atomic
positions were initially placed on the exact fcc and hcp lattice
sites for the fcc and hcp supercell models, respectively. Ionic
relaxations were performed until the residual forces became
less than 5 × 10−2 eV/Å. The volumes and the shapes of
the supercells were kept fixed to the fcc lattice constant
of 3.6 Å, which is close to the experimental value [1,106–
111]. The ideal c/a ratio of

√
8/3 ≈ 1.633 was applied for

the hcp phase, as in experiments [110,111] hcp CrMnFe-
CoNi revealed a c/a ratio close to the ideal one at ambient
conditions. In principle, interstitial alloying may also induce
lattice expansion, which further affects the SFE. A previous
computational study for pure Fe and Cr0.200Fe0.716Ni0.084 [45],
however, showed that the local impact of C atoms on the SFE
is substantially larger than the indirect global impact of lattice
expansion (see Figs. 4 and 5 in Ref. [45]). In the present paper,
therefore, the impact of the C-induced lattice expansion on the
SFE was assumed to be small, and we used the experimental
lattice constant throughout the calculations with C-containing
alloys.

All calculations have been performed considering spin po-
larization. Note that, in previous studies, spin-polarized states
were found lower in energy as compared to a nonmagnetic
(NM) state for equiatomic CrMnFeCoNi both in the fcc and
in the hcp phases [78,81,112]. A previous computational
study based on the coherent-potential approximation also
found that, near the experimental lattice constants, magnetic
moments on Cr and Mn are ordered antiparallel to those of
Fe, Co, and Ni both for the fcc and for the hcp phases [112].
In the present paper, therefore, all the magnetic moments on
Cr and Mn were initially set to be antiparallel to those on Fe,
Co, and Ni. As discussed in detail in Sec. III A, the optimized
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TABLE I. Computed energies of CrMnFeCoNi (meV/atom)
without C atoms in the fcc and in the hcp phases. The reference
is set to the energy of the fcc phase at the atomic positions fixed
to the ideal fcc lattice sites (shown in parentheses). The columns
“Diff.” and “SFE” shows the the energy differences from the fcc to
the hcp phases and the corresponding SFEs (mJ/m2), respectively.
The rows “Fixed” and “Relaxed” show the energies at the atomic
positions fixed to the ideal lattice sites and at the relaxed atomic
positions, respectively. Note that the volumes were fixed to the value
corresponding to the fcc lattice constant of 3.6 Å, as detailed in
Sec. II F.

fcc hcp Diff. SFE

Fixed (0.0) 2.1 2.1 12
Relaxed −17.2 −17.9 −0.7 −4

magnetic orientation on each atom is substantially affected
by its local environment. Note that previous experimental
[113] as well as computational [112,114] studies indicate that
CrMnFeCoNi has a very low magnetic transition temperature
and is at room temperature in a paramagnetic (PM) state. It is
in principle possible to approximate also the PM state using
the disordered-local-moment approach in combination with,
e.g., SQSs [41,115–120]. For complex multicomponent alloys
like CrMnFeCoNi studied here, however, such calculations
are computationally rather challenging and require highly
demanding approaches such as constrained spin DFT. In the
present paper, since we are mainly interested in chemical
trends, we focus on the above-mentioned magnetically or-
dered state, where Cr and Mn are initialized antiferromagnet-
ically with respect to Fe, Co, and Ni.

For each considered interstitial site, a C atom was first
placed at the geometric center, and then the internal atomic
positions are reoptimized. To verify that the interstitial atoms
have not diffused to another interstitial site after the ionic
relaxation, we utilized Steinhardt bond-orientational order
parameters [121], as detailed in Appendix A. The impact
of zero-point vibrational contributions of C is discussed in
Appendix B, while this is not considered in the results of the
main part.

III. RESULTS AND DISCUSSION

A. Phase stability and SFE of the interstitial-free CrMnFeCoNi

Before discussing how interstitial C atoms impact alloy
properties, we first summarize our computational results for
interstitial-free CrMnFeCoNi. The energies of the fcc and
the hcp phases were evaluated by taking the average over
120 configurations obtained from element permutations for
the given SQS. Table I shows the computed energies of
CrMnFeCoNi in the fcc and in the hcp phases. On average,
relaxation of internal atomic positions decreases the energies
of the fcc and the hcp phases by 17.2 and 20.0 meV/atom,
respectively. Such relaxation energies are comparable to other
3d-transition-element-based fcc HEAs [122] as well as the
body-centered cubic NbMoTaW HEA [123]. Under the AIM1
in Eq. (1), the energy difference between the two phases
corresponds to a SFE of 12 mJ/m2 before the relaxation of
internal atomic positions. Including the relaxation energy, the
corresponding SFE becomes slightly negative (−4 mJ/m2).

Previous studies [124–126] also demonstrated a substantial
contribution of local lattice distortions in CrMnFeCoNi, and
actually local lattice distortions are found to enhance solid so-
lution strengthening [19,125,126]. The present paper reveals
that the local lattice distortions may also affect the SFEs and
thus ductility.

The negative SFE for CrMnFeCoNi implies that at 0 K
the hcp phase is energetically more stable as compared to
the fcc phase. This is consistent with a recent experimental
study [111] where the hcp phase can be found even above
600 K and transformed into the fcc phase at higher tempera-
tures. In recent experiments [17,69], the SFE of CrMnFeCoNi
at room temperature was derived to be in the order of 25–
30 mJ/m2. The difference between the presently computed
SFE at 0 K and the experimental values at room temperature
may be partly explained by finite-temperature excitations
[12]. In first-principles simulations for 0 K, negative SFEs
are rather common for 3d-transition-element-based HEAs
[76–78,80–82,84,127,128]. Various factors such as lattice vi-
brations [12,78,81], magnetic fluctuations [12,73,127], chem-
ical short-range order [82], and chemical fluctuations close to
the stacking faults [83,128] are known to substantially modify
the absolute value of the SFEs. In addition, a recent first-
principles study found that a potential Cr sublattice ordering
could further increase the SFE of CrCoNi [82]. To focus on
the chemical trend of adding C, we assume that these effects
partially cancel out when considering the energetic difference
between the fcc and the hcp phases to compute SFEs based on
the AIM1 in Sec. II A.

B. Impact of C on phase stability and SFE

In this subsection, we discuss the impact of interstitial C
atoms on the fcc-hcp phase stability and SFE for CrMnFe-
CoNi. All the C atoms initially placed on tetrahedral sites were
actually found to relax into neighboring octahedral sites or,
for the hcp phase, occasionally into neighboring hexahedral
sites [129] (see Appendix A for details). Thus, our results
clearly indicate that tetrahedral sites of CrMnFeCoNi are not
only thermodynamically but also dynamically unstable for C
atoms. Previous computational studies showed the same site
preference for pure fcc Fe [29], fcc Ni [40,47,50,51], and hcp
Co [51]. For fcc Fe [29] and fcc Ni [47,50], furthermore,
tetrahedral sites are found to have much lower migration
barriers for C atoms than octahedral sites, indicating that the
tetrahedral sites are dynamically less stable than the octahe-
dral sites for C atoms. In the following, we exclusively focus
on the octahedral sites as possible interstitial sites for C atoms.

Figure 3 shows the distribution of the computed solution
energies �Esol of the interstitial C atoms at the octahedral
sites. The standard deviations of the �Esol distributions are
0.232 and 0.228 eV for the fcc and the hcp phases, respec-
tively, and the differences between the highest and the lowest
�Esol are larger than 1.5 eV. These �Esol fluctuations are
larger than, e.g., the thermal energy at relevant annealing
temperatures (approximately 0.1 eV at 1000 K). This indicates
that the impact of thermal excitations of C atoms from low-
to high-energy configurations is rather limited and thus that
this local-environment dependence of �Esol can substantially
impact on thermodynamic properties.
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FIG. 3. Distribution of computed solution energies �Esol of in-
terstitial C atoms at the octahedral sites in CrMnFeCoNi. The upper
and the lower panels show the results for the fcc and the hcp phases,
respectively. The average (avg.) and the standard deviation (SD) of
�Esol are also shown in the panels.

Employing the formalism in Sec. II C together with the
computed solution-energy DOS, energetic stabilities of the fcc
and the hcp phases are next compared for the two extreme
thermodynamic conditions. In the ideal quenched condition,
where the C atoms are equally distributed over all interstitial
sites independent of the corresponding solution energies, the
impact C atoms have on the SFE [Eq. (4)] is given by the
average solution energy �E sol [Eq. (7)]. As shown in Fig. 3,
�E sol is by 0.129 eV lower in the fcc phase than in the hcp
phase. This implies that, in the ideal quenched condition, C
atoms energetically strengthen the fcc phase more than the
hcp phase. Based on the AIM1 [Eq. (4)], an energy difference
of 0.129 eV corresponds to a SFE change of 35 and 7 mJ/m2

for 1 wt. % and for 1 at. % of C atoms, respectively. This value
is much lower than the corresponding values for pure fcc Fe,
300–400 mJ/m2 for 1 wt. % of C atoms in first-principles
simulations [37,39,55,59] and 410 mJ/m2 for 1 wt. % of
C atoms in experiments [130,131]. In a recent experimental
study on CrCoNi [26], the SFE increases by approximately
55 mJ/m2 for 1 wt. % C. This value is much closer to our
current one obtained for CrMnFeCoNi and also much smaller
than the one found for pure fcc Fe.

In order to elucidate why C atoms have a much smaller
impact on SFEs for these HEAs than on pure Fe, we per-
formed additional SFE calculations for pure Cr, Mn, Fe, Co,
and Ni. The supercell models with the same cell shape as those
for CrMnFeCoNi were employed for these calculations. We

compute 17 lattice constants from 3.2 to 4.0 Å and then deter-
mine the equilibrium lattice constants by fitting the energy-
volume relations to the Vinet equation of state [132,133].
Since we are mainly interested in general trends among ele-
ments, we focus only on the NM state for the five elements
and on the ferromagnetic (FM) state for Co and Ni.

Table II summarizes the thus obtained impact C atoms
have on the SFEs of pure Cr, Mn, Fe, Co, and Ni. We first
confirm that the equilibrium lattice constants are close to
those obtained previously [39,55,134–136], that C solution
energies in the fcc phase are also consistent with those in
previous reports [47,50], and that the impact of C atoms on
the SFE of pure Fe in the present paper is close to those
reported in the previous computational studies [37,39,55,59].
From the comparison among the considered five 3d elements,
it is found that Fe indeed shows the strongest impact of C
atoms on the SFE both at the equilibrium fcc lattice constants
and at the experimental fcc lattice constant of CrMnFeCoNi
(3.6 Å) [1,106–111]. The other elements show much smaller
(and sometimes even negative) SFE changes when alloying
with C. This qualitatively explains the reduced impact of C
atoms on the SFEs of CrMnFeCoNi and CrCoNi simply as the
reduction of the Fe concentration in these HEAs. Averaging
the C-induced change in the SFE over the five pure elements,
we obtain 46 and 10 mJ/m2 for 1 wt. % and 1 at. % C,
respectively (see Table II). These values are surprisingly close
to those obtained explicitly for CrMnFeCoNi in the ideal
quenched condition, where various local environments around
C are considered. Specifically, the deviation from the average
over pure elements is −24%. This suggests that a rough esti-
mate of the C impact on the SFEs of HEAs may be obtained
from those of pure metals, which is a computationally much
simpler task.

We next consider the ideal annealed condition, where C
atoms in each phase are distributed not randomly but accord-
ing to the solution energy of each interstitial site. In this case,
the impact of the interstitial C atoms on the Helmholtz energy,
�Fsol(T, x) [Eq. (5)], depends on temperature T and con-
centration x. Figure 4(a) shows the difference of �Fsol(T, x)
per C atom from the fcc to the hcp phases. It is found that
�Fsol(T, x) is lower in the fcc phase than in the hcp phase
in the wide region of temperature and C concentration, in-
dicating that interstitial C atoms thermodynamically stabilize
the fcc phase of CrMnFeCoNi also in this thermodynamic
condition. In the AIM1 [Eq. (4)], this again corresponds to
the increase of the SFE for the considered ideal annealed con-
dition, if the C concentration remains the same in the vicinity
of stacking faults and in the bulk region. For increasing T and
for increasing x, the difference of �Fsol between the fcc and
the hcp phases approaches the value in the ideal quenched
condition, 0.129 eV, as expected analytically (Sec. II C). In
contrast to the variations in the solution energies, variations
of �F hcp

sol − �F fcc
sol are much smaller (only 20 meV) at lower

temperatures and at lower concentrations. This is probably
because the solution-energy DOSs of the two phases largely
overlap. Figure 4(b) shows the SFE changes in the ideal
annealed condition at given T and x. The SFEs are found to be
almost independent of temperature T and to increase almost
linearly with respect to the concentration x. For the same x,
the SFE shifts due to C are almost identical between the ideal
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TABLE II. Impact of C atoms for pure Cr, Mn, Fe, Co, and Ni in the fcc and the hcp phases obtained from first-principles calculations. The
column “afcc” shows the fcc lattice constants where the solution energies of C atoms and their impact on the SFEs were evaluated. In addition
to the fcc equilibrium lattice constants (asterisk), also the experimental fcc lattice constant of CrMnFeCoNi, 3.6 Å (dagger) [1,106–111], is
considered. The columns “�Esol” show the solution energies of a C atom at the octahedral sites. The columns “�SFE” show the SFE change
due to C. The row “Average” shows the average values over NM Cr, NM Mn, NM Fe, FM Co, and FM Ni. The row “CrMnFeCoNi” shows the
values explicitly obtained for CrMnFeCoNi in the ideal quenched condition.

�Esol (eV) �SFE (mJ/m2)

Magnetic state afcc (Å) fcc hcp Difference 1 wt. % 1 at. %

Cr NM 3.608∗ −0.798 −1.112 −0.313 −78 −18
3.600† −0.713 −1.048 −0.334 −83 −19

Mn NM 3.496∗ −0.231 −0.058 0.173 48 11
3.600† −1.193 −1.025 0.169 44 10

Fe NM 3.447∗ 0.150 1.253 1.103 323 69
3.600† −1.228 −0.266 0.962 258 55

Co NM 3.451∗ 0.517 0.954 0.436 134 27
3.600† −0.779 −0.404 0.375 106 22

FM 3.520∗ 0.491 0.665 0.173 51 10
3.600† 0.061 0.169 0.108 31 6

Ni NM 3.511∗ 0.188 0.105 −0.083 −25 −5
3.600† −0.453 −0.523 −0.070 −20 −4

FM 3.519∗ 0.702 0.655 −0.047 −14 −3
3.600† 0.153 0.101 −0.052 −15 −3

Average 3.600† −0.584 −0.414 0.170 46 10
CrMnFeCoNi 3.600† −0.143 −0.014 0.129 35 7

FIG. 4. Impact of C atoms on the solution-energy difference and
on the SFE in CrMnFeCoNi as a function of temperature T and
concentration x in the ideal annealed condition. (a) Difference of the
Helmholtz-energy change �Fsol (T, x) due to one C atom between the
fcc and the hcp phases. (b) SFE change due to x concentration of C
at given T .

quenched and the ideal annealed conditions. This is, again, a
consequence of the large overlap of solution-energy DOSs for
the fcc and the hcp phases.

We therefore conclude that in both the thermodynamic
limits C is found to increase the SFE of fcc CrMnFeCoNi.
This finding is supported by recent experimental studies that
reported a C-induced increase of the SFE for CrMnFeCoNi
[18], Cr0.1Mn0.3Fe0.5Co0.1 [10], and CrCoNi [26].

The C-induced increase of SFEs shown above implies that
placing C at the stacking faults of CrMnFeCoNi is thermo-
dynamically unfavorable. Thus, there exists a thermodynamic
driving force for C atoms to segregate away from the stacking
faults towards the fcc bulk region. This can be regarded as an
anti-Suzuki behavior. To quantitatively evaluate this effect, the
local C ratio in the vicinity of stacking faults, xSF, is estimated
giving the same chemical potential of C both for the bulk
region and for the stacking faults as described in Sec. II D.
Figure 5 shows the thus obtained xSF and its ratio to the
bulk concentration x. The ratio xSF/x is always smaller than
1, revealing an antisegregation behavior, i.e., a segregation
tendency of C away from the stacking faults. For instance, xSF

is less than 20% of x around room temperature and around
0.1 wt. % of C concentration. As shown in Fig. 4(b), the
depletion of C concentration near the stacking faults reduces
the SFE. This SFE reduction thermodynamically stabilizes the
stacking faults.

C. Local environment around C

We next analyze the dependence of �Esol on the local
environment around the interstitial C atom in more detail.
For the first qualitative measure, we focus on “M-rich en-
vironments” (M = Cr, Mn, Fe, Co, Ni) where the element
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FIG. 5. Ratio of the number of C atoms to the number of avail-
able interstitial sites at the stacking faults, xSF, as a function of
temperature, T , and C ratio in the bulk region, x, when considering
the same chemical potential of C both for the bulk region and for the
stacking faults according to Sec. II D. (a) Raw xSF. (b) Ratio of xSF

to x.

M occupies half or more of the 1NN atomic sites around
a C atom. Figure 6 shows the distributions of �Esol for
the M-rich local chemical environments. The distribution of
�Esol depends sensitively on the various local chemical envi-
ronments. Cr-rich environments tend to show lower solution
energies, followed by Mn-rich, Fe-rich, Co-rich, and Ni-rich
environments. Particularly in Ni-rich environments, solution
energies tend to be positive, indicating that the dissolution
of C atoms from the considered reference graphite state into
Ni-rich octahedral sites in CrMnFeCoNi is endothermic. This
finding links to previous computational studies [47,50] that
revealed an endothermic dissolution of C atoms for pure fcc
Ni. The low solution energies in Cr-rich environments indicate
that, if C atoms in CrMnFeCoNi diffuse sufficiently, they
are more likely in Cr-rich interstitial sites than in other local
environments. Indeed, previous experimental studies [10,18]
reported Cr-rich M23C6 (M = Cr, Mn, Fe, Co, Ni) carbides
for Cr0.1Mn0.3Fe0.5Co0.1 and CrMnFeCoNi when alloyed with
additional interstitial C. Our results suggest that the creation
of Cr-rich carbides in these HEAs is promoted by C atoms
preferentially going into the energetically favorable Cr-rich
environments.

In order to further understand and quantify the chemical
trends of solution energies �Esol, their correlations with the
atomistic properties introduced in Sec. II E are next ana-
lyzed. Table III shows the root-mean-square errors (RMSEs)
and the correlation coefficients r between the C solution

FIG. 6. Distributions of the computed solution energies �Esol of
C atoms at octahedral sites in M-rich 1NN local chemical environ-
ments (M = Cr, Mn, Fe, Co, Ni) for the (a) fcc and the (b) hcp phases
of CrMnFeCoNi.

energies �Esol obtained from our first-principles calculations
and those predicted by linear regressions based on the atom-
istic properties. The local VEC in the 1NN shell of the C atom,
VEC1NN, shows the strongest correlation with �Esol among
the considered properties, as quantified by the correlation
coefficients of 0.511 and 0.597 for the fcc and the hcp phases,

TABLE III. Relations between �Esol obtained by first-principles
calculations and those predicted by the linear regressions based on
atomistic properties for C atoms at octahedral sites. The columns r
show the correlation coefficients. VEC1NN: local VEC in the 1NN
shell of the C atom. Vint : Voronoi volume of the interstitial atom [95].
ρint : charge of the interstitial atom. ρ1NN: average charge of the atoms
in the 1NN shell. mint : magnetic moment of the interstitial atom.
m1NN: average magnetic moments of the atoms in the 1NN shell.

RMSE (eV) r

fcc hcp fcc hcp

VEC1NN 0.199 0.183 0.511 0.597
Vint 0.206 0.196 0.458 0.505
ρint 0.214 0.199 0.385 0.489
ρ1NN 0.231 0.228 0.081 0.014
mint 0.227 0.226 0.201 0.135
m1NN 0.227 0.225 0.192 0.149
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FIG. 7. Correlation matrices for the atomistic properties around
the interstitial C atoms for the (a) fcc and the (b) hcp phases.

respectively. A similar trend was also found for fcc Fe-Mn in
a previous computational study [54], where solution energies
of C atoms in octahedral sites decrease when the number of
Mn atoms in the 1NN shell increases. Substantial correlations
with �Esol are found also for the Voronoi volume Vint of
the interstitial C atom. This implies that elastic interactions
between C and host lattice atoms contribute to �Esol. The
charge of the C atom, ρint, also shows a substantial correlation
with �Esol. This indicates that the charge transfer between
C atoms and host lattice atoms also contributes to �Esol. In
contrast, almost no correlations with �Esol are found for the
magnetic moment of the C atom and that in the 1NN shell of
the C atom.

Interestingly, the VEC1NN, a simple value that can be
obtained without first-principles calculations, shows the
strongest correlation with the C solution energy among all
the investigated local atomistic properties. To elucidate the
relation between VEC1NN and the other considered atomic
properties, correlation coefficients r among them are com-
puted and shown in Fig. 7. It is found that |r| is close to 1
between VEC1NN and Vint and between VEC1NN and ρint,
meaning that VEC1NN strongly correlates with both Vint and
ρint. This shows that these two properties depend on the
VEC1NN almost linearly. It is therefore expected that both the
elastic interaction and charge transfer between C and host
lattice atoms can be in practice very efficiently derived by
considering VEC1NN.

The observed correlations between solution energies and
local VEC indicate that the variation of C solution energies in
CrMnFeCoNi is mainly caused by local chemical effects. To
further analyze this, we evaluated the local chemical environ-
ment by applying a local CE method. Table IV shows the RM-
SEs and the correlation coefficients r between �Esol obtained
from the first-principles calculations and those predicted by

TABLE IV. Relations between �Esol obtained by first-principles
calculations and those predicted by the local CE method for C atoms
at octahedral sites. The first column shows the labels of the local
clusters in Fig. 2 considered in the local CE method, and the second
column shows the number of ECIs for the local clusters. The columns
r show the correlation coefficients.

RMSE (eV) r

No. of ECIs fcc hcp fcc hcp

(a), (b) 5 0.192 0.177 0.558 0.629
(a)–(c) 21 0.186 0.172 0.597 0.654
(a)–(d) 37 0.184 0.170 0.606 0.663
(a)–(c), (e) 85 0.184 0.171 0.611 0.660
(a)–(f) 165 0.178 0.165 0.638 0.690

the local CE method. As the number of the descriptors for the
local chemical environment increases, the correlations of the
predicted solution energies �Esol with those obtained from
first-principles calculations are enhanced. The enhancements
from the local-VEC prediction are, however, not very large;
the improvement of the RMSE is only about 0.02 eV both
for the fcc and for the hcp phases, even when considering
all the 1NN clusters in Fig. 2. This indicates that the local
VEC is already an excellent descriptor capturing most of
the interactions. Even when all the 1NN clusters in Fig. 2
are considered, the correlation coefficients are still below
0.7. This indicates that interactions beyond the 1NN shell
are substantial and contribute about one-third. To obtain a
further better parametrization of local chemical environments,
interactions beyond the 1NN shell must be considered.

Finding the large dependence on the local chemical envi-
ronment, we finally focus on the difference of �Esol between
the fcc and the hcp phases for individual local chemical
environments. Here, the 1NN local chemical environment is
described by the numbers of chemical elements in the 1NN
shell. Note that, for a given local chemical environment,
the solution energy shows a large standard deviation. This
nonuniqueness of the solution energy on the specific 1NN
environment should be caused by long-ranged chemical or
magnetic interactions beyond the 1NN shell. We therefore
focus on the average solution energy for each local chemical
environment. Figure 8 shows the results. For most of the 1NN
local chemical environments, the average �Esol are found
higher in the hcp phase than in the fcc phase. This indicates
that most of the local chemical environments contribute to
the increase of SFE for CrMnFeCoNi when C atoms are
added. Assuming the same trend, the increase of SFE by
the addition of C atoms is expected also for alloys with
modified compositions, because such alloys offer similar local
chemical environments. Figure 8 also again confirms that
local chemical environments with higher VEC tend to have
higher �Esol.

IV. CONCLUSIONS

We studied interstitial C solution in the prototypical CrMn-
FeCoNi HEA by employing first-principles calculations scan-
ning over various chemically different local environments.
We considered 1080 and 324 different C configurations for
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FIG. 8. Comparison of �Esol between the fcc and the hcp phases
for each 1NN local chemical environment. The symbols are colored
according to the local VEC of the corresponding local environments.

the two fundamental interstitial configurations, octahedral and
tetrahedral, respectively, for both the fcc and hcp phases.
Based on this vast amount of first-principles data, a highly
realistic representation of the stability and the energetics of
interstitial C in CrMnFeCoNi could be obtained.

(1) C atoms initially placed at tetrahedral sites go into
octahedral sites after relaxation, implying that C at tetrahedral
sites in CrMnFeCoNi is dynamically unstable.

(2) The distribution of the interstitial C solution energies
shows a width of more than 1.5 eV, which is an order of
magnitude larger than the thermal energy at relevant annealing
temperatures (approximately 0.1 eV at 1000 K). This indicates
that the impact of thermal excitations of C atoms from low- to
high-energy configurations is rather limited. The large varia-
tion of solution energies also indicates the strong dependence
of them on the local environment of C.

(3) The obtained C solution-energy DOS allows us to
consider two thermodynamic limits for the C impact on the
phase stability and the stacking-fault energy; one assumes
a fully random occupation of C atoms irrespective of the
solution energies in different local environments (the ideal
quenched condition), and the other assumes that C atoms are
distributed according to a canonical ensemble for the solution
energies (the ideal annealed condition).

(4) In both the considered thermodynamic limits, C in
CrMnFeCoNi is found to increase the SFE, which is consis-
tent with the trends in experiments for 3d-transition-element
HEAs [10,18,26]. In the ideal quenched condition, the SFE
change is 35 and 7 mJ/m2 for 1 wt. % and for 1 at. % of C,
respectively. In the ideal annealed condition, the SFE change
is almost the same as those in the ideal quenched condition
at the same C concentrations and is almost independent of
temperature.

(5) From the analysis of the correlations between C solu-
tion energies and the local environment, C in CrMnFeCoNi is
found to energetically prefer the interstitial sites with lower lo-
cal valence-electron concentration. This particularly suggests
that the creation of Cr-rich carbides in 3d-transition-element
HEAs [10,18] is promoted by C atoms preferentially segregat-
ing into the energetically favorable Cr-rich environments.

The strong dependence of the C impact on the local
chemical environment indicates that interstitial alloying with
controlling the total or even local chemical composition (e.g.,
introducing a certain degree of chemical short-range order) is
a promising strategy to tune the SFE of HEAs. We also em-
phasize that such a strong dependence of C solution energies
on local environments may be found not only for HEAs but
also for other alloys like, e.g., Fe-Mn steels. In contrast to
pure metals, therefore, it is decisive to exhaustively screen the
phase space spanned by the different local chemical environ-
ments to derive conclusions regarding the phase stability for
such alloys.
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APPENDIX A: IDENTIFICATION OF THE GEOMETRY OF
INTERSTITIAL SITES

Unlike pure metals or ordered alloys, it is not straightfor-
ward to identify the geometry around interstitial atoms for
supercell models of disordered alloys with relaxed atomic
positions, because in general the lattice atoms are actually not
at the ideal lattice sites. This issue is particularly critical if
the interstitial atom is dynamically unstable at the initially
expected interstitial site, because then, after the relaxation
of atomic positions, the interstitial atom actually sits on a
neighboring dynamically stable interstitial site. Although it
is possible to identify the geometry of interstitial sites by
visualizing atomic positions, such a strategy requires an im-
practical amount of human cost when thousands of interstitial
sites must be inspected.

To overcome this difficultly, we utilized Steinhardt bond-
orientational order parameters [121] for the identification of
the geometry of interstitial sites. The lth order of Steinhardt
bond-orientational parameters for an atom is computed as

Ql =
√√√√ 4π

2l + 1

+l∑
m=−l

|qlm|2, (A1)

qlm = 1

N

N∑
i=1

Y m
l (ri ), (A2)

where N is the number of considered neighboring atoms,
ri is the vector pointing to the ith atoms in the neighbors,
Y m

l (r) = Y m
l (θ, φ) are spherical harmonics [137], and θ and

φ are the angular coordinates corresponding to r. These
parameters are useful descriptors of local environments for
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FIG. 9. Steinhardt bond-orientational order parameters from Q1

to Q8 for the ideal octahedral (left) and the ideal tetrahedral (center)
sites in the fcc and in the hcp phases, as well as for the ideal
hexahedral (right) sites in the hcp phase.

substitutional segregation at grain boundaries [138,139]. Here
we calculated Steinhardt bond-orientational order parameters
using the CLUSTERGB code [138,140,141].

We first computed reference values of Steinhardt bond-
orientational order parameters for the ideal interstitial sites
where the atoms are fixed to ideal lattice sites. Figure 9
shows the Steinhardt bond-orientational parameters for the
ideal octahedral and the ideal tetrahedral sites surrounded
by six and four neighboring atoms, respectively. For the hcp
phase, we can also consider the hexahedral sites surrounded
by five neighboring atoms [129], which has actually a similar
local configuration to the �[11̄0](111) symmetric tilt grain
boundary in the fcc phase. The Steinhardt bond-orientational
order parameters for the ideal hexahedral sites in the hcp
phase are also shown in Fig. 9. Within l � 8, Q3 shows the
largest difference between the ideal octahedral and the ideal
tetrahedral sites. We therefore focused on Q3 and computed
it for the C atoms after the relaxation of atomic positions.
We computed Q3 with six, four, and five neighboring atoms,
which are then compared with Q3 of the ideal octahedral,
ideal tetrahedral, and ideal hexahedral sites, respectively. If,
e.g., the difference was the smallest for the comparison with
the ideal octahedral sites, the C position was identified as an
octahedral site.

All the C atoms initially put on octahedral sites are found
to remain on octahedral sites. This indicates that C atoms
at octahedral sites are dynamically stable in CrMnFeCoNi.
In contrast, all the C atoms initially put on tetrahedral sites
diffuse to other kinds of neighboring interstitial sites after the
ionic relaxation. This indicates that C atoms at tetrahedral
sites are dynamically unstable in CrMnFeCoNi. For the fcc
phase, all such C atoms diffused to octahedral sites. For
the hcp phase, among 324 C atoms, 248 (77%) diffused to
octahedral sites, and the remaining 76 (23%) were found at
hexahedral sites in the hcp phase after the ionic relaxation.

A hexahedral site in the hcp phase has a similar local con-
figuration of atoms to the �3[11̄0](111) symmetric tilt grain
boundary of the fcc phase. The result above therefore implies
that C atoms are dynamically stable also at the �3[11̄0](111)
symmetric tilt grain boundary in fcc CrMnFeCoNi. To analyze
the energetic stability of the C atoms at hexahedral sites,
we also computed the solution energies �Esol of the 76 C
atoms at the hexahedral sites, as shown in Fig. 10. Compared
with the results for octahedral sites in Fig. 3, the �Esol at
hexahedral sites are clearly prone to be higher than those at
octahedral sites. This indicates that, although the C atoms are

FIG. 10. Distribution of computed solution energies �Esol of
interstitial C atoms at the hexahedral sites in hcp CrMnFeCoNi. The
average (avg.) and the standard deviation (SD) of �Esol are also
shown in the panels.

dynamically stable at the hexahedral sites in the hcp phase,
the C atoms are energetically less likely to be there and more
likely to be at octahedral sites. Therefore, we decided to focus
on octahedral sites in the main text.

APPENDIX B: ZERO-POINT VIBRATIONAL
ENERGIES OF C

Since C is a relatively light element, it is in principle pos-
sible that its energy contribution stemming from zero-point

FIG. 11. Distributions of computed atomic magnetic moments in
interstitial-free CrMnFeCoNi as a function of the average magnetic
moments over the 12 atoms in the 1NN shell for the (a) fcc and the
(b) hcp phases. The results for Cr, Mn, Fe, Co, and Ni are shown
from left to right. The colors of the symbols denote the densities at
the corresponding points determined from Gaussian kernel density
estimation, where brighter colors indicate higher densities.
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FIG. 12. Impact of C at octahedral sites on the local magnetic moments in the 1NN shell. The x and the y axes show the atomic magnetic
moments in the absence and in the presence of C, respectively. (a, b) The fcc and the hcp phases, respectively. The results for Cr, Mn, Fe,
Co, and Ni are shown from left to right. The colors of the symbols denote the densities at the corresponding points determined from Gaussian
kernel density estimation, where brighter colors indicate higher densities. The pink-shaded regions indicate that the magnetic moments are
reduced due to the presence of the interstitial C atoms. The orange-shaded color marks the region where the magnetic moments flip their
orientations due to the neighboring C atoms.

vibrations contributes to the solution energy and could impact
the SFE. Here we therefore investigate the C contribution
to the zero-point vibrational energies (ZPVEs). In principle,
ZPVEs can be computed by obtaining phonon frequencies
from full harmonic force constants. For supercell models of
disordered alloys, however, this is computationally demand-
ing due to their low structural symmetries. To reduce the
computational cost, the contributions of ZPVEs on the C
solution energies are estimated under the assumptions that the
contributions of an interstitial C atom and the matrix to the
lattice vibrations can be separated due to the large mass dif-
ference and that the matrix contribution is the same between
the models with and without the C atom. The contribution of
C in CrMnFeCoNi to the ZPVE is then computed based on
the model where the C atom vibrates in the matrix fixed to
its relaxed internal atomic position. For each C atom in an
octahedral site, a 3 × 3 harmonic force-constant matrix was
computed by applying six different displacements of C of
0.01 Å and then by employing the least-squares method to fit
the harmonic force-constant matrix. From the thus obtained
force constants, three C frequencies were obtained, and then
the C contribution to the ZPVE was computed from these
frequencies. This approach was applied to 54 octahedral sites
both for the fcc and for the hcp phases. For diamond, the refer-
ence state of C, full harmonic force constants were computed
by applying the finite displacement of 0.01 Å to the 3 × 3 × 3
supercell of the eight-atom cubic conventional unit cell. The
PHONOPY code [142] was employed for this calculation.

The C contributions to the ZPVEs averaged over the 54
octahedral sites are 0.111 and 0.114 eV/atom for the fcc and
the hcp phases, respectively. The difference is 0.003 eV/atom,
which is just 2% of the solution-energy difference between the
fcc and the hcp phases without the ZPVEs, 0.129 eV/atom
(Fig. 3). This indicates that, according to the AIM1 in Eq. (4),
the contribution of the ZPVEs to the SFE is negligible. The
standard deviations of the C contributions to the ZPVEs are
0.003 eV/atom both for the fcc and for the hcp phases, which
is just 1% of the standard deviations of the C solution energies
without the ZPVEs, 0.232 and 0.228 eV/atom for the fcc
and the hcp phases, respectively (Fig. 3). This indicates that
the C contributions to the ZPVEs are almost independent
of the local environments of C. The ZPVE of diamond was
obtained as 0.181 eV/atom, which is consistent with a pre-
vious first-principles study [38]. According to Eq. (2), the
C solution energies are estimated to be lower by 0.070 and
0.067 eV/atom for the fcc and for the hcp phases, respectively,
when the ZPVEs are considered.

APPENDIX C: MAGNETIC MOMENTS IN CrMnFeCoNi

A previous computational study [81] found that the SFE
of CrMnFeCoNi is strongly affected by its magnetic state. It
could therefore be of interest to see the magnetic moments
in CrMnFeCoNi and the impact of C on them, which are
summarized here.
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Figure 11 shows distributions of computed atomic mag-
netic moments in the interstitial-free CrMnFeCoNi as a func-
tion of the average magnetic moments over the 12 atoms in
the 1NN shell. The results are obtained from the 6480 atoms
in the 120 SQS-based configurations both for the fcc and for
the hcp phases. The magnetic moments of Cr and Mn are dis-
tributed more widely than those of Fe, Co, and Ni, consistent
with previous computational studies for CrMnFeCoNi-based
equiatomic alloys [81,143–145]. Particularly, the orientations
of the magnetic moments of Cr and Mn tend to be opposite
to those of the average magnetic moments over their 1NN
atoms. This indicates that the magnetic moments of Cr and
Mn prefer to be ordered locally antiferromagnetically with

respect to the magnetic moments of the 1NN atoms. A similar
behavior was found for the magnetic moments of Cr in fcc
equiatomic CrFeCoNi [143].

Figure 12 shows the magnetic moments in the 1NN shell
of the interstitial C atoms at octahedral sites as a function of
the magnetic moments of the same atoms but without C atoms.
For Cr and Mn, more than 20% of the atoms flip their spin ori-
entation in the presence of C (found in the orange-shaded re-
gion in Fig. 12). It is also found that C atoms often reduce the
local magnetic moments in the surrounding 1NN shell (found
in the pink-shaded region in Fig. 12). Previous studies for fcc
Fe [34,41,42,45] and fcc Ni [47,50] reported a similar deple-
tion of the magnetic moments in the 1NN shell due to C atoms.
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