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ABSTRACT Many real-world systems can be described by mathematical models that are human-
comprehensible, easy to analyze and help explain the system’s behavior. Symbolic regression is a method
that can automatically generate such models from data. Historically, symbolic regression has been predom-
inantly realized by genetic programming, a method that evolves populations of candidate solutions that are
subsequently modified by genetic operators crossover and mutation. However, this approach suffers from
several deficiencies: it does not scale well with the number of variables and samples in the training data —
models tend to grow in size and complexity without an adequate accuracy gain, and it is hard to fine-tune
the model coefficients using just genetic operators. Recently, neural networks have been applied to learn the
whole analytic model, i.e., its structure and the coefficients, using gradient-based optimization algorithms.
This paper proposes a novel neural network-based symbolic regression method that constructs physically
plausible models based on even very small training data sets and prior knowledge about the system. The
method employs an adaptive weighting scheme to effectively deal with multiple loss function terms and
an epoch-wise learning process to reduce the chance of getting stuck in poor local optima. Furthermore,
we propose a parameter-free method for choosing the model with the best interpolation and extrapolation
performance out of all the models generated throughout the whole learning process. We experimentally
evaluate the approach on four test systems: the TurtleBot 2 mobile robot, the magnetic manipulation system,
the equivalent resistance of two resistors in parallel, and the longitudinal force of the anti-lock braking
system. The results clearly show the potential of the method to find parsimonious models that comply with
the prior knowledge provided.

INDEX TERMS Symbolic regression, neural networks, physics-aware modeling.

I. INTRODUCTION

Symbolic regression (SR) is a data-driven method that gen-
erates models in the form of analytic formulas. It has been
successfully used in many nonlinear modeling tasks with
quite impressive results [1], [2], [3], [4]. Historically, SR has
been predominantly realized using genetic programming
(GP) [1], [5], [6], [7], [8], a method that evolves a popu-
lation of candidate solutions for a number of generations.
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This gradient-free learning process is driven by a selection
strategy that prefers high-quality solutions to poor ones. New
candidate solutions are created by applying crossover and
mutation genetic operators. Some GP-based approaches use
the loss function gradient to fine-tune the inner coefficients
of the model [9], [10], [11].

SR has several advantages over other data-driven mod-
eling methods. For example, contrary to (deep) neural
networks, which belong to data-hungry approaches, SR can
construct good models even from very small training data
sets [12], [13]. SR is also suitable for incorporating prior
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knowledge about the desired properties of the modeled sys-
tem [8], [14], [15]. This is very important, especially when
the data set does not sufficiently cover the input space or
when some parts of the input space are entirely missing from
the data set. Even when a sufficiently large and informative
training set is available, methods that minimize only the train-
ing error tend to yield partially incorrect models, for instance,
in terms of their steady-state characteristics and local or even
global behavior.

Despite their high popularity, GP-based SR methods suffer
from several deficiencies. The models tend to increase in size
and complexity without an adequate increase in performance.
This phenomenon is known as code bloat [16]. Furthermore,
GP-based approaches do not scale well with the number
of variables and samples in the training data set. This is
because an entire population of formulas has to be evolved
and evaluated repeatedly through many generations. Last but
not least, it is hard to tune the coefficients of the models using
just genetic operators.

To cope with the issues mentioned above, several
approaches have recently been proposed for using neural net-
works (NN) to learn analytic formulas using gradient-based
optimization algorithms [17], [18], [19], [20], [21], [22]. All
these approaches share the idea that analytic models can be
represented by a heterogeneous NN with units implementing
mathematical operators and elementary functions, such as
{+, — *, /, sin, exp, etc.}. The network weights are adjusted
using standard gradient-based methods with the ultimate goal
of minimizing the training error while maximally reducing
the number of active units.! The final NN then represents
a parsimonious analytic formula. The individual approaches
differ in how the learning process is driven toward obtaining
the final model.

In this paper, we propose a novel NN-based SR approach,
N4 SR (pronounced as “‘enfo:so’”), that allows for using prior
knowledge represented by and evaluated on constraint sam-
ples as introduced in [14] and [15]. The NN uses an EQL-like
architecture [17] with skip connections [20]. The learning
process is divided into epochs. During the learning process,
models of varying sizes, measured by the number of active
weights, are generated. Then, the final model is chosen as
the best-performing model among the least complex ones.
The model’s performance is judged based on its validation
root-mean-square error and compliance with the validity con-
straints representing the prior knowledge. To the best of our
knowledge, this is the first paper proposing incorporating
prior knowledge into the NN for the SR task of generating
compact analytical formulas from data.

The problem of seeking a sparse model that has a
low training error and exhibits desired characteristics is a
multi-objective optimization problem. This implies a strong
interplay among the respective terms of the loss function.
Some terms may become dominant in the loss function while

1 A unit is considered active if and only if it has at least one above-threshold
input weight and it contributes to the NN output.
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suppressing the effect of some other terms. To remedy this
problem, we introduce a self-adaptive strategy to keep the
pair-wise ratios between the terms around the required values
during optimization. In summary, the main contributions of
this paper are:

o We introduce a neural network-based approach to
symbolic regression that uses training data and prior
knowledge to generate precise and, at the same time,
physically plausible models.

« We propose a self-adaptive strategy to control the con-
tributions of the training error term, the regularization
term, and the constraint error term during the optimiza-
tion process. We show that this method is effective
compared to the non-adaptive one. Moreover, it reduces
the number of parameters to be tuned for each SR
instance.

o We propose the final model selection method based
on the model’s complexity and the constraint violation
error. The method does not require any extrapolation test
set. We show that the proposed method is competitive
with the variant based on the extrapolation error, which
needs data sampled from the extrapolation domain.

o The proposed N4 SR was thoroughly evaluated on four
test problems, including the validation of our design
choices, and compared to other relevant methods.

The paper is organized as follows. Section II surveys the
related work. Then, the particular SR problem considered in
this work is defined in Section III. The proposed method is
described in Section IV. Section V presents the experiments
and discusses the results obtained. Finally, Section VI con-
cludes the paper.

Il. RELATED WORK
One of the first works on using NN for symbolic regression
is [17], where the Equation Learner (EQL) was introduced.
It works with a simple feed-forward multi-layer architecture
with several unit types — sigmoid, sine, cosine, identity, and
multiplication. The network is trained using a stochastic gra-
dient descent algorithm with mini-batches, Adam [23], and
a Lasso-like objective combining the L, training loss and
L regularization. Moreover, it uses a hybrid regularization
strategy starting with several update steps without regular-
ization, followed by a regularization phase to enforce a sparse
network structure to emerge. In the final phase, regularization
is disabled, but the Ly norm of the weights is still enforced,
i.e., all weights close to 0 are set to 0. An important question
is choosing the right network (i.e., the final model) among all
the network instances generated during the learning process.
In [17], they solve it by ranking the network instances w.r.t.
validation error and sparsity and selecting the one with the
smallest L, norm (in rank-space). However, it was shown that
in some cases, this does not select a network instance with the
best performance metrics.

In [18], an extended version of EQL, denoted as EQL™,
was proposed. In addition to the original EQL, it allows for
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modeling divisions using a modified architecture that places
the division units in the output layer. The objective function is
a linear combination of L, training loss and L; regularization
extended by a penalty term for invalid denominator values P?.
Furthermore, special penalty epochs are injected at regular
intervals into the training process to prevent output values on
data from extrapolation regions having a very different mag-
nitude than the outputs observed on the training data. During
the penalty epochs, only the penalty function P? 4 pbound
is minimized, where P?**"? penalizes outputs larger than the
maximal desired value observed on all data points (including
the extrapolation ones). In this way, a reasonable but not
necessarily correct behavior of the model in the extrapolation
region is enforced. Moreover, one must estimate the maximal
desired output value in advance, which cannot be done reli-
ably in general. Here, the model selection method chooses
the network instance that minimizes the sum of normalized
interpolation and extrapolation validation errors, where the
extrapolation error is calculated on several measured extrap-
olation points. On the one hand, this method was shown to
work better than the one used in EQL, on the other hand, it still
relies on known extrapolation points, though just a few.

In [21], an EQL architecture with other deep learning
architectures and Lg 5 regularization was proposed. Its power
was demonstrated on a simple arithmetic task where the
EQL learns how to “add” two numbers that are extracted
from handwritten MNIST? digit images by a convolutional
network, and on a set of experiments, where the EQL net-
work was applied to analyze physical time-varying systems.
Partially inspired by the EQL network, a new multi-layer
NN architecture, OccamNet, that represents a probability
distribution over functions was proposed in [20]. It uses
skip-connections similar to those in DenseNet [24] and
a temperature-controlled connectivity scheme. It uses the
probabilistic interpretation of the softmax function by sam-
pling sparse paths through a network to maximize sparsity.
The Mathematical Operation Network (MathONet) proposed
in [22] also uses EQL-like NN architecture. The sparse
sub-graph of the NN is sought using a Bayesian learning
approach that incorporates structural and non-structural spar-
sity priors. The system was shown to be able to discover
ordinary and partial differential equations from the observa-
tions.

A different class of NN-based SR approaches uses deep
neural network transformers such as the GPT-2 [25]. They
learn the transformer model using a large amount of training
data where each sample is typically a tuple of the form
(formula, data sampled from the formula). During inference,
the transformer model constructs the formula based on a
particular data set query. This approach has its advantages
and disadvantages, but this is out of the scope of this work.
We refer interested readers to [26], [27], [28], and [29].

Note that no prior knowledge has been used in the
approaches above. When learning the model, these methods

2http://yann.lecun.com/exdb/mnist/
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focus purely on minimizing the error computed on the train-
ing data. Consequently, they are likely to produce physically
inconsistent results and exhibit a rather low ability to gen-
eralize to out-of-training-distribution samples. This issue is
addressed by the recent trend observed in the literature where
an increasing research effort has been focused on integrating
traditional physics-based modeling approaches with machine
learning techniques [30], [31]. In the context of this work,
an interesting approach is the physics-informed neural net-
work framework that trains deep neural networks to solve
supervised learning tasks with relatively small amounts of
training data and the underlying physics described by partial
differential equations [32], [33].

Combining SR with prior knowledge is still a rather new
research topic. In [8], the Counterexample-Driven Symbolic
Regression based on the Counterexample-Driven Genetic
Programming [34] was introduced. It represents domain
knowledge as a set of constraints expressed as logical formu-
las. A Satisfiability Modulo Theories (SMT) solver is used to
verify whether a given model meets the constraints. A similar
approach called Logic Guided Genetic Algorithms (LGGA)
was proposed in [35]. Here, the domain-specific knowledge
is called auxiliary truths (AT), which are simple mathematical
facts known a priori about the unknown function sought. ATs
are represented as mathematical formulas. Candidate models
are evaluated using a weighted sum of the classical training
mean squared error and the truth error, which measures how
much the model violates given ATs. Unlike CDSR, LGGA
performs computationally light consistency checks via ATs’
formulas evaluations on the data set.

In our previous work [14], [15], we proposed a multi-
objective approach that optimizes models with respect to
the training accuracy and the level of compliance with prior
knowledge simultaneously. It assumes that prior knowledge
can be written as nonlinear inequality or equality constraint
that the system must obey. Synthetic constraint samples
(i.e., samples not measured on the system) are generated
specifically for each constraint, and the desired inequality
or equality relation is defined on them. Then, the constraint
violation error measures how much the model violates the
desired inequality or equality relations over the constraint
samples.

The informed EQL (iEQL) proposed in [19] is another
extension of EQL. It uses expert knowledge about permitted
or prohibited equation components and a domain-dependent
structured sparsity prior. In artificial and real-world exper-
iments, the authors demonstrated that iEQL could learn
interpretable models of high predictive power. However, this
type of expert knowledge might be hard to define reliably
for some problems, as even nontrivial nested structures may
be beneficial in some cases. Shape-constrained symbolic
regression was introduced in [36] and [37], which allows to
include vague prior knowledge by measuring properties of
the shape of the model, such as monotonicity and convexity,
using interval arithmetic. It has been shown that introducing
shape constraints helps find more realistic models.
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llIl. PROBLEM DEFINITION

In this work, we consider a regression problem where a neu-
ral network model representing the function ¢ : R* — R is
sought, with n being the number of input variables. In partic-
ular, a maximally sparse neural network model representing
a desirably concise analytic expression is sought that

« minimizes the error observed on the training data set,

« maximizes its validity (see below),

« maximizes its compliance with the constraints imposed
on the model, which define the desired properties of the
model,

« and exhibits good extrapolation performance at the same
time.

The model’s validity reflects that the neural network may con-
tain units with singularities, such as the division a/b, which
exhibits a singularity at » = 0. In general, multiple types of
singularity units can be considered here. We denote the set
of singularity types used in the network as 7°. The constraint
satisfaction measure is calculated on a set of samples gener-
ated specifically for each constraint type as proposed in [14]
and [15]. The set of all constraints defined for the particular
SR problem is denoted as T7¢. The sparsity of the model is
measured by the number of active weights and units in the
neural network. The model’s extrapolation performance is
evaluated on a test data set that samples regions of the input
space, either entirely omitted or present very scarcely in the
training data.

IV. METHOD
This section describes the main components of N4 SR, namely
the architecture of the neural network, the forms of the
loss function used in different stages of the training run,
the self-adaptive loss terms weighting scheme, the learning
process procedure, and the final model selection rule.

The learning process proceeds in iterations, where the
tunable weights are adjusted by gradient descent. Each such
iteration produces a NN instance with its specific parameters.

A. DATA SETS USED FOR LEARNING
Before we describe the method itself, we introduce the fol-
lowing data sets used to train the neural network model:

« Training data, D; — contains data samples of the form
d; = (x;, i), where x; € R" is sampled from the training
domain Dy.

« Validation data, D,, — contains data samples of the same
form as D, sampled from D, such that D,ND; = @. This
data set is used to choose intermediate models within
the learning process, see Section IV-F, and to choose the
final model according to the proposed model selection
method, see Section IV-E.

« Constraint data, D, — we adopt the constraint represen-
tation and evaluation scheme as proposed in [14]. The
set D, contains the synthetic constraint samples gener-
ated for each constraint in 7¢ on which the constraint
violation errors will be calculated.
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B. ARCHITECTURE

The approach we propose in this paper uses an EQL-like
architecture similar to the ones introduced in [19] and [20].
It takes advantage of the skip connections so that simple
structures present in shallow layers can be efficiently learned
due to a direct propagation of the error gradients. Moreover,
these shallow structures can be refined and reused in the
subsequent layers. We also allow for using units with singu-
larities. Contrary to the EQL™, singularity units can be used
at any layer of the network.

layer 1 layer 2

FIGURE 1. Network architecture with two hidden layers and one output
layer unit. The blue lines mark links with learnable weights. The red lines
are the skip connections leading from the source units of layer k — 1 to
the copy units in layer k. These links are permanently set to 1. For
simplicity, this scheme does not show the bias links leading to every

z node.

Figure 1 shows the core architecture components on an
example of the neural network with two hidden layers and one
output layer unit. Each hidden layer contains learnable units
and the copy units (the term introduced in [19]). The learnable
units are units whose input weights can be tuned within the
learning process (i.e., the links shown in blue). The learnable
weights of all learnable units are collected in the set W;. The
copy units in layer k are copies of all units from the previous
layer k — 1. Their weights are permanently set to 1 and
are not subject to the learning process (these are the links
shown in red). Units represent elementary unary functions,
e.g., sin, cube, tanh, and binary functions (operators) such as
multiplication * and division /. Each learnable unit i in layer /
calculates its output as

yf = g(zfqo), for unary elementary function g (1)
and
yf = h(zf,o, zf’ 1), for binary elementary function 2 (2)

where zf is an affine transformation of the whole previous

layer’s O’Jtput y' ! calculated as
G = Wiy + b 3)

s

with learnable weights Wf and bias bf.
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In Figure 1, each hidden layer contains learnable units
composed of a single instance of each unary and binary unit
type. In general, there may be multiple instances of each unit
type. Similarly, the output layer may have multiple output
units, not just a single one, and they can be of any type out of
the unary and binary unit types, not necessarily the identity
one as used here. This depends on the SR problem and on the
expert knowledge about the formula form sought.

C. LOSS FUNCTIONS

Throughout the learning process, the following three loss
functions are used in the different stages of the learning
process, described in Section I'V-F.

Ly=L'+L
Lo=L" +L°+L°
Ly=L +L5+L4+ L 4

The loss functions are composed of the following terms:

o Training RMSE, L' — this is the root-mean-square error
(RMSE) observed on the training data set D;.

« Singularity units loss, £° — this term is defined as the
weighted sum of scaled RMSE values p; « calculated for
each singularity unit type over the aggregated data set
D = D; UD, UD,. Note that all these data samples can
be used to check the validity of the model as we do not
need to know the required output value y. Instead, just
the values of the respective z node of each singularity
unit are checked whether they take on values greater
than or equal to a user-defined threshold 9; for the given
singularity type j. The £* loss in the k™ iteration is
formally defined as

,CS _ ’Oj{k
=«a Z n

jers Ik

Pl = 2 2 (mia®] ),
|S,||

ueS;deD

k= Zp]kl, )

where S; is the set of all singularity units of the given
type j in the model, mj,d(QjS , Zy) 1s a function defining
a suitable error metric for the given singularity type,
see below, and z,, is the critical z node of the respective
singularity unit u (e.g., the denominator in case of the
division unit). Each pjf « value is divided by hj ¢» Which
is a scaling coefficient calculated as the mean of p!
values observed during the last N,, iterations. This kind
of normalization is used to make the raw singularity
terms pj , contribute to the overall £* with values of
the same magnitude and typically close to one. Thus,
if ,o ' is less than h? > then the singularity unit type j con-
tr1butes to £* with a value less than one and vice versa.
Without this normalization, some singularity type may
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dominate within the £° term if its values are by orders
of magnitude higher than the others. The coefficient «
is determined using a self-adaptive scheme described
below.

We adopt the implementation of the division operation
a/b originally proposed in [18] and further extended
in [19] that uses the following error metric

maX(@jY —Zud,0) ifz,q #0
10 if 240 =0

6)

It makes use of the fact that real systems do not operate
at the pole b — 0; thus, only the positive branch of the
hyperbola, 1/b where b > 0, is sufficient to represent
the division while the numerator a € R determines the
sign of the division output value. Here, b=z, and the
threshold 9].5 is used to prevent z,, values from converging
very close to the pole value. If z, ; = O for the given
data sample, then it returns some large constant value to
distinguish between cases where z,, 4 is close to becom-
ing invalid and the case where it already has the invalid
value (we use the constant of 10 in this work). This
representation can also be used for other units exhibiting
a singularity such as log which is defined on the interval
(0, 0o) with the singularity at 0.

Constraint loss, £¢ — this term accumulates the error
of the model in terms of the prior knowledge violation.
Like £*, this term is calculated as the weighted sum of
scaled RMSE values calculated for each constraint on its
own specific constraint data set. Formally, £¢ is defined
as

m; 4(6;', Zu,a) = [

—ﬂzp’k )

Jjer* J’k

where ,0" s the root-mean-square error calculated for
the j constraint on its constraint data set and h]” ¢ 1s the
mean of historical p{ values. The logic of equation (7)
is analogous to the one described for equation (5). Note
that constraint data samples are not regular data samples.
Depending on the constraint type, a constraint sample
is a tuple containing one or more unlabeled input space
samples. For instance, a single input space sample is
needed to check whether the model’s output is positive
or negative while two input space samples are needed
to test the symmetry of the model w.r.t. its arguments.
Constraints are rewritten in the standard equality and
inequality form and p;, is calculated as the constraint
violation error. Coefficient B is determined using the
self-adaptive scheme.

Regularization, £ — this term drives the learning pro-
cess towards a sparse neural network representing a
concise analytic expression. Here, we adopt a smoothed
Ly 5 regularization, L0 5> as proposed in [21]. It exhibits
several good properties. It is a trade-off between Ly and

61485



IEEE Access

J. Kubalik et al.: Toward Physically Plausible Data-Driven Models: A Novel NN Approach to SR

L1 regularization as it represents an optimization prob-
lem that can be solved using gradient descent, contrary
to Lo, and at the same time, it enforces sparsity more
strongly than L; while penalizing less the magnitude of
the weights. Contrary to the original L s regularization,
L 5 does not suffer from the singularity in the gradient
as the weights converge to 0 and uses a piece-wise
function to smooth out the function at small magnitudes.
For a detailed setup of L(*)‘.S, see [21]. The L" term is
calculated as the weighted Lj 5 value p; generated by
all active weights W, C W,

L=y pg,
pi = > Lisw. ®)
weW,

A weight w € W is considered active if and only if its
absolute value is larger than or equal to a user-defined
threshold 64 and it contributes to the NN output. The
number of active weights, together with the number
of active units, is used to report the NN model’s
complexity. The coefficient y is determined using the
self-adaptive scheme. Note that p; values are not nor-
malized by the mean of the historical values because we
use just a single regularization type.

D. SELF-ADAPTIVE LOSS TERMS WEIGHTING SCHEME
All three loss functions involve multiple terms, which leads to
a multi-objective optimization problem. Besides the fact that
the terms may be competing with each other (e.g., £ vs. £,
the model’s precision and complexity), they may also differ
substantially in the scale of the values they attain. Since the
final loss to be minimized is a weighted sum of the individual
terms, undesired dominance of some terms may negatively
influence the result. We, therefore, propose a self-adaptive
method that adapts the coefficients «, 8, and y involved in
the loss terms £°, £¢, and £" throughout the whole learning
process in order to keep the desired ratios ry/, = L° : L,
repp = L0 L' and rry = L7 0 L' Tt uses a sliding
window strategy that works with the lists of values of £, ,ojf o
p/C > and ,0,2 observed in the last N,, iterations of the learning
process. The weights «, 8, and y are updated in each iteration
according to

o= ry ;eén(B‘ ) ’
Diers mean({hé_:i;’_ :i=0...N,— 1}
B =res rflean(Bt ) ’
D jere mean({% i=0...N,—1})
, - mean(B’)

Tr/t mean({p]_, :i=0... Ny —1})’

where B’ is the set of N,, last £’ values. For o and B, if the
denominator equals zero, the coefficient is set to one.

The coefficients are used to scale the respective loss term
values, see equations (5), (7), and (8) so that the actual ratios
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stay close to the desired ratios. After the scaling is applied,
i.e., the current values of £*, £¢, and L" have been calculated,
it is further checked whether the obtained loss terms do not
exceed the maximum value for which the actual ratio is less
than or equal to the desired one. If this condition is violated,
the respective loss term value is set to the value that implies
the actual ratio is equal to the desired one, r_/;.

Note that only £, £¢, and L" are scaled in each iteration.
The £! is a baseline relative to which the other terms are
adjusted. Since the primary goal is to fit well the training data,
each of ry/;, ¢/, and 1/, should be set to a value less than 1.

E. FINAL MODEL SELECTION

During the gradient-based learning process, many NN models
are generated. It is important to select the best one at the end,
where the criteria are generally the model’s complexity and its
interpolation and extrapolation performance. In [18] and [19]
as well as in [20] and [21], the final model selection method
always builds on the fact that ““a few”’ labeled samples from
the unseen extrapolation domain are known, i.e., both the
input variable values as well as the target value of the points
are known. While the labeled extrapolation points are not
used in the learning process, relying on specific information
about the model’s performance in the extrapolation domain
for final model selection makes the approach dependent on
that data. This means the extrapolation domain is no longer
truly unseen. Additionally, these methods have limited practi-
cal use when extrapolation points cannot be measured on the
system.

Here, we propose a final model section strategy that does
not require labeled extrapolation points. Instead, it uses just
the model’s complexity, its validation RMSE, and the mea-
sures of its compliance with the prior knowledge and the
singularity units’ constraints. In practice, it is much easier to
define these desired ‘‘high-level” model properties than to
obtain particular measurements on the system. The proposed
method uses an acceptance rule where one of the following
two conditions must hold in order for the new model to be
accepted as the best-so-far model m*:

1) The model’s complexity is lower than the complexity
of m*.
2) The model’s complexity is equal to the complexity of m*
and
for all j € T*, the model’s ,o; « 1s smaller than or equal
to that of m*
and
for all j € T¢, the model’s pjf ¢ 18 smaller than or equal
to that of m*
and
the model’s validation RMSE is smaller than or equal to
that of m™*.

Thus, the final m* is the least complex model found with
the best values of all of pjﬁ K pﬁ «» and the validation RMSE
objectives among the models of the same complexity. Note
that the second condition can become true even if model is
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not strictly better than m* w.r.t. one or more performance
indicators. This is to reduce the chance of getting stuck in
some local optimum.

F. EPOCH-WISE LEARNING PROCESS
The learning process, see Algorithm 1, is divided into three
stages — initial, exploration-focus, and final stage.

The goal of the initial stage is to evolve the NN such that
it exhibits at least partial capabilities 1) to fit the training
data, 2) to satisfy the constraints imposed on the singularity
units, and 3) to satisfy the constraints imposed on the desired
model’s properties. In the first half of this stage, the £; loss
function is optimized, while in the rest of this stage, £ is opti-
mized. The complexity of the NN does not matter at this stage.
The NN then proceeds to the exploration-focus stage, where
it is further trained epoch-wise. Each epoch starts with the
exploration phase, lines 13—16, where all learnable weights
W, are adjusted, followed by the focus phase, lines 17-22,
where only active weights W, are further refined. The active
weights are collected in the maskWeights () function at
line 18 as the weights whose absolute value is above the
threshold 6¢. This is the only phase of the learning process
where the £” term is used to drive the search toward a simpler
model. The purpose of the final stage is to fine-tune the
active NN weights. All weights that become inactive at any
iteration of this stage, line 25, are set to zero for the rest
of the run, and only the active weights are updated in each
learningStep () using £;. Thus, the complexity of the
model can only decrease in this stage. Finally, the analytic
expression represented by the best neural network instance
found, m*, is returned.

Depending on the loss function used, the respective
weighting coefficients are updated after each learning
step (e.g., lines 7-8). Besides the weight update, the
learningStep () function updates several other objects.
Firstly, it updates structures storing the history of the last
N,, values of the relevant loss terms. It also updates, when
applicable, model m*, see line 19 (and line 6 where m*
is initialized for the first time), using the acceptance rule
described in Section IV-E. Model m™* serves as the seed for
each epoch of the exploration-focus stage, line 11. Lastly,
the function returns the current version of model™, which is
the best-so-far model with respect to the defined final model
selection strategy; see Section I'V-E.

The core of the learning process is the exploration-focus
stage. This stage implements a restarted optimization strat-
egy to avoid premature convergence to a potentially poor
suboptimal model. It runs several epochs, each executing the
exploration and focus phase one by one. At the beginning of
each epoch, all learnable weights are set to the weights of the
current m*, line 11. Then, the maximum acceptable RMSE
observed on the validation set D,, 6", is calculated, line 12.
It is defined as (1 + €) times the mean validation RMSE over
all models in M*, which is a variable storing the final m* of
the last k epochs, see lines 9 and 23. The threshold 6" is used
in the acceptance rule that determines whether the new NN
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model updated within learningStep () will be accepted
as m™* of the current epoch. It gets accepted iff its complexity
is not higher than the current m* complexity, and its validation
RMSE is not higher than the threshold 8. The parameter €
defines a tolerance margin, i.e., how much the current m™ can
be worse in terms of the validation RMSE than the mean of k
last m* models.

In the exploration phase, all weights in W are optimized
with respect to £, line 14. After the exploration phase, the
focus phase is carried out. Each iteration of this phase starts
with extracting the set of active weights W,, line 18, which
are then optimized using £3. Once the focus phase has been
completed, M* is updated using the current m*.

Algorithm 1 N4SR Algorithm

Input: Neural network with the set of learnable weights W;
Ninit» Nfinat - .. number of iterations of the initial and
final stage
N,y ... size of the loss term weights’ adaptation window
Ne, Ny ... number of iterations of the exploration and
focus phase
E ... number of the exploration-focus stage epochs
Ts/ts Ye/ts Tr/r - - - desired loss terms’ ratios

Output: Model in the form of an analytic expression represented

by the final sparse network

-

init (W)

/* initial stage */

2 for 0 <i < Nj,i;/2 do

3 B!, B*, model* < learningStep, (W)
o < getTermWeight (B, B, ry)

for 0 < i < Ni,is/2 do
B', B, B°, m*, model* < learningStep,, (W)
o < getTermWeight (B, B, ry)

B < getTermWeight (B', B, ret)

IS

® 9 = W

9 M* < m*

/* exploration-focus stage */

10 forO <e < E do

1 W, < getWeights (m*)

12 0V < (1 +¢€) - getMeanValidRMSE (M*)
/* exploration phase epochs */

13 forO0 <i < N,do

14 B', B, B¢, model* < learningStepg, (W)
15 o < getTermWeight (B, B, ry;)

16 B < getTermieight (B, BS, rest)

/* focus phase epochs */
17 for 0 <i < Ny do

18 W, < maskWeights ()

19 B', B%, B, B", m*, model* <«
learningStepg, (Wy)

20 o < getTermWeight (B, B, ry)

21 B < getTermWeight (B, B, r¢/t)

2 Y < getTermWeight (B, B', ry/)

23 M* < update (M*, m*)

/* final stage */
24 for 0 < i < Nfjpa do

25 W, < maskWeights ()
26 B!, BS, B¢, model* < learningStepg, (W,)
27 o < getTermWeight (B, B, ry)

28 B < getTermWeight (B, BS, r¢/t)

29 return getExpression (m*)
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V. EXPERIMENTS
A. ALGORITHMS COMPARED
In this study, we experiment with three different methods.
We compare multiple variants of N4 SR, an alternative neu-
ral network-based method from the literature EQL™, and a
genetic programming-based algorithm mSNGP-LS.

The N4 SR algorithms are divided into variants denoted as
N4SR-WSCL with:

o Weighting W € {2, S} — the adaptive (2) or static (S)
loss terms weighting scheme. In the static variant, the
weighting coefficients «, 8, and y are determined at the
moment when they are used for the first time and stay
constant for the rest of the run. In this way, it is at least
partially ensured that all loss function terms will take on
values in the relevant range. In particular, « is calculated
at the very first iteration of the run using the initial £’
and p? o values as a = 1y - L /Z]eT; p o Similarly,
B is calculated at the first iteration of the second phase
of the initial stage, line 8 of Algorithm 1, using the
current £’ and Py values as B = rey; - L) ere P -
Coefficient y is calculated at the first iteration of the first
pass through the focus phase, line 22 of Algorithm 1,
using the current £’ and p; values as y = r,; - L'/ p].
Then, the loss terms £, £¢, and £" are calculated using
(5), (7), and (8) while not applying the normalization in
(5) and (7), so that ik =1,k 5k =1.

o Selection S € {C E} — the constraint satisfaction-
based (C) final model selection rule, defined in
Section IV-E, or an extrapolation-based (E) final model
selection strategy. The extrapolation-based strategy is a
modification of the one defined in Section IV-E such that
only the model’s complexity and its RMSE observed on
the extrapolation points are considered.

o Constraints C € {Y,N} — denoting whether the
constraints are used (Y) or not (N) within the learn-
ing process. The variant without constraints works
according to Algorithm 1 with the modification that
the loss functions £, and L3 do not involve the
L€ term. It also implies that this variant can work
only with the extrapolation-based final model selection
rule.

o Learning strategy L € {E, S} — the epoch-wise (E) or a
single-epoch (S) learning used within the exploration-
focus stage. The single-epoch variant goes through a
single epoch of the exploration-focus stage with Ny set
so that the total number of iterations spent in this stage
is the same as for the epoch-wise variant.

Note that out of all the tested N4SR wvariants, the
N4SR-ACYE one represents the proposed method and the
other variants are used just for the ablation study purposes
to analyze the effect of the four algorithm’s components W, S,
C,and L.

EQL™ — the EQL algorithm with division units and
the improved model selection method working with the
extrapolation-validation dataset, proposed in [18]. We used
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the publicly available implementation.® Since, to our
knowledge, no other NN-based SR method utilizes prior
knowledge within the learning process, we can only compare
with a “standard” SR technique, i.e., the one which uses
the training data only. We are aware that such a comparison
with EQL™ is not entirely fair, so we use it just to illustrate
that prior knowledge significantly improves the quality of the
models generated.

mSNGP-LS — the multi-objective SNGP using the local
search procedure to estimate coefficients of the evolved linear
models, as proposed in [14].

B. EVALUATION DATA SETS
The following data sets were used to evaluate models
obtained with the compared algorithms:

« Extrapolation data set, D, — contains data samples of
the same form as D, sampled from the extrapolation
domain. We use the extrapolation domain D, to denote
the parts of the problem’s input space whose samples are
either very sparsely present in D; and D, or are entirely
omitted in these data sets. This data set is not used for
learning — it is only used to select the final output model
in the case of EQL™ and the N4 SR variants with S = E.

« Interpolation test data set, D; — contains data samples of
the same form as D; sampled from ID; such that D; N
(D; UD,) = @. This data set is used to evaluate models’
interpolation performance.

« Extrapolation test data set, D, — contains data samples
of the same form as D, sampled from the extrapolation
domain .. This data set is used to evaluate models’
extrapolation performance.

C. TEST PROBLEMS

The proposed method was experimentally evaluated on the
following four problems. We chose these problems since
we possess detailed knowledge of the data and the desired
properties of the models sought. Moreover, we can illustrate
interesting application scenarios for these problems, such
as using very sparse or unevenly distributed training data.
Standard data-driven modeling approaches fail to generate
physically plausible models when only such insufficient data
sets are available.

1) TurtleBot

The goal is to find a discrete-time model of a real physical
system, the two-wheel TurtleBot 2 mobile robot (Figure 2).
The robot’s state is captured by the state vector x =
(Xpos» Ypos qb)T, with xp,s and ypes the robot’s position coor-
dinates and ¢ the robot’s heading. The control input is u =
(v, va)T, with vy and v, the desired forward and angular
velocity, respectively. In this work, we model only the xps
component of the robot’s motion model since 1) the ypos
component is analogous and 2) it is more illustrative than
the ¢ component as there are more types of prior knowledge

3 https://github.com/martius-lab/EQL
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defined for xpos. The model has the form of the following
nonlinear difference equation

Xpos.k-+1 = P (Xpos.k» Ypos,k» Pk Vs Vak)s

where k denotes the discrete time step.

X robot

Ypos |

Xpos

(a) (b)

FIGURE 2. TurtleBot mobile robot. A schematic (a) and a photo of the
system (b).

Data sets. We used the data sets introduced in [15],
which were collected during the operation of the real robot.
Five sequences of samples starting from the initial state
xg = (0,0,0)" were recorded with a sampling period 75 =
0.2s. In each sequence, we steered the robot by random
inputs drawn from the domain vy € [0, 0.3] m-s~! v, €
[—1, 1]rad - s~ 1. Of these five sequences, a randomly chosen
one was used to create the training data set, another one
was used as the validation data set, and the remaining three
sequences were used as the test data sets.

Prior knowledge. We use the prior knowledge defined
for the TurtleBot in [15]. All three prior knowledge types
that the xp,y variable should comply with are of the invariant
type. This means that when the model for the x,; variable is
evaluated on the relevant constraint sample, it should always
output the next state equal to the current state. The following
three types of prior knowledge about x,,; were used:

a) Steady-state behavior: If the control inputs, vy and v,
are set to zero, then the robot may change neither its
position nor its heading. This is represented by the fol-
lowing equality constraint:

Xpos fopos (xpom Ypos $,0,0).

b) Axis-parallel moves: If the robot moves parallel to the
y-axis, then its x,,; does not change. This is represented
by the following equality constraints:

XPOS :fxpos(xp(kh yﬂom —T[/Z, Vf, 0)9

Xpos ZfXPm(xpOSa Yposs /2, vf, 0).

¢) Turning on the spot: If the forward velocity is zero, the
robot may not change its position. This is represented by
the following equality constraint:

Xpos :fxms(xpos, Ypos @, 0, vq).

The values of the state variables xpos, Ypos, ¢, and of the
control inputs vy and v, were randomly sampled within the
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same limits as for the training data. We generated 50 con-
straint samples for each prior knowledge type, so 150 samples
in total.

2) MAGNETIC MANIPULATION

The magnetic manipulation system, magman, consists of an
iron ball moving on a rail and an electromagnet placed at a
fixed position under the rail (Figure 3). The goal is to find
a nonlinear model of the magnetic force, f(x), affecting the
ball, as a function of the horizontal distance, x, between the
iron ball and the electromagnet, given a constant current i
through the coil. We use data measured on the real sys-
tem [38] to train and evaluate the models. To further evaluate
the extrapolation performance of the models, we use the
data sampled from an empirical model f (x) = —icix/(x? +
cz)3 proposed in [39], where the parameters ¢ and ¢y were
found empirically for the given system. This model serves as
the reference model, see Figure 4.

@ J

iiaw

= = = =

u, u, u, u, 4 .

(a) (b)
FIGURE 3. Magman: A schematic (a) and a photo of the system (b).

Data sets. The whole data set of 858 samples measured
on the real system was split into two sets in the ratio of 7:3.
The larger one was further split into the D; and D, sets so
that |D;| = 400 and |D,| = 201. The smaller one was used
as the test interpolation data set D;. The operating region of
magman is the interval —0.075 m < x < 0.075 m. However,
only its small part, D; = [—0.027, 0.027] m, is covered by
the data, see Figure 4. A proper form of the model outside
the sampled interval is induced by the constraints imposed
on the model, see below. Additionally, two data sets, l_)e
and D,, with samples from the extrapolation domain D, =
[—0.075, —0.027]U[0.027, 0.075] m were generated with the
sizes |D,| = 40 and |D,| = 200. The target values of D, and
D, samples were computed using the reference model.

Prior knowledge. Five types of prior knowledge were
defined. The function sought is odd: it returns positive val-
ues on the interval [—0.075,0]m and negative ones on
the interval [0, 0.075] m. It is monotonically increasing on
the intervals [—0.075, —0.008] m and [0.008, 0.075] m and
monotonically decreasing on the interval [—0.008, 0.008] m.
Finally, the function passes through the origin, i.e., f(0) =
0, and quickly decays to zero as x tends to infinity, which
is represented by the constraints £(—0.075) = 1073 and
£(0.075) = —1073, respectively. The constraint set contains
50 samples for the positive values, negative values, increasing
monotonicity, and decreasing monotonicity plus 3 samples
for the desired exact values, resulting in the total of 203 con-
straint samples.
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FIGURE 4. Training data and the reference model for the magman problem.

3) RESISTORS

This problem was proposed in [8] to test SR method based
on genetic programming with formal constraints. Originally,
it considers a sparse set of noisy samples derived using
the equivalent resistance of two resistors in parallel, r =
riry/(r1+r2), used here as the true system. The goal is to find
such a model f(r, r7) that fits the training data and exhibits
the same properties as the reference model, see below.

Data sets. Here, we use two variants of the data set: one
with only 10 samples and the other one with 500 samples. The
values of r; and ry are sampled uniformly from the interval
[20.0.0001] 2. The target values are corrupted by random
noise with the normal distribution N0, 0.05 oy), where o,
is a standard deviation of the original output values. When
using the large set, it is split into D, and D,, in the ratio of 7:3.
When the smaller one is used, eight samples go to Dy, and the
remaining two samples are in D,. The interpolation test set D;
is sampled from the training domain as well. Two data sets are
sampled from the extrapolation domain D, = [20, 40]%, D,
with 40 samples and D, with 500 samples.

Prior knowledge. We used the following three prior
knowledge types as defined in [8] and used also in [14]:

o symmetry with respect to the arguments:
fri,r2) = f(ra, 1),
« domain-specific constraint:
rn=nr=f@,n =737,
« domain-specific constraint:
fri,m) <, f(r, ) <.
The constraint set contains a total of 150 samples, 50 for
each constraint.

4) ANTI-LOCK BRAKING SYSTEM — MAGIC FORMULA

This problem considers the tire-road interaction model, par-
ticularly the longitudinal force F'(x) as a function of the wheel
slip k. The force F(«) is described by the ‘magic’ formula of
the following form

F (k) = mgd sin(c arctan(b(1 — e)x + e arctan(bk))), (9)
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where b, ¢, d and e are road surface-specific constants. The
magic formula is an empirical model commonly used to
simulate steady-state tire forces and moments. By adjusting
the function coefficients, the same special function can be
used to describe longitudinal and lateral forces (sine function)
and self-aligning moment (cosine function). Here, we con-
sider the reference model used in [40] with m = 407.75kg,
g=981m- s~! and the slip force parameters (b, ¢, d, e) =
(55.56, 1.35, 0.4, 0.52), see Figure 5, which correspond to a
wet asphalt for a water level of 3 mm [41].

Data sets. A data set of 110 samples was generated using
the reference model (9). The whole set was divided into D;
and D, in the ratio of 4:1. The data are intentionally sampled
unevenly. The steep left and the right flat region of « in the
interval [0, 0.02] and [0.2, 0.99], representing the interpola-
tion domain ID;, are densely sampled with 50 samples each.
Target values of these samples are disturbed with a noise
randomly generated with a normal distribution A/(0, 0.0025).
Contrary, the peak of the function with x values in the interval
[0.03, 0.1] is covered very sparsely in the data with only
10 samples. Moreover, a larger noise drawn from A/(0, 0.005)
is added to the target values. This corresponds to the fact that
in reality, the system is unstable around the peak and it is
hard to collect precise data there. Thus, the peak represents
the extrapolation domain D, = [0.03, 0.1] in the sense that it
is rather poorly defined by the data. Again, the data deficiency
is compensated in our method by the use of prior knowledge,
see below. Additionally, three data sets for models’ perfor-
mance evaluation were used: D; of size 200 sampled from D;
and data sets D, and D, of sizes 40 and 100, respectively,
sampled from D,. The target values of the samples were
generated as the noiseless output of the reference model.

Prior knowledge. Three types of prior knowledge were
defined for this problem reflecting the key properties of the
model sought. The model should return zero for k = 0.
Further, in the right part of D;, the model is monotonically
decreasing and in the limit approached from above a con-
stant value. So, its second derivative in this region should
be positive. The last property of the model is that it has a
single maximum located within D,. This can be described
by a constraint that enforces the model to be concave down
everywhere in [D,. The constraint set contains a total of
150 constraint samples, 50 samples for each constraint.

We briefly illustrate the implementation of constraints for
a monotonically decreasing function with a positive second
derivative. As described in Section IV-A, a set of N; constraint
samples is generated for each constraint j. Here, the samples
have the form (xy, k., k), where k. is randomly sampled in
D, and k; = k. — 6, kK, = k. + 8, and § = 0.001. For each
such constraint sample k, the error value ¢y is calculated as

e = max((f(k,) — f k), 0) + max((f (kc) — f(k1)), 0)
+ max((f (ko) — f (k) — (f k) — fxc)), 0),

where the first line represents contributions for a non-
decreasing property observed on the given constraint data
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FIGURE 5. Magic formula reference model and the data sets. (a) Training and validation data. (b) Interpolation test data and

extrapolation data.

triple (xy, k¢, k) and the second line represents a penalty for a
negative second derivative observed on the constraint sample.
Then, the corresponding ,oj‘: ¢ 18 calculated as the root-mean-
square error over all e; observed for the constraint.

D. EXPERIMENT SET UP

1) NETWORK ARCHITECTURE

We used a network architecture with three hidden layers,
denoted as the ‘general’ architecture. The first two hidden
layers contain four elementary functions {sin, tanh, ident, %},
each with two copies. The third hidden layer contains,
in addition to that, one division unit. The output layer con-
tains a single identity unit ident. The ident unit calculates a
weighted sum of its inputs so it can realize both the addi-
tion and subtraction units. The same architecture was used
for all test problems but the magic one. There we used a
function set with arctan instead of tanh in order to make the
set-up consistent with the magic formula reference model (9).
Moreover, for experiments with the resistors problem,
we used an additional architecture with a limited function
set {ident, *, /}, denoted as the ‘informed’ architecture, that
corresponds to the one used in [14]. Its name reflects the
fact that we know the set of elementary functions needed
to compose the correct formula. The first two hidden layers
contain 4 copies of the multiplication and ident unit each. The
third hidden layer contains 3 copies of each of those two unit
types. The number of units was chosen so that the number
of learnable weights of the two architectures was as close
as possible. Thus, the general and the informed architecture
comprise 396 and 403 learnable weights in total, respectively.
For the other problems using the general architecture, the
number of learnable weights was 495 (turt lebot)and 363
(magman and magic).

2) ALGORITHMS' CONFIGURATION
The algorithms were tested with the following parameter
setting:
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e N4SR: Ny = 2000, N, = 20, Ny = 980 and
E = 87 for epoch-wise variants, Ny = 86980 and
E =1 for single epoch variants, Nj,q; = 1000, N,, =
10 the parameters are chosen so that the total number of
iterations is always 7 = 90000, ry/; = 0.5, rey = 0.5,
rr;r = 0.5, 6,=0.0001, 9; =0.0001, e = 0.5.

o EQL™: We adopted the configuration used in [18] with
the exception that the total number of iterations 7 was
set to 90000. The network’s topology was set the same
as in the corresponding N4 SR experiments, except that
the division unit is not in the third hidden layer. Instead,
it is the only unit of the output layer, which is a design
feature of EQL™.

o« mSNGP-LS: We adopted the configuration used in [14]
with a few modifications. The set of elementary func-
tions is set to comply with the set of elementary
functions used in the N4SR networks for the given
problem. The maximum model’s complexity is bounded
from above by two parameters, the maximum number of
features ny = 5 and the maximum feature depth § = 3,
used with the same values for all test problems. Note the
maximum feature depth is equal to the number of hidden
layers of the N4 SR networks. Thus, when the features
are aggregated in the final model, its maximum possible
depth is the same as the maximum depth of the N4SR
models.

Note that all tested methods used the same parameter setting
on all test problems. No parameter tuning was carried out.

3) EXPERIMENTS EVALUATION

Fifty independent runs were carried out for each tested pair
of the method and the training data set. The best model
is returned at the end of each run according to the model
selection strategy used. For the mSNGP-LS, we adopt the
selection method proposed in [15]. It uses two performance
metrics — the RMSE calculated on the validation data set
D, and the constraint violation error observed on the vali-
dation constraint data set. The validation constraint data set
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TABLE 1. Results obtained with £01.%, msNGP-Ls, and N4SR methods with the general architecture on the turtiebot problem. The complexity is given
as the number of active links / number of active units. The complexity and the RMSE values are medians over 50 runs. The p-values relate to the

statistical tests calculated on the RMSEs,, values.

Method complexity Npt RMSE,q154 RMSFEtest1 RMSFEiest2 RMSFEiest3 RMSEsum p-value
N4SR-ACYE 1574 49 0.21 0.49 0.53 0.44 1.43 -
N4SR-ACYS 19/6 50 0.28 0.34 0.53 0.34 1.15 6.85-10"1
" N4SR-AEYE 12747 50 0.17 044 T 041 041 T 123 6.69-10-1"
N4SR-AEYS 21/6 50 0.20 0.37 043 0.34 1.05 3.34-1071
N4SR-AENE 16/4 50 5.97 2.40 1.01 2.30 5.52 6.24.1013
" N4SR-SCYE 2274 50 230 T 205 T 137 184 525 T 4.25-10712
N4SR-SCYS 2716 50 2.28 1.81 1.26 1.78 5.31 6.29 .10 11
N4SR-SENE 15/4 50 4.30 2.61 233 2.52 7.46 4.54-10712
CEoQLT T 30718 50 1737 261 T 197 226868 1.44-10°17
mSNGP-LS NA 50 0.03 0.11 0.17 0.15 0.42 8.72-10"11

is generated the same way as the constraint samples used in
N4 SR methods, and the constraint violation error is calculated
as the sum of ,o ' values for all constraints in 7. Then,
the mSNGP-LS method chooses among all models in the
last population of the run the model with the best validation
RMSE out of all models with the constraint violation value
less than the population’s median.

On the turtlebot problem, the models’ performance is
presented using a simulation RMSE, which is calculated as
the root-mean-square-error between Xpos k+1 and Xpos k41 for
all points k = 1...|D| — 1 in the data sequence D, where
Xpos,k+1 is the value predicted by the model according to
)Acpos,k+1 = fpos ()Acpos,kv Ypos,k s Pk, Vf ks Va,k)-

Finally, the median values of the following performance
measures over the fifty best-of-run models are presented:

« complexity — model complexity defined as the number
of active weights and active units, respectively.

o RMSE;;, RMSEyt, RMSE;;;+ex — RMSE calculated on
test data D;, D,, and D; U D,, respectively.

o RMSE,qiiq, RMSE;o5t1, RMSEres2, RMSE 3 — sim-
ulation RMSE values calculated on the turtlebot
problem, and the RMSE,,, value calculated as the sum
of all RMSE;,; values.

o N,; — the number of runs in which the method yields a
nontrivial model, i.e., a model with more than one active
link.

To assess the statistical significance of the differ-
ences among the methods, we analyze them pair-wise,
N4SR-ACYE vs every other method and N4 SR variant, using
the Wilcoxon rank-sum test. We use the significance level
of 5% to reject the null hypothesis that the compared sets
of the respective performance measure values are sampled
from continuous distributions with equal medians. All tables
present the p-value for each algorithm compared (highlighted
in bold when it is less than 0.05).

E. RESULTS

In this section, results are presented for all of the compared
methods, accompanied by examples of models produced
by the N4SR variants. In the tables, the NASR—-ACYE is
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highlighted in bold as this is the N4SR variant that imple-
ments the proposed method.

1) TurtleBot

Table 1 shows results obtained on the turtlebot prob-
lem. We can see that N4SR-ACYE significantly out-
performs all static variants on the test sequences. This
is indicated by its smaller median RMSEj,,, value and
very small p-values. The epoch-wise learning strategy per-
forms comparably to the single-epoch one in terms of
RMSE,,; see NASR-ACYE to NASR-ACYS, NASR-AEYE
to N4SR-AEYS, and N4SR-SCYE to N4SR-SCYS. Nev-
ertheless, the epoch-wise strategy generates significantly
simpler models in terms of the number of active weights and
active units.

Interestingly, the proposed constraint satisfaction-based
final model selection method works comparably to the
extrapolation-based one; see N4SR—-ACYE vs. NASR-AEYE
and N4SR-ACYS vs. NASR-AEYS. This is an important
observation that demonstrates the ability of the method to
reliably identify the final model even when no extrapola-
tion domain samples are provided. Further, we observe a
clear benefit of using prior knowledge for learning. When
no prior knowledge is used, poor models are produced,
see N4SR-SENE, N4SR—AENE, and the EQL™ models.
Finally, the best-performing method on this problem is the
mSNGP-LS. We discuss a possible reason for what causes the
difference between N4 SR and mSNGP-LS in Section V-F.

Figure 6 shows examples of trajectories generated with
selected models. Particularly, the median and the best models
w.r.t. RMSEj,,,, produced by NASR-ACYE (Figure 6a—c) and
N4 SR-AENE (Figure 6d—f) are presented. These plots clearly
illustrate the benefits of using prior knowledge. One can
see that both the median and the best model produced by
N4 SR-ACYE generate trajectories that accurately imitate the
shape of the ground truth one. Moreover, the trajectories
generated with the best model have a minimal offset from
the ground truth one along the whole trajectory. On the
contrary, trajectories generated with the models produced by
N4 SR-AENE exhibit larger discrepancies in terms of both the
shape and the offset.
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FIGURE 6. Examples of the turtlebot simulation trajectories generated using the £*P°S (.) models obtained with N4SR-ACYE (a)-(c) and
N4srR-AENE (d)-(f), respectively, on the three test data sets. Out of all best-of-run models collected over all runs for each experiment,

a trajectory of the median model w.r.t. RMSEsym (shown in red) and a trajectory of the model with the best RMSEsym value

(shown in green) are presented. The reference ground truth trajectory is shown in blue.

The raw analytic expression represented by the best
N4SR-ACYE model is
Xpos,k+1 = —0.3822((0.5605 sin(0.9838 ¢ + 1.5337))
(=0.7903 vf 1)) + 0.999986 X0,k »

that can be further simplified to

Xpos,k+1 = 0.1693 vy ¢ sin(0.9838 ¢ + 1.5337)
+ 0.999986 xp0s, i -

We can see that the best N4 SR—AENE model, represented
by the following simplified analytic expression, is much more
complex:

Xpos,k+1 = 0.170 — 0.088 v x + 1.0003 xpps,x + 0.169
(0.555 sin(—0.140 ¢,%+O.871 i vr ik +0.087 ¢
+ 2.587vr i +0.281) 4 0.204) (1.309 vr ;. + 0.053 ypos,k
— 0.223(0.535¢p;+1.588)(0.271¢ —1.691vy 1 +0.489)
+ 0.096 sin(—0.140 ¢,§ + 0.871 ¢ vy k + 0.087 ¢
+ 2.587vr i + 0.281)).

2) MAGNETIC MANIPULATION

The results obtained on the magman problem are shown in
Table 2. We can see that NASR-ACYE and N4SR-ACYS
produce models that have the best performance on the
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extrapolation data as its RMSE,; is, by order of magni-
tude, better than the EQL™, mSNGP~-LS, and N4 SR variants
using the static weighting scheme. Only models obtained
with NASR-AEYE and N4SR-AEYS exhibit better extrap-
olation performance. But this can be attributed to the fact
that these variants already use certain knowledge of the
models’ extrapolation performance when selecting the final
model of each run. N4ASR-ACYE performs the best, even
better than mSNGP-LS, in terms of the overall RMSE;y;tex
metric. Again, the constraint satisfaction-based final model
selection performs equally to the extrapolation-based
one.

All adaptive N4SR variants but N4SR-AENE are highly
vulnerable to collapsing to a trivial model with only one
active weight, particularly the one of the output unit’s bias
link. Only about 30 % of the runs end up with nontrivial
models. N4 SR-AENE finds nontrivial models in 38 runs, but
these fit well only in the interpolation domain. Outside the
interpolation domain, the models go wild since the method
cannot use any helpful information to direct the search toward
better models. Contrary to the adaptive N4 SR variants, the
static ones generate nontrivial models in 90 % of runs. How-
ever, the models obtained with the static methods perform
significantly worse in terms of RMSEj;;+.y: than the ones
generated by N4SR-ACYE.

Figure 7 shows models generated by N4SR-ACYE,
N4SR-SCYE, EQL™, and mSNGP-LS. Again, the median
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TABLE 2. Results obtained with £01.%, msNGP-Ls, and the N4sR methods with the general architecture on the magman problem. The complexity is given
as the number of active links / number of active units. The complexity and the RMSE values are medians over 50 runs. The p-values relate to the

statistical tests calculated on the RMSE;; . o values.

Method complexity Nyp: RMSE;n: RMSFEcrt RMSE;intieat p-value
N4SR-ACYE 9/5 16 5.81-1002 527-10°3 4.37-10"2 -
N4SR-ACYS 8/5 15 5.81-1072 6.64-103 4.38 102 3.3.-1071
" N4SR-AEYE  9/5 19 75.83.1072 1.42-1073  4.38-1072  48.10°1
N4SR-AEYS 75175 18 587-1072  6.26-10"% 4.41-1072 1.6-10"2
N4SR-AENE 75/5 38 5.70-10"2 2.46-10"1 1.12-10~1 4.1-107°
" N4SR-SCYE 1176 46 5.64-1072 6.01-1072 5.68-10"2 2.21-10°7
N4SR-SCYS 10.5/6 46  5.64-1072 5.46-10"2 5.57 1072 4.73-10°7
N4SR-SENE 8/5 42 5.70-1072 1.75-101 1.23-1071 3.3.-10°9
CEoLT T 30718 50 5.60-1072 6.12-1072 ¢ 5861072 231078
mSNGP-LS NA 50  5.59-1072 4.61-10"2 5.18 - 10~2 46-104

median N4SR-ACYE model: RMSE;,, = 0.05816, RMSE,,, = 0.00324
best N4SR-ACYE model: RMSE;,; = 0.05685, RMSE,., = 0.00179

- training data
—— median N4SR-ACYE model
—— best N4SR-ACYE model
reference model

0.1

B
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B
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FIGURE 7. Examples of models generated for the magman problem with N4SR-ACYE (a), N4SR-SCYE (b), EQL™ (c), and
mSNGP-LS (d) method. Out of all best-of-run models collected over all the runs, the median model w.r.t. RMSE;;; , oxt
(shown in red) and the model with the best RMSE;;; , o,; value (shown in green) are presented.

and the best models w.r.t. RMSE;; 1. over the set of
nontrivial models are presented. One can see that neither
of the N4SR-SCYE, EQL™, and mSNGP-LS methods can
reliably produce nontrivial models that obey the increas-
ing monotonicity constraint. In particular, N4 SR-SCYE and
mSNGP-LS succeeded only in 6 and 3 out of 50 runs, and
EQL™ failed to generate such a model in all runs. Contrary to
that, all nontrivial models produced by N4 SR-ACYE comply
with this monotonicity constraint. Also interesting is the fact
that both N4SR variants are doing very well in terms of
the property that the model goes through the origin while
the EQL™ and mSNGP-LS have certain offset at x =0m.
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For illustration, we show the best N4 SR—ACYE model
f(x) = —0.429 sin(1.971 tanh(4.294 x)
+ 5.33 tanh(8.494 tanh(4.294 x)))
— 2.027 tanh(4.701 tanh(8.494 tanh(4.294 x)))

+ 1.607 tanh(8.494 tanh(4.294 x))
+ 0.873 tanh(4.294 x)

and the best N4 SR—-SCYE model
fx)=-1.731 sin(85.834x)/(?,354.189x2 + 0.484).
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TABLE 3. Results obtained with £01.%, msNGP-Ls, and N4SR methods with the general architecture on the resistors problem. The complexity is given
as the number of active links / number of active units. The complexity and the RMSE values are medians over 50 runs. The p-values relate to the
statistical tests calculated on the RMSE; ¢ , o, values.

[D: UD,| Method Complexity Nn: RMSE;,+ RMSEczt RMSFE;ntiext p-value

500 N4SR-ACYE 1073 49 0.035 0.036 0.047 -

500 N4SR-ACYS 10/4 49 0.210 0.249 0.589 2.69 -102
500 N4SR-AEYE  11/3 77750 0061 0076 0069 6.44- 1071

500 N4SR-AEYS 9/4 47 0.287 0.887 0.702 2.43-103
500 N4SR-AENE 36.5/9 50 008 0702 | 0502 592:1076

500 N4SR-SCYE 46/ 11 50 0.083 0.345 0.251 7.42.1072

500 N4SR-SCYS 53/13 50 0.077 0.305 0.225 1.38-10°1

500 N4SR-SENE 45/11 50 0.092 0.811 0.578 3.08-10°5
500 EQLT T T30/18 500 0550 8460 T 6010 1.96-10°17

500 mSNGP-LS NA 50 0.023 0.032 0.029 4.99.10"1

10 N4SR-ACYE 2577 30 0.377 1.235 0.927 -

10 N4SR-ACYS 25/8 50 0.601 1.561 1.156 2.1-1071
100 N4SR-AEYE 2276 50 0623 1.157 0948 7.88-1071
10 N4SR-AEYS 21/7 50 0.657 1.749 1.311 2.41-1071
10 N4SR-AENE 24/17 50 1.040 2.370 1.850 1.54-10"13
10 N4SR-SCYE 3879 50 0.623 0.822 0.738 4471071
10 N4SR-SCYS 39/9 50 0.589 0.782 0.700 3.39.10"1
10 N4SR-SENE 29/8 50 1.050 2.443 1.885 1.76 - 1012
100 U EQLT 30718 500 18820 17420 22810 9.26-10 18"
10 mSNGP-LS NA 50 0.008 0.009 0.008 9.03-10°8

TABLE 4. Results obtained with E0L%, msNGP-Ls, and N4SR methods with the informed architecture on the resistors problem. The complexity is given
as the number of active links / number of active units. The complexity and the RMSE values are medians over 50 runs. The p-values relate to the
statistical tests calculated on the RMSE;; . o values.

[D; UD,] Method complexity Npnt RMSE;; RMSFEezt RMSEintteat p-value
500 N4SR-ACYE 1073 49 0.007 0.011 0.009 =

500 N4SR-ACYS 8/3 49 0.008 0.013 0.011 6.16-10~1
500 N4SR-AEYE 10/3 49T 0.009 0015 T 0012 5.37-1072
500 N4SR-AEYS 8/3 50 0.009 0.016 0.014 2.51-10"1
500 N4SR-AENE 12574 50 0.050 0.040 0.063 7.69 .10 13
500 N4SR-SCYE 1573 50 0039 0071 T 0.056 1.82-10 12
500 N4SR-SCYS 20/5 50 0.045 0.090 0.068 2.13.10"11
500 N4SR-SENE 18.5/4 50 0.060 0.081 0.077 6.60-10"13
500 EoLT T 45715 50 0550 6090 T 4340 4531017
500 mSNGP-LS NA 50 0.012 0.036 0.027 1.26-10"8
10 N4SR-ACYE 1273 49 0.078 0.083 0.081 =

10 N4SR-ACYS 10/3 50 0.055 0.077 0.066 1.10- 101
100 N4SR-AEYE 12/3° 47 0.090 0093 T 0.088 1.0-107Y
10 N4SR-AEYS 11/3 50 0.099 0.101 0.099 1.23-101
10 N4SR-AENE 22/4 50 1.321 2318 2.730 4.67-10"13
10 N4SR-SCYE 205/5 50 0.841 0942 T 1.03%6 5.75-10 10
10 N4SR-SCYS 29/6 50 0.834 1.188 1.425 2.01-10-10
10 N4SR-SENE 29/5 50 2.826 2.713 3.481 1.48-10"14
10 EQL™ 45/15 50 5.680 14.060 12.990 1.49-1017
10 mSNGP-LS NA 50 0.008 0.009 0.008 2.21-10°5

3) RESISTORS

Results obtained on the resistors problem are shown in
Table 3 for the general architecture and in Table 4 for the
informed architecture. A clear observation is that the NN
architecture matters. If the topology contains only the units
that are necessary to compose the desired expression, then
the N4 SR methods produce significantly better models both
in terms of the test accuracy and the model’s complexity.

As for the learning strategy, N4ASR-ACYE is signifi-
cantly better than the static variants only when using the
informed architecture. With the general architecture, both
learning strategies are comparable. N4SR—-ACYE using the
epoch-wise strategy is significantly better than N4 SR-ACYS
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using the single-epoch one only when running with the gen-
eral architecture on the large data set. Again, N4 SR-ACYE
clearly outperforms all N4 SR variants that do not use prior
knowledge. Interestingly, N4 SR variants without prior knowl-
edge perform much better than EQL ™, which completely fails
to find good models. Note that both methods use the extrap-
olation data for choosing the final model. On this problem,
N4SR-ACYE is the overall winner when running with the
informed architecture on the large data set.

Figure 8 demonstrates the performance of the median
and the best w.r.t. the RMSE;; . models generated by the
N4 SR-ACYE method using small and large training data sets,
respectively. It shows the difference between the N4 SR model
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FIGURE 8. Examples of models generated for the resistors problem with N4SrR-ACYE method. (a) is the reference model, (b) shows models attained
when using the learning data set of size |D; U Dy| = 500, and (c) shows models attained with the learning data set of size 10. Out of all best-of-run
models collected over all runs for each experiment, the median model w.r.t. RMISE;;; | o+ (shown in red) and the model with the best RMSE;; , ¢, value

(shown in green) are presented.

and the reference model on the whole domain. One can see
that the models are doing well on the interpolation as well as
on the extrapolation domain, even when trained on the small
data set. The raw analytic expression represented by the best
N4SR-ACYE model is

f(r1,r2) =0.657(—1.765((1.120 r1) (—1.256 1)))
/(1.632r1 4+ 1.633 1),

which can be rewritten as
f(r1, ) =1.6324r ry/(1.6322 1 + 1.6325 7).

This is a very accurate approximation of the reference model,
including the correct structure. However, this is not generally
true for all output models. See more on this in Section V-F.
Figure 9 shows a typical example of one run of
N4SR-ACYE and N4SR-ACYS on the resistors prob-
lem. It was running for 10000 iterations with the parameters’
setting as described in Section V-D2. Figures 9(a) and 9(b)
illustrate how the raw loss terms £°, £¢, and £ are continu-
ously scaled to the values that are in the desired ratio to the
values of £'. Note that the £¢ and £ terms are calculated
starting from iteration 1000 and 2000, respectively, and L£"
is not considered in the last 1000 iterations. Figures 9(c)
and 9(d) show the effect of adaptive weighting on individual
partial constraint loss terms. It can be seen that the raw values,
which are of different magnitudes, are equalized throughout
the whole run so that all constraints are equally important
within the constraint loss term £€. Figures 9(e) and 9(f) show
the evolution of the current model and the best-so-far one in
terms of their complexity and £’ obtained with N4 SR-ACYE
and N4SR—-ACYS, respectively. The initial phase up to iter-
ation 3000 is the same for both algorithms. The rest of the
run is already different for each algorithm, clearly demon-
strating the effect of perturbing the current model within the
exploration phase at the beginning of each epoch. One can see
that the exploration introduces only a certain number of new
active weights into the model, i.e., not all learnable weights
are activated. N4SR-ACYE converges to a simpler model
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(17 active weights) than NASR-ACYS (22 active weights)
while both models perform comparably with respect
to L.

Figure 10 shows the evolution of the individual constraint
loss terms of the best-so-far model observed in the run with
N4SR-ACYE from Figure 9. It can be seen that the final
model perfectly satisfies the “less than input”™ constraint and
its error with respect to the other constraints is in the order
of 1074 to 1073,

4) ANTI-LOCK BRAKING SYSTEM — MAGIC FORMULA

The results obtained on the magic problem are summa-
rized in Table 5. We can see that there are no statistically
significant differences between the N4SR variants in terms
of the RMSE;,;+.x: value. Even the static variants perform
very well. This might indicate that setting up the loss terms
weights just once for the whole run was sufficient in this
case. Another observation is that the models generated by
the static N4SR variants are roughly twice as complex as
the models generated by the adaptive ones. However, this
comes at the cost of a significantly lower number of non-
trivial models produced by the adaptive variants. The overall
best method is again mSNGP-LS while EQL™ is clearly the
worst-performing method in terms of both the model perfor-
mance and its complexity.

Figure 11 demonstrates the positive effect of the use of
prior knowledge. We can see that both the median as well as
the best model obtained with N4 SR-ACYE and NASR-ACYS
comply with the constraints in the entire range of input val-
ues. For illustration, we show in detail that the models start
precisely from the origin [0, 0] and all of them exhibit the
positive derivative in the right part of I); while monotoni-
cally decreasing to the limit value. This does not apply to
either N4ASR-AENE or EQL™. These two methods do not
use prior knowledge and produce models that violate the
constraints. Even in this case, when the target function is
simple and the training data cover the input space quite well,
see Figure 5(a).
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FIGURE 9. A typical run of N4sR-ACYE and N4SR-ACYS on the large data set of the resistors problem. (a)-(d) present the raw loss terms,

weighted loss terms, raw constraint loss terms, and weighted constraint terms obtained with N4SR-ACYE. (e) shows the evolution of the current and
the best-so-far models, in terms of their complexity and t, observed for N4SR-ACYE. (f) shows the evolution of the current and the best-so-far
model observed for N4SR-ACYS.
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TABLE 5. Results obtained with £01.%, msNGP-Ls, and N4SR methods with the general architecture on the magic problem. The complexity is given as the
number of active links / number of active units. The complexity and the RMSE values are medians over 50 runs. The p-values relate to the statistical tests

calculated on the RMSE;¢ . ¢ Values.

Method complexity  Npt RMSE;nt RMSFEcrt RMSE;intieat p-value
N4SR-ACYE 85/4 14  6.65-1073 5.51-10"3 6.22 1073 -
N4SR-ACYS 11/4 13 1.57-1072 2.01-10"2 1.74-102 8.06 - 102
" N4SR-AEYE ¢ 8574 14 7590-1073 '3.40-1073 5.27-10-3 5.20-10"1
N4SR-AEYS 11/4 21 2.30-102 2.63-10"2 2.41-102 3.81-10"1
N4SR-AENE 18/5 50  7.96-103% 1.30-10"2 1.06 - 102 9.74-10~1
" N4SR-SCYE 19/5 50 4.41-1073 72 1073 5.92.1073% 8.82.1071"
N4SR-SCYS 1675 50 4.31-1073 7.28.1073 5.00- 1073 8.72-1071
N4SR-SENE 18.5/5 50 4.07-1073 6.70-1073 4.85-1073 7.21-10"1
CEoLT T 29717 50 5.27-1072 T 4.87-1072 526102 8.50-10"%"
mSNGP-LS NA 50  7.26-10~% 3.36-10"3 2.01-10°8 6.37-10"8

For illustration, we show the raw analytic expression of the
best N4SR-ACYE model

S k) = 0.596 (—0.858 arctan(6.321 (2.711 (—4.5«)))
— 1.268 (2.711(—4.5k))) / (—1.964 (2.711 (—4.5«))
+ 3.173 k + 1.485)

and its equivalent obtained by symbolic simplification

f(k)=1(9.218«x — 0.511 arctan(—77.099 k))
/(27.126 k + 1.485).

F. DISCUSSION

The results obtained with the proposed N4 SR-ACYE method
are very promising. We observed that the method is capable of
finding sparse and accurate models that exhibit desired prop-
erties defined as the prior knowledge for the given problem.
Nevertheless, we also observe that the GP-based mSNGP-LS
approach often outperforms N4 SR-ACYE. Here, we analyze
the results and propose our hypothesis on why it is so.

A detailed inspection of the final models obtained with
mSNGP-LS on the turtlebot problem revealed that the
analytic expressions of the best-performing models are com-
posed of simple elementary structures. By ‘simple’, we mean
that the arithmetic operators and the sin and tanh functions,
which are at the lower levels of the expression tree, operate
on ‘raw’ variables (i.e., the variables are weighted by the
coefficient of 1). An example is the best nSNGP-LS model

Xpos,k+1 = 1.0011 xpog & — 0.0833 sin(¢py — vy k)
+ 0.0815 sin(¢x + vr k)
+ 0.0018 sin(¢p + sin(vg )
+ 0.0029 tanh(v,x + 1.0) — 0.003

composed of simple elementary functions sin(¢x — v k),
sin(@x + vy k), sin(@x + sin(vq k), and tanh(v, x + 1.0). Note
that the mSNGP-LS works in a ‘bottom-up’ manner. It starts
the search process with many of the elementary structures
easily available and tries to combine them in the final expres-
sion optimally. Thus, it works with building blocks that are
already there and ‘just’ searches for their best combination.
On the contrary, for NN-based SR approaches of the
N4 SR type, it is hard to converge to expressions like this.
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FIGURE 10. Evolution of individual raw constraint loss terms of the

best-so-far solution during the run of N4SR-ACYE on the large
resistors data set.

The method can be seen as a ‘top-down’ approach. It starts
with the complete NN topology where each function unit
has its z node(s) realized as the random affine transformation
of all previous layer’s units outputs. Moreover, the learned
weights are randomly initialized to rather small values, thus
far from the desired value of 1. Then, it has to carefully
eliminate all the useless units and useless inputs to each active
function unit through many iterations of the gradient-based
optimization process to get a sparse model composed of
simple elementary structures. This leads to models like this:

Xposk+1 = —0.3822((0.5605 sin(0.9838 ¢ + 1.5337))
(—0.7903 vy 4)) + 0.999986 x5 4.

This is the best N4 SR-ACYE model on the turtlebot
problem. We can see that the variables’ multiplication coeffi-
cients are set to values very close to but not exactly one.

Another analysis revealed that on the resistors prob-
lem, N4 SR-ACYE could hardly find the models that perfectly
fit the expression of the reference model. In particular, only 3
out of 50 runs of N4SR-ACYS converged to the model that
after simplification represents the expression f(ry;,r2) =

crr - - _ :
Griter where ¢; = ¢p = c¢3. N4SR-ACYE failed to

find this expression at all. Most of the time, expressions
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FIGURE 11. Examples of models generated for the magic problem with N4SR-ACYE (a), N4SR-ACYS (b), N4SR-AENE (c), and EQL¥
(d) method. Out of all best-of-run models collected over all runs for each experiment, the median model w.r.t. RMSE;,; , ox¢
(shown in red) and the model with the best RMSE;; , o+ value (shown in green) are presented.

2 2
ciry—+carirp—car. . .
of the form f(r], 7'2) = W with ¢l = (3,

¢y = cq4 = ¢s5, and c; K ¢ were found, which represent a
close approximation of the reference model. This can also be
caused by the top-down nature of the N4 SR-ACYE approach.
It may be that the sub-optimal model is more easily attainable
since there are many more ways leading from the complete
initial NN architecture to the sub-optimal model than to the
optimal one.

Based on these analyses and observations, we hypothe-
size that when solving problems with the optimal solution
composed of simple elementary structures, the mSNGP-LS
method working in a bottom-up manner can much more
efficiently arrive at the desired model than the N4SR-ACYE
method.

VI. CONCLUSION AND FUTURE WORK

We proposed a new neural network-based symbolic regres-
sion method, N4 SR, that generates models in the form of
sparse analytic expressions. The novelty of this approach is
that it allows the incorporation of prior knowledge describing
desired properties of the system to be incorporated into the

VOLUME 11, 2023

learning process. It also involves components to facilitate
convergence to a sparse model and to eliminate the proba-
bility of getting stuck in some poor local optimum, namely
the adaptive loss terms weighting scheme and the epoch-wise
learning process. Also important is the proposed method for
selecting the final model of the run.

We experimentally tested the approach on four test systems
and compared it to another neural network-based algorithm
and to a genetic programming-based algorithm. The results
clearly demonstrate the potential of the proposed method to
find sparse, accurate, and physically plausible models also in
cases when only a very small training data set is available.
Moreover, we demonstrated that the proposed parameter-free
method for the final model selection is good at identifying
models that perform well in the interpolation domain (i.e.,
the domain from which the training data were sampled) as
well as in the extrapolation domain (i.e., the domain that was
completely omitted in the training data).

We also identified weaknesses of the approach, particu-
larly its inefficiency in pruning the initial NN architecture
towards the sparse one representing the final simple analytic
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expression. We showed that on some problems, the learning
process tends to converge to suboptimal expressions due to
its top-down search strategy.

In our future research, we will primarily investigate new
strategies for better exploration of the space of sparse model
architectures. We will focus on approaches that learn the most
significant structures on the fly and use the information to
guide the learning process. Other approaches will consider
alternative representations of the NN units that would facili-
tate the pruning of the NN architecture towards a sparse final
model.
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