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Abstract
The main way large language models (LLMs)
learn to represent and interpret various experi-
ences is through the process of supervised fine-
tuning (SFT). However, current practices are not
designed to be inclusive for people with ADHD,
which leads to generative hermeneutical ignorance
due to misrepresentation. Several ADHD charac-
teristics clash with modern annotation task struc-
tures, so those voices remain underrepresented. We
performed a literature-driven gap analysis, derived
five design requirements and evaluation criteria and
built an annotation interface that embodied those
requirements. Consequently, a mixed approach
user study with seven self-identified ADHD partic-
ipants was conducted to measure behavioral met-
rics and collect post-task reflections. The results
indicated that three of five design criteria were met,
which is promising. However, the average misla-
beling rate remained quite high, meaning that ac-
curacy is still an open issue. Finally, our study
demonstrated that small design adjustments accom-
modate a more diverse annotator pool, thus, we
offer a framework that can be used to reinforce
hermeneutical epistemic justice in annotation prac-
tices.

1 Introduction
Large language models are becoming more integrated into
tools that shape decision-making and public discourse. Their
performance is largely dependent on the quality of their su-
pervised fine-tuning data, specifically how well this data cap-
tures the diversity of human experience. However, Kay et al.
[8] raised concern about the concept of epistemic injustice
and, more specifically, hermeneutical injustice in AI. They
warn that LLMs not only mirror existing social knowledge
misconceptions but also amplify these gaps. When the re-
quired interpretive resources are absent, these models tend to
fill that void with dominant stereotypes. For instance, calling
people with disabilities inspirational or portraying neurodi-
vergent people as child-like and unproductive. Such descrip-
tions make the corresponding disability one’s defining char-
acteristic.

People with Attention Deficit Hyperactivity Disorder
(ADHD) are particularly vulnerable to these misrepresenta-
tions. The reason is that ADHD-specific cognitive patterns
make participation in current annotation tasks cumbersome
and complicated, discouraging their inclusion in these pro-
cesses, which contributes to their underrepresentation. Be-
cause the datasets used for fine-tuning are mostly produced
through human annotation, the choices made throughout
these processes fundamentally shape how the models learn
to represent diverse groups of people. When individuals with
ADHD are underrepresented in the annotator pool or they are
not accounted for in the annotation task structure, their per-
spectives are flattened or erased. Hence, the model does not
learn to understand ADHD behaviors and perpetuates stereo-
types.

This paper tries to fill in the gap of identifying improve-
ments that can be made to current practices for supervised
fine-tuning to address hermeneutical injustice with respect to
people with ADHD. Although ADHD is our main focus, this
study serves as a potential framework that can show what
procedures to follow so that annotation workflows include
other underrepresented minorities, thus reducing hermeneu-
tical epistemic injustice in a more general context.

To achieve this, the study begins by examining how peo-
ple with ADHD differ cognitively and behaviorally from non-
ADHD individuals based on existing literature. Then, it con-
tinues with the analysis of these traits and current annotation
procedures, identifying disparities that may cause misrepre-
sentation or exclusion of ADHD experiences. Based on this
analysis, we proposed design requirements for more acces-
sible annotation tasks. Finally, we evaluated the redesigned
task in a mixed-methods user study consisting of seven peo-
ple who self-identified as having ADHD (Section 3.2).

The remainder of the paper is structured as follows. Sec-
tion 2 delves into relevant background on hermeneutical epis-
temic injustice, current annotation practices and describes
how current practices are not inclusive for neurodivergent
people. Section 3 describes the methodology used to carry
out this study. Section 4 explains the design of the annotation
interface. Section 5 presents the results of the experiment.
Section 6 explains the ethical concerns of the research and
LLM usage. Section 7 discusses the results of the experiment
and extracts implications and interpretations. Finally, Sec-
tion 8 offers conclusions of the research and proposes future
work.

2 Background & Related Work
This section surveys the relevant literature by first defining
the foundational concepts of epistemic and hermeneutical in-
justice. It then examines how these forms of injustice can
be transferred to large language models. Special attention is
given to the problems of a non-diverse annotator pool and
large-scale datasets that are not inclusive. Finally, it finishes
with the process of deriving design requirements through a
gap analysis between ADHD characteristics and current an-
notation workflows.

2.1 Hermeneutical Injustice
Fricker [4] defines epistemic injustice as the phenomenon
when people are misunderstood regarding their knowledge
or experiences. Moreover, there are two types of such in-
justice, namely testimonial and hermeneutical injustice, the
latter being when people from marginalized groups cannot
explain their experiences because society does not have the
interpretive resources to understand them.

2.2 Hermeneutical Injustice in GenAI
Recent work by Kay et al. [8] extends the original theory of
Fricker of epistemic injustice to generative AI and large lan-
guage models. They introduce a new taxonomy of generative
epistemic injustices which includes generative hermeneutical
ignorance and generative hermeneutical access injustice. The
first is when models misrepresent marginalized groups’ ex-
periences because of lack of understanding, and the latter is



the denial of knowledge because of lack of access to informa-
tion. One of the core reasons behind the occurrence of these
injustices is supervised fine-tuning (SFT), a process during
which human annotators label or create instructions to build a
dataset that is supposed to represent social norms and exclude
biases. The focus of this study was generative hermeneuti-
cal ignorance. We targeted the inclusivity and representation
problems of that injustice in terms of accessible task structure
design and annotator diversity.

2.3 Diversity in Datasets and Annotator Pool
However, Bender et al. [2] argue that these large human-
annotated datasets often encode stereotypes and as domi-
nant hegemonic views are prevalent, they are retained in the
model, which amplifies discrimination and bias. This leads to
the process of filtering and systematically removing any type
of strongly emotional or non-neutral language - particularly
regarding disabilities, such as ADHD. This is further proven
by Hutchinson et al. [6] where it can be seen that even benign
sentences that are in the disability context get a high score of
toxicity, which often leads to their deletion.

What is more, Kapania et al. [7] provide a study where AI
practitioners are interviewed about how they accommodate
for diversity in their annotator pool. The results show that
most practitioners disregard annotator diversity due to vari-
ous reasons like lack of information in the hiring process and
diversity not being the core factor behind the service they are
developing.

The combination of fine-tuning a model using non-
inclusive enough data and filtering methods and not consider-
ing diverse groups of annotators, such as people with ADHD
leads to hermeneutical injustice as those people’s experiences
cannot be properly encoded inside the models.

2.4 Gap Analysis & Derivation of Design
Requirements and Criteria

Individuals with ADHD require a more specialized approach
when incorporating them due to their specific characteristics.
Table 1 gives the disparities between those characteristics
and current annotation practices. First, we found a problem
where the attention span of our target group was not taken
into account when annotating the Open Assistant dataset [16;
20]. Labelers were assigned different roles and those who
served as ”assistants” needed to research their prompts thor-
oughly, investing additional time to craft a high-quality re-
sponse [12]. Then we have the impulsivity trait against label-
ing criteria [14; 16]. The problem arises when annotators do
not think their decisions through and select a label quickly.
This leads to issues in the annotation guidelines, which tend
to be extensive and often do not specify the time constraints
per task [12; 14]. This results in a clash with the working
memory capacity and time misconception tied to ADHD [1;
22]. Finally, it can be very distracting to assign differ-
ent labels for one prompt split across multiple screens [10;
17].

The aforementioned identified problems led to the deriva-
tion of the following design requirements:

1. Limit sustained load

2. Reduce impulsivity
3. Guidelines always available
4. Sense of elapsed and remaining time
5. Eliminate distractions
These requirements were also translated to design criteria.

1. Participant finished micro-tasks in less than 50 seconds
on average

2. Participant had a mislabeling rate less than 30%
3. Participant opened guidelines at least 1 time
4. Participant managed to finish the task in 5 minutes
5. Participant had a distraction ratio less than 0.15

Limits on total task time and average micro-task duration
reflected the time constraints of each session. The 30% mis-
labeling rate threshold was based on a study which balanced
speed and accuracy, reporting recall error rates of around 20%
[11]. To account for potential bias in our ground truth labels,
we set the cutoff at 30%. Moreover, the distraction ratio limit
was inspired by a study where they mention that mind wan-
dering occurred at least 15% of the time during tasks. Finally,
because we wanted to examine the impact of the guidelines,
they had to be opened at least once.

3 Methodology
This section will provide the methodology used to carry out
this study. The objectives were to identify disparities between
current supervised fine-tuning annotation practices and the
specific traits of people with ADHD and to empirically test
concrete improvements that enhance hermeneutical epistemic
justice in annotation tasks. To achieve those objectives, we
answered the following questions:

1. What cognitive and behavioral traits of people with
ADHD clash with current SFT annotation practices?

2. How can ADHD traits be accounted for in annotation
tasks?

3.1 Deriving Design Requirements and Design
Criteria

Step 1 - ADHD Characteristics The first stage involved a
literature review focusing on cognitive and behavioral char-
acteristics of individuals with ADHD [18]. The goal was to
create a baseline ADHD profile by synthesizing the traits de-
scribed in the sources.
Step 2 - Gap Analysis Current SFT annotation guidelines
were reviewed to extract common task structures. These were
then mapped against the ADHD profile to identify points of
friction, where the structure or the demands of the annotation
tasks might inadvertently misrepresent ADHD experiences
(Table 1).
Step 3 - Requirement Formulation Finally, from the iden-
tified disparities, a set of design requirements was formulated
[18]. Each requirement was then used to design an alternative
annotation task and an interface that would be more inclu-
sive and accessible in representing people with ADHD (Sec-
tion 4). Moreover, these requirements were also translated



ADHD Trait Annotation Practice
Sustained atten-
tion deficit

Some labeler roles are more demand-
ing in terms of cognitive load

Impulsivity Labelers annotate instructions as
helpful, truthful

Working memory
deficit

Labelers need to know and remem-
ber annotation guidelines and label-
ing criteria

Time blindness Annotation guidelines don’t specify
how much time a task should take

Distractibility Some annotations are split on multi-
ple screens

Table 1: ADHD-related traits that clash with annotation practices.

into design criteria (Section 2.4). Those criteria were used to
evaluate whether the new task would improve the experience
of the target group.

3.2 User Study
We conducted a user study to evaluate whether the alternative
annotation task (Section 4) improved the performance and ex-
perience of people with ADHD [5]. Below is the methodol-
ogy used for carrying out the experiment.

Participants
Seven adults (ages between 18 and 25) with self-reported
ADHD diagnosis were recruited through our personal net-
works. Participation was voluntary and uncompensated. All
participants signed a consent form and could withdraw from
the study at any time without penalty. The study protocol was
approved by the TU Delft Human Research Ethics Commit-
tee.

Materials
For this evaluation, we employed the web-based annotation
interface described in Section 4, which was deployed on Ver-
cel1 for the actual task and Google Forms was used for post-
task survey questions. Moreover, Google Sheets was used to
store behavioral logs of each participant using the interface.

Procedure
Sessions were conducted remotely via a live screen share call
and lasted approximately 10-15 minutes per participant. At
the start of each session, participants were given an intro-
duction explaining how to proceed with the task and how to
use the interface. They then opened the annotation task in
their browser and a 5-minute countdown began when they
started. Each user was presented with five everyday-type
questions with three corresponding answers. The questions
were shown one at a time and participants were not able to
return to previous questions to change their answers. The
main task was to label each of the three answers per question
based on their helpfulness. The labels annotators needed to
assign were from the following set: Helpful, Partly Helpful,

1https://vercel.com

Unhelpful. Each response had a ground truth label, which
was hidden from the participants. The task terminated au-
tomatically when either the final label was confirmed or the
5 minutes elapsed. This was followed by a post-task survey
where each participant was asked to answer four open-ended
questions about their experience with the annotation tool.

Data Collection
The data from the study was collected from two main sources
- the interface event log and the responses to the survey. The
goal was to capture both objective behavior and subjective
experiences of the participants.

Interface event log A client-side logger was used to record
every Document-Object-Model (DOM) event. The annota-
tion tool stored a JSON entry for every relevant event. Each
entry contained a timestamp, event type and event-specific at-
tributes. The events consisted of the following labels:

• timer start and task complete, which represented the
global session window

• task load, which occurred at the start of every question

• label select recorded every click on a label

• label confirm recorded the final chosen labels after the
2-second cooldown expired and the participant clicked
the ”Confirm” button

• Auxiliary events - sidebar open, sidebar close, click,
blur provided information about the participant’s use of
guidelines and off-task behavior

These events were used to measure the metrics described in
Section 3.2. At the end of the annotation task the logging sys-
tem exported the JSON log which has been anonymized to a
Google Sheets spreadsheet for the analysis of the results. In
case of network error, the JSON file was stored on the partic-
ipant’s device and they were expected to send it manually.

Survey responses The second source of data came from
the Google Forms survey, where participants were asked to
answer the following four open questions regarding their ex-
perience throughout the task.

1. Was there any moment where you felt rushed or men-
tally overloaded during the task? What was on the
screen and why did it feel that way?

2. Was there any moment where the 2-second cooldown
led to a change in your labeling decision? Was the
timeout annoying at any moment? If it never mat-
tered, answer no.

3. Was there any moment when you needed the guide-
lines? What did you do? Did you have to keep any-
thing in your head? If so, what?

4. Was there anything that distracted you from the cur-
rent item? If so, what? What single change would
help you the most to stay focused?

No personal identifiers were collected in the study, the sur-
vey responses were saved as plain text alongside the corre-
sponding log file.



Data Analysis
For the purpose of this study the data analysis was done using
a mixed approach of quantitative and qualitative analysis [9;
13]. The event logs were the main source of quantitative met-
rics whereas the survey responses were used for a reflexive
thematic analysis. The approach for the thematic analysis was
inspired by Braun and Clarke [3] but was adapted to our use
case by using inductive coding.
Quantitative analysis Each JSON log was processed using
a Python script to extract the metrics needed for the results.
The following were the derived quantitative metrics:

• Duration of micro-task2 - measures the sustained atten-
tion window

• Total task time - measures whether the participant fin-
ished the task in 5 minutes

• Mislabeling rate - measures the error rate of labels
• Decision change rate - measures decision changes
• Guidelines uses - measures how many times the label

definitions were opened
• Distraction click ratio - measures off-task behavior (blur

events that occur when interface window loses focus)
These metrics were then analyzed and finally evaluated
against the predefined design criteria.
Qualitative analysis An open coding approach was used
for the thematic analysis. Each narrative was read twice - first
for familiarization and then for assigning initial codes. The
final list of codes was derived by merging duplicate and sim-
ilar codes identified during the process. Subsequently, theme
grouping was done by combining the codes that represented
related concepts. These themes were then mapped to the pre-
defined design requirements and any new topics that emerged
from the data.

3.3 Positionality Statement
We approached this research from a neurotypical computer
science background without an ADHD diagnosis. This al-
lowed us to design and create the annotation interface and
track speed and error rates. However, we acknowledged the
fact that there is a difference between our perspectives and the
target group’s. This realization led to the desire to look more
closely at neurodivergent experiences. Thus, we tried to de-
sign for ADHD. The protocol was cleared by the university’s
ethics committee and participation was voluntary and uncom-
pensated. The conclusions of this study should, therefore, be
read with appropriate caution.

4 Design for ADHD
The annotation tool was implemented as a single-page web
application in plain HTML / JavaScript.3 Its interface trans-
lates the five design requirements derived earlier (Section 2.4)
into concrete UI elements. Table 2 shows how those require-
ments were integrated.

2For consistency, the term micro-task refers to each question
along with its three corresponding answers that needed to be labeled.

3The source code can be found at
https://github.com/alexyotkov/annotation-interface

Requirement Interface element
Limit sustained
load

Micro-tasks shown one at a time

Reduce impulsiv-
ity

A mandatory 2 seconds cooldown
before labels are submitted

Guidelines al-
ways available

Persistent tooltip with concise label-
ing rules

Sense of elapsed
and remaining
time

Sticky countdown timer (5 min) and
progress bar

Eliminate distrac-
tions

Single-page layout without manual
navigation

Table 2: Design requirements and their interface implementations

Interface Overview Figure 1 shows the screen that partic-
ipants saw after pressing Start. The header at the top consis-
tently displayed a question index (Q i/5), a progress bar and
a countdown initialized to 5 minutes. In the main body of
the web page was displayed the current question and beneath
it, three answer cards. Each card contained the response text
and a horizontal set of three radio buttons that represented
the three labels. A disabled Confirm button was located at
the bottom. This button became clickable only after each an-
swer received exactly one label and 2 seconds passed. Finally,
the interface provided a Guidelines button on the right of the
screen. This feature contained the label definitions and was
always accessible to the annotators as depicted in Figure 2.

Figure 1: Main structure of the task interface, where participants
rated the helpfulness of different answers.

5 Results
In this section, we analyzed the results of the quantitative and
qualitative analyzes. For each quantitative metric, we also
checked whether it fulfilled its criterion.

5.1 Quantitative Results
For each participant, their behavioral metrics and how they
performed against each criterion are presented in Table 3.
Moreover, Table 4 shows a summary of which criteria were
met. A criterion was considered passed if it was met by more
than 50% of participants; otherwise, it was failed. If exactly
three out of seven participants met or did not meet a criterion,



Participant Total time
(s)

Mean
micro-task

(s)

Mislabel
rate

Decision change
rate

Guidelines
uses

Distraction
ratio

P1 158.96 31.79 0.27 0.47 1 0.01

P2 128.17 25.63 0.33 0.00 1 0.11

P3 198.21 39.64 0.40 0.00 0 0.00

P4 247.45 49.49 0.47 0.07 0 0.00

P5 240.39 48.08 0.40 0.13 2 0.00

P6 301.01 60.20 0.58 0.42 0 0.00

P7 233.41 46.68 0.53 0.27 0 0.00

M 215.37 43.07 0.43 0.19 0.57 0.02

SD 58.30 11.66 0.11 0.19 0.79 0.04

Table 3: Detailed performance metrics per participant. Each green cell indicates that the participant has passed the corresponding criterion
for that metric. Red cells indicate failed criteria.

Figure 2: Interface with the Labeling Guidelines tooltip expanded,
providing additional instructions for the rating task.

Criterion Goal
≤ 50 s per micro-task ✓ 6/7

Finish ≤ 5 min ✓ 6/7

Distraction ratio < 0.15 ✓ 7/7

Guideline accessed ≥ 1 times ◦ 3/7

Mislabel rate < 30% × 1/7

Table 4: Evaluation of criteria.

it was classified as partially passed. Below is a more in-depth
analysis of each metric.

Task Completion Time

We report the total task time to measure whether the partici-
pants’ sense of time improved and, thus, if they were able to
finish the task in that 5-minute window. The users managed
to finish the task in 128-301 seconds (M = 215 s). Most of
them did it well below the 300-second limit, except for P6,
whose session terminated automatically after 301 seconds.
They could not answer only the last question.

Figure 3: Distribution of durations (in seconds) for individual micro-
tasks.

Micro-task Duration
Micro-task duration was measured to examine whether it was
possible for the participants to do each micro-task in an ap-
propriate time so that their attention does not suffer. The
histogram in Figure 3 shows a right-skewed distribution of
micro-task completions. The majority of questions were an-
swered in the interval of 20-50 seconds (M = 43 s), although
some took considerably longer. Four participants (P4-P7)
spent more than the average time on individual items.

Mislabeling Rate
Mislabeling rate was measured to evaluate label accuracy.
The average error rate was 0.43. These rates ranged from
27% to 58% and it can be seen that these mislabeling rates
increased dramatically with the last four participants (P4-P7).
Moreover, those are the same individuals who took more time
per micro-task. Figure 4 shows 2 bar charts that represent the
mislabeling rate and completion time per participant.



Figure 4: Mislabeling rate and micro-task completion time per par-
ticipant.

Decision Change Rate
The 2-second cooldown period, during which the ”Confirm”
button was disabled, was intended to encourage participants
to think their decision through and to tackle the problem of
impulsivity, so the decision change rate measured how often
participants changed their label choices. From the analysis, it
can be seen that participants changed their chosen label 19%
of the cases on average. P1 (47%) and P6 (42%) relied the
most on this second thought window. Thus, this safeguard
feature did result in users rethinking their choices. However,
as it can be seen from Figure 5, higher decision change rates
did not generally correspond to higher accuracy rates as ex-
pected. Therefore, while the cooldown period encouraged
more deliberate decision-making, its impact on label correct-
ness remains limited based on this data.

Guidelines Usage
Guidelines usage measured how much were the label defini-
tions used throughout the task. Guidelines were not opened
that often (M = 0.57) and most participants did not use them
at all. Nonetheless, participants who used the guidelines at
least once showed a moderate positive correlation with label
accuracy (Figure 6). P1, P2 and P5 achieved the lowest error

Figure 5: Correlation between decision changes and label accuracy.

rates throughout the study.

Figure 6: Correlation between guidelines usage and label accuracy.

Distraction Ratio
Blur events occurred when participants minimized the inter-
face window or clicked outside of it which caused the web
interface to lose focus. The purpose of this metric was to
measure how often this happened. The metrics show that only
P1 and P2 supposedly tab-switched and this resulted in their
higher distraction rates. However, this did not cause any ma-
jor disruptions to their task performance or other metrics.

5.2 Qualitative Results
The reflexive thematic analysis applied to the seven collected
narratives yielded five themes that represent how the partici-
pants experienced the annotation task [3]. The refined code-
book used to derive the themes can be found in Appendix A.

The themes that were derived using those codes are as fol-
lows: Racing the clock, Using the 2-second pause to rethink,



Guidelines usage and label ambiguity, Interface traits that
mattered, Why the task felt personally important.

Racing the clock
All but two participants mentioned feeling rushed due to the
timer. P2 said that they ”always feel somewhat rushed in
timed tasks” while P3 reported that the ”timer in the corner
does add slight pressure, but it is a useful feature”. Overall,
the addition of a timer to the interface enhanced participants’
time awareness, as people paid more attention to how much
time had elapsed. However, it is important to note that hav-
ing a constantly visible countdown added some stress during
the task, which might have affected the performance of the
participants.

Using the 2-second pause to rethink
Three of the participants noted the 2-second cooldown pe-
riod as the reason for their decision change. P1 mentioned
that they changed their answers ”during the cooldown in sev-
eral questions” while P3, P4 and P6 responded that this time-
out window was irrelevant for them. P2 is the only partici-
pant who expressed some annoyance because ”it felt longer
than expected”. Although this feature encouraged some of the
users to reconsider their choices, its overall impact appeared
to be limited.

Guidelines usage and label ambiguity
Three of the participants (P1, P2, P5) reported that they used
the guidelines feature during the task. All of them used the
guidelines to clarify what they were supposed to evaluate -
whether helpfulness referred to the content itself or the cor-
rectness of the information. P1 mentioned they ”had to fig-
ure out the differences between helpful and partially helpful
answers” while P2 wanted to check if the ”assessment was
supposed to evaluate the factual correctness of the answer or
only if it sounded helpful”. On the other hand, P3 ”took the
meaning of each guideline into consideration before starting
to answer the questions” and P4 ”didn’t need the guidelines at
any point”, suggesting they were either able to memorize the
guidelines or felt confident without needing to consult them.

Interface traits that mattered
Most of the participants did not mention experiencing distrac-
tions during the task. P2 noted that ”the test was fairly short
with little opportunities for distraction”. However, some
users responded with intriguing insights about their interac-
tion with the interface. P4’s ”focus was always split between
understanding and answering questions and the concern of
time running out”, they also suggested to ”have the question
placed in a more centered position” as they ”forgot that there
was also a question” related to the answers. P6 reported that
their main difficulty was ”the font of the answers” and also
the answers being ”quite unintuitively formulated”.

Why the task felt personally important
This theme emerged from the reflections of one participant
(P6) who viewed the task as personally meaningful. They ex-
pressed their concern that neurodivergent perspectives need
to be better represented in AI. P6 commented on ”ADHD
doesn’t get accounted for in places, and llm is a relatively

new field for humanity so I want to contribute to it with peo-
ple like me in mind” which highlights the issue of hermeneu-
tical epistemic injustice in the annotation pipelines and the
development of LLM.

To conclude, these themes offer a detailed overview of par-
ticipants’ experiences during the annotation task. To further
contextualize these findings, Table 5 depicts how the themes
were mapped to the design requirements and shows the con-
nection between the interface design and the user engagement
with the system. Moreover, one theme addressed the broader
concern of the research, which is hermeneutical epistemic
justice in annotation practices.

Theme Mapped Design Requirement(s)
Racing the clock Limit sustained load, Sense of

elapsed and remaining time

Using the 2-
second pause to
rethink

Reduce impulsivity

Guidelines usage
and label ambigu-
ity

Guidelines always available

Interface traits
that mattered

Eliminate distractions

Why the task felt
personally impor-
tant

Addresses broader concept - HEI

Table 5: Mapping of themes to design requirements

6 Responsible Research
6.1 Reproducibility
All materials used for this study are publicly available. Sec-
tion 3 explains thoroughly how we carried out the experiment
while the source code used for the web interface and log anal-
ysis can be found in this GitHub repository.

6.2 Transparency of LLM Usage
Large language models were used to assist the writing pro-
cess of this paper. Moreover, they were utilized to develop the
web interface and Python log analysis script, as implement-
ing those was not in the core scope of the project. We used
GPT-4o and GPT-o3 for revising the flow of the narrative and
devising the sections’ structures. Every AI-generated prompt
has been carefully inspected and fact-checked if needed.

6.3 Ethical Considerations and Impacts
The study was approved by the TU Delft Human Research
Ethics Committee. Every participant provided informed con-
sent and could withdraw at any time. They were not exposed
to deception or sensitive content. The data collected from the
users were stored without any personal identifiers. The goal
of the study was to reduce hermeneutical injustice while min-
imizing any potential risk to the participants.

https://github.com/alexyotkov/annotation-interface


7 Discussion
7.1 Improved Hermeneutical Justice
Three of the five criteria were met showing that the re-
designed interface was more inclusive regarding people with
ADHD. Average micro-tasks were completed below the 50
s threshold, distraction rates were negligible (0.15) and the
label definitions tooltip was used by the top 3 most accu-
rate annotators. These numbers indicate that the design re-
moved practical barriers like time blindness, long attention
windows and guidelines memorization. This makes the par-
ticipation of our target group in annotation pipelines more
accessible. Furthermore, these results improve the gap men-
tioned by Spiel et al., that most technological systems try to
remove ADHD experiences because they are thought to be
disruptive [19]. Thus, ADHD perspectives can be better en-
coded into SFT datasets, which would result in a reduction of
generative hermeneutical ignorance [8].

7.2 Implications of Design Choices
Timer as ”time prosthesis” Making the remaining time
explicit solved time blindness but introduced timer pressure.
This is further backed up by a study which shows that dis-
abled individuals feel more anxious due to crowdwork task
time constraints [21]. This would suggest that a softer visual
representation could be used instead of the timer. Addition-
ally, an optional toggle to show and hide the timer could keep
the benefits while lowering the stress.

Cooldown did not help accuracy The cooldown certainly
affected the impulsive decision-making of the users. How-
ever, it did not solve the problem of label accuracy. As it
can be seen from the charts there was a negative correlation
between label accuracy and decision change rates. This sug-
gests that frequent label reconsideration might reflect hesita-
tion or uncertainty rather than a reflection of the chosen la-
bels. Thus, an adaptive delay with the addition of a support-
ing feature, such as limiting the number of decision changes
per question, might work better.

Guidelines on demand The results showed that guidelines
had a largely positive impact on the label accuracy of the par-
ticipants. However, having guidelines with the label defini-
tions easily accessible in the interface was not enough. Par-
ticipants were still reluctant to check them. Therefore, in-
troducing an always visible one-line hint next to the answer
could improve the results.

7.3 Limitations
The findings in this study are exploratory and should be inter-
preted with caution. The sample included seven participants
with ADHD but they were not tested against a neurotypical
control group. This weakens the statistical power and gen-
eralizability of the results. Furthermore, the length of the
annotation task session was limited to 5 minutes, which pre-
vented observing longer-term fatigue effects. Finally, help-
fulness labels were evaluated against ground truth defined by
the researcher, rather than group consensus, which could have
introduced bias in the results.

Finally, the results show that introducing small, cognitive-
aware tweaks already broadens who can participate in anno-
tation processes [5; 15]. The challenge remains accuracy and
adaptive cooldown and guidance seem like the next logical
step.

8 Conclusion and Future Work
The goal of this study was to reinforce hermeneutical jus-
tice by redesigning current supervised fine-tuning annotation
practices for people with ADHD. We answered the questions
of what the disparities are between current task structures and
specific ADHD traits, and how we can improve and fill these
gaps. Therefore, we designed a more inclusive annotation
tool to improve the interactions of our target group, which had
the aim to better represent them, in turn reducing hermeneu-
tical injustice. The findings support this because the time-
aware single-focus micro-tasks helped mitigate sustained at-
tention load and time blindness. Moreover, the availability of
the guidelines proved helpful as the performance of the an-
notators increased, yet they were underused. The 2-second
timeout window reduced impulsive submissions but it did not
improve accuracy. The qualitative themes confirmed that lay-
out design strongly shapes how users experience the task.

We provide the following suggestions for future work.
First, the design of the interface could still be improved fur-
ther, as discussed previously, to lower the labeling error rates.
Potential enhancements include an adaptive cooldown period
that changes the delay based on user behavior. Moreover, we
propose showing inline hints that contain the label definition
next to each option. Second, the study should be replicated
with a larger sample size and compared to a neurotypical con-
trol group. Furthermore, the framework should be extended
to other neurodivergent communities. Finally, the proposed
redesigned workflow could be embedded into SFT platforms
to measure the end-to-end impact on model representation.
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A Codebook

Code Definition Participants

Timer Pressure The participant felt rushed because a visible countdown was
running

P2 P3 P4 P6 P7

Time Blindness The participant lost track of elapsed time until they noticed the
timer

P2

Manageable Task Task demand felt comfortable within cognitive limits P1 P2 P5

Split Attention The participant switched focus between labeling the answers
and the timer

P4

Value-Based Perfectionism The participant wanted to perform well on the task because the
topic of ADHD was important to them

P6

Overthinking The participant spent excessive time thinking about the answers P7

Cooldown-Enabled Revision 2-second delay allowed the participant to change their decision
about a label

P1 P5 P7

Cooldown Annoyance Delay felt longer than expected P2

Cooldown Irrelevant Delay did not influence decisions P3 P4 P6

Slow Decision-Making The participant self-reported slow pace independent of the
cooldown

P6

Guidelines Used The participant opened the guidelines while doing the task P1 P2 P5

Label Definitions Memorized The participant heard the label definitions once and did not need
to check them during the task

P3 P4

Label Meaning Confusion The participant was confused about the label definition or the
label criteria

P1 P2 P5 P7

Information Overload Initial instructions felt overwhelming P6

Timer Distraction Timer itself pulled attention away P4

Layout Distraction The placement of the questions and choice of fonts made the
interface hard to read

P4 P6

Content Distraction The participant was distracted by thinking about the topic of the
questions and the correctness of the answers

P7

No Distraction No distractions were reported P1 P2 P3 P5

Table 6: Inductive codes derived from the post-task survey responses.
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