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Abstract

Computers having the ability to estimate intentions
to speak can improve human-computer interaction.
While plenty of research has been done on next-
speaker prediction, they differ from intentions to
speak since these rely only on the person them-
selves. Previous research was done on inferring
intentions to speak using accelerometer data with
some useful results. This paper expands on that
research by adding non-verbal vocal behaviour as
an additional modality, making the model multi-
modal. The model is trained on successful inten-
tions to speak, and tested on successful and unsuc-
cessful intentions to speak. Part of the dataset was
annotated for unsuccessful intentions to speak and
the signals in these annotations were analyzed. In
conclusion, using non-verbal vocal behaviour is a
much more reliable indicator of successful inten-
tions to speak than accelerometer data. Using a
combination of both improves the score slightly,
but not significantly. Training on unsuccessful in-
tentions to speak is likely needed to estimate these
reliably. Additional modalities could be investi-
gated to possibly improve the model further.

1 Introduction

As the usage of technology continues to grow, the signifi-
cance of human-computer interaction is becoming more and
more prevalent. While computers excel at performing actions
based on human instructions and programming, a gap exists
when the action of the human does not properly represent
their intention. Artificial intelligence lacks the ability to inter-
pret social cues and nuances of human behaviour. However,
by improving AI’s ability to interpret a person’s intentions,
human-computer interaction would benefit greatly.

Possible applications of the detection of intentions to speak
can include giving notifications in virtual meetings to let other
participants know someone wanted to speak but was not given
the turn. Additionally, for direct human-computer interac-
tions, it could be possible for the Al to detect when a person
did not perform their intended action and prompt them to still
do so.

In research done by Li et al. [1], they attempted to detect
intentions to speak using a body-worn accelerometer. In their
work, they are able to estimate these intentions better than
random guessing.

While they have built a model using accelerometer data as
a singular modality, more research can be done in using mul-
tiple modalities to estimate intentions to speak. Specifically,
non-verbal vocal behaviour (also referred to as audio for sim-
plicity) is a compelling modality to consider. Previous re-
search shows that the combination of movement and speech
is a reliable indicator of intentions to speak [2]. The com-
bination of accelerometer data that can capture movement
and audio features that can capture vocal behaviour can thus
yield reliable results. Therefore, this research aims to com-
bine these two modalities to estimate intentions to speak in
social settings.

1.1 Research questions

The main question this paper answers is:

To what extent can we estimate intentions to speak by
combining non-verbal vocal behaviour and accelerometer
data?

Sub-questions that will also be investigated are:

e How do estimations based on non-verbal vocal be-
haviour alone compare to those based on combining
non-verbal vocal behaviour and accelerometer data?

¢ How do estimations based on accelerometer data alone
compare to those based on combining non-verbal vocal
behaviour and accelerometer data?

* What cues indicate unrealized intentions to speak for
different people?

1.2 Related work

In research done by Petukhova and Bunt [2] on speaker se-
lection it was found that certain turn-taking behaviour signals
can be reliably observed. Four people classified 2,396 seg-
ments that contained cues and observing these results, the
combination of repetitive head movements and the use of
filler words was seen as a good indication of an intention to
take the turn. Posture shifts on their own were also seen as
a strong indicator of turn-initiation. Furthermore, they found
that showing more than one cue to take the turn resulted in a
higher chance of getting the turn. From this, it shows that the
combination of movement and vocal behaviour can be good
modalities to detect intentions to speak.

Hadar et al.[3] found that head shifts have a role in regulat-
ing turns and showing the boundaries of turns. Posture shifts
mainly occurred at the beginning of taking the turn, and usu-
ally began right before starting to speak and continued until
after speaking had started. Ishii et al. [4] also found that
head movement is a reliable indicator in predicting the next
speaker.

In research done on next-speaker prediction, Ishii et al. [5]
found that mouth-opening transition patterns (MOTPs) are an
effective predictor for the next speaker in multi-party con-
versations. While the dataset used for this research does not
have video footage containing all the participants’ faces, it is
likely audible MOTPs are included in the non-verbal vocal
behaviour.

In other research by Ishii et al. [6] on respiration patterns
in next speaker prediction, they found that “The next speaker
takes a bigger breath toward speaking in turn-changing than
listeners who will not become the next speaker”. Addition-
ally, for predicting the next speaker, the inspiration and am-
plitude of the inhalation were found to be an effective indica-
tors. With the accelerometer sensor on the torso, it could pick
up on respiration data [7].

Filler words such as ‘ok’, ‘so’, ‘well’ and ‘yeah’ frequently
appear in conversation. They usually fulfil one of two func-
tions: back-channelling, which shows engagement with the
other speaker, or an intention to take the turn. Research done
on the pitch contours associated with these cue phrases by
Hockey [8] shows that different pitch contours can indicate
different intentions, including turn-taking.



1.3 Background

In a social setting, the different people participating alternate
turns. A turn of a person happens when they are speaking and
the others are listening. There are four interactions happen-
ing in the turn exchange during a conversation: turn-taking,
turn-grabbing, turn-giving and turn-keeping [9]. Turn-taking
occurs when someone seizes the turn that is available. Turn-
grabbing or interrupting happens when someone seizes a turn
that is not available. Then there is turn-giving, where some-
one has the turn but signals that they are done and someone
else can take the turn. They can also take it again themselves
if no one else does. Turn-keeping happens when someone
has the turn and gives cues that they are not done speaking
and want to keep it. This research will be looking at inten-
tions to take or grab the turn. These intentions are considered
successful or realized if they get it and unsuccessful or unre-
alized otherwise.

In the context of this research and in accordance with the
research by Li et al. a distinction is made between ‘start’
and ‘continue’ when referring to turn-taking. A turn-taking
intention is considered ’start’ if the person did not have the
turn before, and ‘continue’ if they did. [1] Intentions to speak
will be considered ‘unrealized’ if the person does not get the
turn after showing cues and ‘realized’ if they do.

Section 2 will explain the methodology used in this re-
search and annotations done on unrealized intentions to
speak. The observations made from the annotations will be
discussed in section 3. The results of the experiments are
found in section 4. In section 5, the ethical aspects of the re-
search are explained. The conclusion, limitations and future
work can be found in section 6.

2 Methodology

This section outlines the various design choices made for this
research. Section 2.1 describes in detail the dataset chosen. In
section 2.2 the extraction of the realized intentions to speak
will be explained. Section 2.3 details the procedure of the an-
notations of unrealized intentions to speak. How the features
for the non-verbal vocal behaviour are extracted is discussed
in section 2.4. Lastly, section 2.5 explains the evaluation mea-
surements used for testing the model.

2.1 REWIND dataset

This research uses the REWIND dataset [10], a Dutch dataset
that contains video, audio and accelerometer data from a so-
cial networking event. During this event, the people walk
around freely and have conversations with each other. The
video data consists of four overhead cameras in different cor-
ners of the room. Most participants are in view of at least one
camera most of the time. The audio is taken from a select
group of participants wearing a microphone and a group of
participants wearing a body-worn accelerometer. Some par-
ticipants have all of these three modalities, which is the group
this research will look at, and consists of 13 participants. This
will result in an easier comparison of the estimations for re-
search done on different modalities. Using only the footage of
in-the-wild social networking, around 1 hour and 50 minutes

of data is left. Since this research aims to compare to pre-
vious research [1], using the same dataset leads to the most
meaningful comparison.

2.2 Realized intentions to speak

To extract realized intentions to speak, first, Voice Activity
Detection (VAD) and speaker diarization were used to find
when a participant was speaking as done by Vargas-Quiros
[10]. VAD creates an array of equal length to the audio seg-
ment, with a 1 if there was speech detected and a O if not.
Speaker diarization distinguishes different speakers from the
same audio segment, making it possible to see when the par-
ticipant is speaking and when the microphone is picking up
other people’s voices. If the segment of speaking is longer
than 1.5 seconds, it is considered a ‘turn’. This is to re-
move backchannels from the VAD, as no turn-taking or turn-
grabbing is happening then. As shown in figure 1, moments
in between speaking that were less than 1.5 seconds were
smoothed out, to prevent moments between sentences or brief
pauses in the turn to be detected as intentions to speak. Then,
as visualized in figure 1, the segment length x before the start
of the turn was taken and labelled as a realized intention to
speak. [1] The value of x depends on the window size, which,
for this research was either 1, 2, 3 or 4 seconds. The model
will be trained and tested on all four window sizes to explore
the differences in performance among them.

Voice Activation

Time

Processed Voice Activation

Time

Figure 1: Extracting realized intentions to speak using VAD (figure
taken from Li et al. [1])

2.3 Unrealized intentions to speak

For unrealized intentions to speak, footage of the dataset was
annotated when there was an intention to speak that was not
realized. Naturally, this was only done on perceivable inten-
tions to speak. For these annotations, a group of five peo-
ple, of which three were native Dutch speakers and two with
a slight understanding of Dutch, annotated a 10-minute clip
from the REWIND dataset. The participants annotated were
the 13 participants that were on video and had a microphone
and accelerometer. For the first few annotations, all group
members annotated the same participant and compared their
segments to agree on what would be categorized as an unre-
alized intention to speak. From this came the following rules:

* Anintention to speak will be considered unrealized if the
participant does not get the next turn after the intention,



or if it is followed by another intention.

* An intention will be categorized as ‘continue’ if the par-
ticipant had the turn before having the intention and
‘start’ if they did not.

* If the participant gets the turn briefly after the intention,
but is quickly interrupted, this will not be considered an
unrealized intention to speak.

e An unrealized intention will last from the first perceiv-
able cue until the last perceivable cue.

The cues chosen to pay attention to when annotating were
decided on by observing the dataset and previous literature.
The size of the annotation was not fixed, since the size of the
segment is dependent on the window size taken from x sec-
onds before the final cue until the final cue. The observations
from the annotations will be discussed in section 3.

2.4 Feature extraction

After segmenting the realized intentions to speak, feature ex-
traction for the audio was done using openSMILE (open-
source Speech and Music Interpretation by Large-space Ex-
traction) [11]. The features extracted are those in the Geneva
Minimalistic Acoustic Parameter set (GeMAPS) [12], of
which the latest version is included in openSMILE. GeMAPS
is a minimalistic voice parameter set including various par-
alinguistic features purposed for automatic voice analysis.
The feature set aims to be a common baseline of a standard
acoustic parameter set. The 25 features extracted from the au-
dio files were reduced to 10 using Principle Component Anal-
ysis (PCA) [13] as a dimensionality reduction method. PCA
transforms the original features by computing the covariance
matrix. The 10 eigenvectors of the covariance matrix (princi-
pal components) with the largest eigenvalues are selected for
the reduced feature vector. This way, the components with
the largest variance will be included. This vector is what was
used for the model. From calculations done on the covariance
matrix, it was found that using 10 features would retain 95%
of the information of the data, which is why a reduction to 10
features was chosen (figure 2).
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Figure 2: Cumulative variance of number of features for PCA visu-

alized by J. van Marken using format of Mikulski [14]

For posture shifts and head movements, accelerometer data
was used to compute the movement of a participant. The data

is taken from a body-worn accelerometer that measures the
rate of change velocity of the wearer on the x, y and z-axis.
This was chosen over the body pose extraction from the video
for simplicity and easier comparison with previous research.
Additionally, using an accelerometer also allows for possibly
picking up on respiration patterns, which is not possible from
body pose [7].

2.5 Evaluation

The model used for this research is adapted from the models
created by Li et al. [1] for detecting intentions to speak using
accelerometer data and Vargas-Quiros [15] for speaker sta-
tus detection using video, pose and accelerometer data. The
model used is a residual neural network, aiming to classify
a window of 1000-4000ms as either an intention to speak or
not.

The AUC-ROC curve (or AUROC) is the performance
measurement that was used to evaluate the model. The ROC
is a probability curve, plotting the true positive rate against
the false positive rate. The AUC is the area underneath the
ROC curve. The worst performance for AUC is 0.5, which
means there is no distinction between the classifications, a
random classifier. The best AUC score is 1 when the model
perfectly classifies 0 to O and 1 to 1.

3 Annotations unrealized intentions to speak

Using the procedure described in section 2.3, the group had a
total of 53 annotations. All these annotations were compared
and agreed upon by at least two group members. Of these an-
notations, 32 were labelled ’start’ and 21 were labelled ’con-
tinue’.

3.1 Observations

From the annotations, multiple turn-taking cues were an-
notated. These included: posture shift, head movement,
arm/hand movement, use of filler words, intonation, lip
smacks, throat clearing and audible breathing. It was ob-
served that 77% of the intentions included head movement,
56% showed posture shifts and 50% hand/arm movement.
Also notably, 77% of the intentions included a filler word,
and of these 41 intentions, 35 also had intonation that could
indicate the intention. Conversely to the observations paper
of Li et al. [1] only 22% of the annotations contained lip
smacks or audible breathing. It must be stated, however, that
especially intentions to speak that contain filler words are rel-
atively easy to spot, compared to more subtle intentions. This
could skew the results to show a higher percentage for the
use of filler words than that reflects the real world. Never-
theless, these findings further support the research question
focusing on movement and audio cues. The accelerometer
sensor should also be able to measure the head movement in
the total body acceleration.

3.2 Comparison

Comparing our annotations to those of Li et al. [1] there are
a lot of differences. While 22 of the annotations are in total
agreement (time stamp and label), for 43 annotations there
is disagreement as seen in table 1. These disagreements are



counted from annotations from both Li et al. and ours and
are the annotations that did not have an agreement pair. For 3
segments the same time stamps were annotated, but they did
not have the same ’start’ or ’continue’ label. From investi-
gating these disagreements, one of the things that stood out
is Li et al. classified someone starting to speak and getting
interrupted after a few words of their turn as an unsuccessful
intention to speak. As stated in 2.3, we counted this as being
interrupted and thus not an unsuccessful intention to speak, as
the participant did briefly have the turn. Furthermore, while
Li et al. had one person doing the annotations, this group al-
ways had at least two people looking at the same annotation
segment. This could also explain the differences.

H Start Continue H

Total agreement 15 7
Disagreement 21 22
Mislabeled 3 3

Table 1: Comparison annotations.

The observations concerning posture shifts and head move-
ment being correlated with intentions to speak are in line with
the findings of Petukhova and Bunt[2]. Although the data in
that research is English, their observations concerning ’filler
words’ indicating intentions to speak, while English, are also
in accordance with our annotations. Since their research has a
video containing all the participants’ faces, their results about
lip-opening patterns yield better results than the annotations
from REWIND, which are solely based on audible mouth-
opening patterns.

4 Experimental Setup and Results

The experimental setup used for this research will be de-
scribed in section 4.1. Section 4.2 will explain the results
of the experiments in detail.

4.1 Model

To validate the model 3-fold cross-validation is used with
batch size 32. The test set of the model is the 10-minute
segment that was annotated (01:00:00 - 01:10:00), to allow
for testing on unsuccessful intentions to speak. The model is
trained on all other data. The model was trained and tested
with different window sizes: 1, 2, 3 and 4 seconds. As ex-
plained in 2.2, positive samples are automatically extracted
with the same length as the window size. The negative sam-
ples were taken from the rest of the data, but excluded data
labelled as an intention to speak, both extracted and anno-
tated. The ratio of positive to negative samples is 1:20.

The multiple modalities are combined using late fusion,
where the mean of the output masks was taken. The mask
length is 20 per second, meaning it will be 20 for a 1s win-
dow, 40 for a 2s window etc. This is the same length as the
model used for the accelerometer only by Li et al. [1].

There are five different test sets used for experiments. Ex-
periment 1 contains all cases, including all the annotated un-
realized intentions to speak and the extracted successful in-
tentions to speak. Experiment 2 contains only the extracted

successful intentions. In experiment 3 there are only the an-
notated unrealized intentions. Experiment 4 contains only
the unsuccessful cases labelled ’start’ and experiment 5 only
those labelled *continue’. The tests, with the exception of the
annotation comparison, were all done with the annotations of
Li et al. to have a more meaningful comparison. Separate ex-
periments were run for audio alone, accelerometer alone and
the combination of accelerometer and audio for easy compar-
ison between the modalities. For each test set and window
size combination, the model was tested 100 times to account
for the randomness in choosing the test samples. From these
results, the mean AUC score was computed as well as the
standard deviation.

4.2 Results

Estimating intentions to speak using non-verbal vocal
behaviour only.

Figure 3 shows the AUC values for the different test sets for
all window sizes. From this, notably, experiment 2 using
only successful intentions to speak in the test set gives the
best result. The model gives the best results for a window
size of 2s testing only on successful intentions to speak with
an AUC score of 0.7147. Window sizes 3 and 4 also give
similar, although slightly lower, AUC scores with 0.6993 and
0.7077 respectively. The standard deviation of experiment 2
is also very low, showing a lot of consistency over the 100
experiments. The lowest is 0.0019 for window size 1 and
the highest is 0.0050 for 4s. Unsurprisingly, the model per-
forms best on successful intentions since it was trained on
this. Testing on the unsuccessful intentions, the model per-
forms worse. For the 1s window, the AUC scores are very
close together, but they spread out more the bigger the win-
dow size gets. Of the unrealized intentions to speak, the high-
est AUC scores are in the ’start’ category, peaking at 3s with
an AUC of 0.5852. The intentions labelled ’continue’ per-
formed especially poorly, 0.2697 for 4s. Since the ’continue’
intentions happen after the participant had the turn before,
part of this turn could be included in the segments, especially
for the larger window sizes. This could explain the low per-
formance compared to the ’start’ intentions.
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Estimating intentions using accelerometer only.

Figure 4 shows the AUC scores of the different window sizes
and test sets for accelerometer data only, abbreviated to ac-
cel. This research aimed to replicate the model from Li et
al. [16] as well as possible, and the successful intentions to
speak are very similar to the revised scores from their pa-
per. The performance for unsuccessful intentions to speak is
slightly different but still follows around the same patterns.
This difference can be explained by randomness in sampling.

Overall, accelerometer data performs worse than non-
verbal vocal behaviour for successful intentions to speak,
peaking at 0.5922 for the 3s window. Remarkably, accelero-
moter data alone scores worst at the 2s window with a score
of 0.5124 while this window size was best for audio.

The scores for testing on unsuccessful intentions to speak
are closer to those of the successful ones compared to audio.
Also, the drop off in performance seen in figure 3 for the 4s
window is a lot smaller for accelerometer data. This can be
explained by the accelerometer data being less affected by
overlapping with a previous turn than non-verbal vocal be-
haviour.
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Estimating using non-verbal vocal behaviour and
accelerometer data.
Looking at figure 5 and 6 it shows that the multimodal model
performs similarly to the audio-only model, albeit slightly
better. For this model, the successful cases perform best
with AUC scores of 0.6742, 0.7379, 0.7159 and 0.7082 for
the different window sizes. The non-verbal vocal behaviour
seems to have a bigger influence on the performance of the
model than the accelerometer data. This is logical since the
non-verbal vocal behaviour performs a lot better than the ac-
celerometer data. While the combination of the modalities
shows improvement in the model, these improvements are
small. The same holds for the unrealized intentions to speak.
One-tailed t-tests were done to compare the multimodal
performance to accelerometer alone. Then, the p-values of
these tests were computed. The p-value is the probability that
the null hypothesis is true. A value smaller than 0.0001 shows
that the difference is significant and the null hypothesis can
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Figure 6: AUC scores comparing modalities for successful inten-
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be rejected in favour of the alternative hypothesis. A value of
0.9999 or higher shows that the null hypothesis is likely true.
In this case, the null hypothesis H is: The multimodal model
performs similarly or worse than the accelerometer model.
The alternative hypothesis, Hi, is: The multimodal model
performs better than the accelerometer model. These values,
shown in table 2, when green mean that the null hypothesis
can be rejected and the multimodal model performs signifi-
cantly better. The values coloured red mean that the multi-
modal model performs worse than the accelerometer model.

p-value Is 2s 3s 4s
all <0.0001 | <0.0001 | <0.0001 | <0.0001
realized <0.0001 | <0.0001 | <0.0001 | <0.0001
unrealized | <0.0001 | >0.9999 | <0.0001 0.9740
start 0.0001 >0.9999 | <0.0001 | <0.0001
continue <0.0001 | >0.9999 | >0.9999 | >0.9999

Table 2: Table showing p-values of audio+accel compared to accel
only

Different annotations.

Figure 7 shows the comparison of performance for the model
for unsuccessful intentions between the annotations done by
Li et al. [1] and ours. For both annotations, the inten-
tions labelled ’start’ perform a lot better than those labelled
"continue’. Notably, the performance difference in the ’con-
tinue’ intentions in the 2s and 4s windows is quite big. Since
the segment chosen for the unrealized intention to speak is
based on the noted end time of the segment, a slight consis-
tent difference in end time could also explain the differences.
Mainly, given the high number of disagreements discussed
in 3.2, it is unsurprising there are big differences in perfor-
mance. It can be seen, however, that the annotations of this
project generally perform better than those of Li et al..
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Figure 7: AUC score multimodal unsuccessful annotations Li et al.
Vs ours

5 Responsible Research

The research will be reproducible by anyone with access to
the dataset and the repository used to write the code for the
project [17]. The time stamps of the unrealized intentions to
speak are also part of this repository.

To ensure the privacy of all participants, an End User Li-
cense Agreement (EULA) was signed by all research group
members. In this EULA, it was specified that the data may not
be shared with third parties, and may not be used to identify
the people in the dataset. Therefore, all work done with the
dataset where video or audio footage was visible or audible
was done in a private environment, and no data was shared
without being fully anonymized.

Given that the annotations are done based on human in-
tuition, it is safe to assume some bias might be present. To
account for this bias, the research group made sure no annota-
tions were done by one person alone, and all annotations were
at least agreed upon between two people. If there was further
uncertainty, the specific annotation was discussed with all five
group members.

Another important aspect to look out for is confirmation
bias. The knowledge of the different research being done by
members of the research project group (body pose, lexical in-
formation, non-verbal vocal features), could make the annota-
tor hyper-aware of these features when looking for unrealized
intentions to speak. The group was aware of this possible bias
and made an effort to approach the task objectively.

6 Conclusions and Future Work

This research estimates intentions to speak using multimodal
data. It builds on previous research done on this same topic
using accelerometer data as a sole modality. For this re-
search, non-verbal vocal behaviour was added as a modal-
ity. Intentions to speak are split into successful intentions,
which are extracted from the data, and unsuccessful inten-
tions, which were manually annotated. From these annota-
tions, it was found that head movement, filler words and into-
nation could be reliable indicators for unsuccessful intentions
to speak. Additionally, posture shifts and arm/hand move-
ment were common indicators.

Testing the model shows that non-verbal vocal behaviour
is a good modality to infer intentions to speak, performing
best on successful intentions to speak. Accelerometer data
alone, while performing better than random guessing in suc-
cessful intentions to speak, performed much worse than non-
verbal vocal behaviour. Combining the modalities showed a
slight increase in performance compared to non-verbal vocal
behaviour.

Limitations
It is unsurprising the model performs a lot better on suc-
cessful intentions to speak than on unsuccessful ones since
the model is only trained on successful intentions. While
it shows unsuccessful intentions can be estimated to some
degree, a model trained on unsuccessful intentions to speak
would likely give better results or a more accurate result.
Additionally, because of the way the negative samples are
chosen, there is a chance unsuccessful intentions to speak



are included in these. This could skew the results for un-
successful intentions to speak, and possibly even successful
intentions to speak if the cues are very similar. This could
be solved by having a bigger set of annotated data and only
choosing negative samples so unsuccessful intentions are ex-
cluded.

Future work

Firstly, adding additional modalities to the model would be
interesting to research and see what could improve the esti-
mation. These modalities include video, body pose and lex-
ical information [2-8], [10]. Secondly, as mentioned in the
limitations, annotating a larger part of the data will allow for
training on unsuccessful intentions to speak and thus more ac-
curate estimations. While some parameters were optimized,
looking more into parameter tuning and the choices made for
VAD processing could also improve the performance of the
model.
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