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1
Abstract

The subject of this thesis is to find a way to manipulate the bodily dominance expressions of robotic be-
haviors. The expression of emotion is an important part of the development of Socially Interactive Robots.
Previously, studies about the robotic emotions usually focus on single behaviors. Because the generation and
testing of new behaviors are time consuming, this kind of emotional manipulation procedure requires a lot of
work when applied in practical use. The innovation of this thesis is to explore a solution that can modify the
dominance level of a wide range of robotic behaviors without the re-creation of new behaviors. The results of
this work can be used for the design of the robotic movements and the development of robotic applications.

1





2
Introduction

2.1. Research Background
2.1.1. Socially Interactive Robots
With the appearance of artificial intelligence technology, robots are likely to have more social roles in our
daily life. The need of functionalities about the interaction between a robot and its environment gradually
caught researcher’s attention [41]. People are exploring the possibility of robotic applications that can be
used in various social contexts [4, 10, 20, 26, 34, 35]. Therefore, one of the goals in current robotics research
is to attach social abilities to robots which can communicate with different people without any specific train-
ing, including elderly people and children. This gradually arouses people’s attention towards various studies
of human-robot interaction (HRI) [17]. HRI addresses how humans interact with robots, and how best to
design and implement robot systems which are capable of accomplishing interactive tasks in human social
scenarios[18]. In this paper, we use “socially interactive robots (SIR)” to indicate robots with social abilities
and are able to participate in human-robot interactions.

One of the important social characteristics of socially interactive robots is the ability to express emotions
[41]. This need brings new challenges to HRI study because the emotional expression is not a robot-centered
function but a complicated problem that involves the psychological research about how the human think
about the robot.

2.1.2. Nonverbal Behaviors
Similar to human communication, the interaction between human and humanoid robots consists of both
verbal and nonverbal behaviors. Nonverbal behaviors refer to the use of many wordless and visual cues, such
as body language, facial expressions, distance, physical environments, eye contacts, clothing, and gestures
[1]. Moreover, besides the convey of information, the nonverbal behaviors are proved as a significant way to
convey feelings and attitudes[1, 29].

It is imperative for socially interactive robots to have a correct system to convey the correct emotions
through nonverbal behaviors. However, the development and manipulation of nonverbal behaviors is a com-
plex problem which is largely affected by the mechanism of the robots in use. For example, Pepper (2.1(a))
is available to convey emotions through bodily expressions and clothing with only its upper body; Asimo
(2.1(b)) is capable to deliver through its entire body but is unavailable to use facial expressions due to the
lack of facial features; Sota (2.1(c)) cannot represent hand gestures because it doesn’t have fingers; Interactive
Cat (2.1(d)) is designed to show various facial expressions but it is not capable to perform any bodily expres-
sions; Kobian (2.1(e)) can execute various nonverbal behaviors both facially and bodily since it supports the
movement of facial components, limbs, fingers and clothing customization.

Therefore, it is hard to build a standard nonverbal behavior system that is suitable for all socially interac-
tive robots. Researchers and developers should design the nonverbal behaviors based on the physical char-
acteristic of different robots. However, it is still possible to explore the features for each type of nonverbal
behaviors. For example, studies can be conducted to derive the similarities of bodily expressions on all the
robot which supports limb movements, or gesture designs for all the robots with fingers. These results can
provide ideas about how to design robots and robotic applications. In this thesis, we investigate the manipu-
lation of bodily expressions.

3
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(a) Pepper (b) Asimo (c) Sota (d) Interactive Cat (e) Kobian

Figure 2.1: Different designs of socially interactive robots.

2.1.3. Parameterized Behavior Modulation
Previously, the studies about the nonverbal expressions of emotions of socially interactive robots are based
on various approaches. One of the major procedures is to make the robot mimic human behaviors [2, 8,
15, 23, 24, 27, 46, 47, 49]. Some studies exhibited the potential of using behavior parameters to control be-
havior expressivity. Zecca et al. first created multiple facial behaviors and tested them through perception
experiment, then implemented 7 emotional facial expressions on Kobian robot based on the experimental
results [49]. Haring et al. investigated 4 emotions (anger, fear, joy, sadness) and build 2 different bodily ex-
pressions on NAO robot for each emotion. And tested and compared the effects of these behaviors through
experiment.[23]. Breazeal et al. created 9 facial expressions for 9 basic emotions. Then delivered a robotic fa-
cial expression system by modulating the parameters of the basic expressions [8]. Xin et al. generated 6 facial
emotions with the same parameters they recognized from real-time human expressions to make the robot
mimic real human behaviors [46]. Part of the generated emotional behaviors of these research are shown in
2.2.

Hence, parameterized behavior modulation is a commonly used procedure for the design and creation
of nonverbal behaviors of robots. However, one similarity of all these works is that every behavior is created
manually to express one specific emotion. Therefore, with this method, to establish a completed nonverbal
expression system for socially interactive robots, various behaviors should be implemented independently to
perform different emotions. Expressions for happiness, sadness, fear, anger and so on are all in need. And lots
of experiments are required to evaluate the performance of these behaviors, which brings enormous tasks to
researchers and developers. Furthermore, emotions are often intertwined with mood, temperament, person-
ality, disposition, and motivation [39]. For example, one simple movement, waving hand, can be conducted
gently to show friendless, and also can be conducted fast to express anger or excitement. Thus, it is difficult
to let the robot act naturally in all possible circumstances by using a limited amount of behaviors for specific
emotions.

Xu et al. presented another innovative procedure for parameterized behavior modulation [47]. In this
work, bodily behaviors of the NAO robot are investigated. Unlike other studies who developed whole body
expressions for specific emotions, Xu et al. focused on the parameters of the movement. For example, how
the speed, the hand height and the hold time can affect the emotional expression of the hand waving move-
ments. Once the relations between the parameters with the emotions are explored, it is possible to establish
an efficient solution to manipulate the conveyed emotions through changing the related parameters. Com-
pared to previous modulation of robotic emotions, this strategy does not require the manual creation of new
behaviors. Given the information of an existing movement, different emotions can be conveyed through the
manipulation of parameters. Based on this idea, the requirement of the analysis of emotional parameters
arouses.

2.1.4. Interpersonal Circumplex
To simplify the procedure and reduce the workload of the development of robotic nonverbal behaviors, we
focus on the study about the related bodily parameters of different emotions. Among all emotions, the dom-
inance and the warmth are the most important one since they are thwo axes of the interpersonal circumplex
model. The interpersonal circumplex − also known as the interpersonal circle − is a model for conceptu-
alizing, organizing, and assessing interpersonal behavior, traits [44]. Fundamentally, the interpersonal cir-
cumplex is a two-dimensional representation of a given interpersonal space (of interpersonal needs, values,
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(a) Kobian fear (b) Disgust (robot developed by Xin.) (c) KPR-4 surprise

(d) NAO joy (e) NAO angry

Figure 2.2: Nonverbal emotion expressions of different socially interactive robots.

problems, traits, etc.) in which the set of variables are organized theoretically as a circle. [43]. As shown
in Figure 2.3, the two dimensions which define this emotional space are dominance and warmth. Domi-
nance represent ideas of power, status, and control, whereas valence suggests love, affiliation, union, and
friendliness. Circumplex models also assume that each interpersonal variable, usually represented as a type
of emotion, can be regarded as a particular blend of dominance and valence, depending on that variable’s
location on the circle [21].

Interpersonal circumplex models are regarded as useful tools for identifying or differentiating personality
disorders, since interpersonal dispositions are key features of most personality disorders [28]. Hence, we
expect that it can also be used for the design of robotic nonverbal behaviors.

2.2. Research Questions
Instead of creating multiple behaviors to represent different emotions, we want to build a generic proce-
dure that can be used to attach different emotions on every single nonverbal behavior. This parameterized
behavior manipulation system aims to manipulate the position on the two dimensions in the interpersonal
cirsumplex model by changing the expressed dominance and warmth. In this way, with the modulation of
the interpersonal circumplex model, it is possible to reach any target position in the interpersonal space and
make the robotic behavior express expected emotions. Compared to previous parameterized behavior mod-
els about robotic emotions, this solution is expected to be capable to adjust the dominance degrees of various
implemented behaviors automatically without the creation of new behaviors.

In this work, we focus on the nonverbal expression of the horizontal dimension: the dominance. These
following general research questions will be discussed:

• Which bodily features are regarded as the symbols of dominance in human communication? (Chapter
2)

• Do the dominant bodily features of human behaviors have a similar effect on robotic behaviors? (Chap-
ter 3)
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Figure 2.3: A generic interpersonal circumplex model [21].
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• What are the related parameters of dominant bodily features and how to manipulate them on the NAO
robot? (Chapter 3 and 4)

• What is the performance of the parameterized dominance manipulation of the robotic behaviors?
(Chapter 5)

2.3. Thesis Overview
As explained in the previous sections, we want to build a generic method for the development of robotic
nonverbal behaviors. Therefore, the modulation of the dominance and the valence is important to let the
socially interactive robot express proper emotions as we expected.

Here we give a brief overview of the following chapters:

• Chapter 2: This chapter is the literature study of the previous researches of the nonverbal dominant
expressions of human interactions. Factors that may affect the dominance expression of the human
are summarized.

• Chapter 3: To verify whether the factors we got from Chapter 2 can also affect the human-robot interac-
tion, we manipulate these factors on several bodily behaviors. Then an online experiment is developed
to check the effect.

• Chapter 4: In this chapter, we implement the parameterized modulation in an application, personal
assistant for a healthy lifestyle (PAL), which aims for the study of long-term child-robot interaction.
The implementation achieves the manipulation of dominant factors upon dynamic behaviors.

• Chapter 5: To evaluate the performance of our implementation, we build a perception experiment with
three behavior patterns. The result is analysed by ANOVA.

• Chapter 6: This chapter concludes the thesis and summarizes the findings. We discuss the results and
limitations of our work, envision possibly interesting research directions, and propose potential appli-
cations.





3
Dominant Bodily Expressions of Human

Interactions

In this chapter, we explore the features of dominant expressions in human interactions. The studies about
nonverbal expressions of dominance can be driven by different purposes and methods. For example, some
research focus on the experiments and analysis of the effects of specific human behaviours while others may
try to conclude the different patterns of expressions in different contexts. The potential dominant factors
which are possible to be used for the development of the dominance manipulation of the NAO robots are
selected for following implementations.

3.1. Overview
There are only a few of works focuses on the exact parameterization of specific nonverbal expressions and the
corresponding effects. For example, Mignault and Chaudhuri et al. conducts several experiments about the
relation between the head tilt angles with the dominance perception [31]. Some studies do not have an exact
research purpose about dominant expressions, but they also provide some related results indirectly. For ex-
ample, Rule and Jr et al. investigate the performer’s ability to recognize several dominance expressions under
some physical and temporary constraints [38]. They created several postures for testing and assumed they
can represent dominant, neutral, or submissive feelings. Therefore, besides their original research goal, they
also proved the perceived dominance level of tested postures are in consist with their expectation. Therefore,
the created postures can be used to derive the related dominant features.

In addition to the research with experimental evaluation and validation, there are also some works based
on the meta-analysis of experimental results from previous studies. Hall and Coats et al. present a detailed
review about the existing studies of dominance expressions. Nonverbal behaviors are categorized and com-
pared in order to explore the cues related to dominance.

Since implementation of nonverbal behaviors is affected by the mechanism and functionality of the robot,
and our implementation is based on NAO robots, there are several limits when selecting available dominant
cues. For instance, facial expressions are not feasible for NAO. Hence, we only discuss feasible bodily behav-
iors in the following sections. The unfeasible dominant bodily features are shown in Appendix A for further
studies. An overview of the general content and research purpose of the selected papers is given in Table 3.1.
The discussion of these studies are summarized in the next section.

3.2. Dominant Cues of Human Communication
3.2.1. Head Pitch
Carney and Hall et al. (2005) [11] have investigated potential nonverbal expressions related to social power.
A wide range of nonverbal behaviours (NVBs) are investigated under the same experimental procedure: dis-
playing pictures of NVBs to observers and let them rate the dominance / submissiveness degree. In this work,
various NVBs are considered by category. Within the head movement category, high power individuals were
expected to engage in more upward tilting of the head, orienting head toward other, and shaking head when
listening. However, orienting head toward other and shaking head when listening are complicated interactive

9
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Figure 3.1: Mignault and Chaudhuri (2003): The tested sample of a female (top row) and male (bottom row) actor at different head angles
[31].

behaviors during communication, which requires a real-time detection of the user’s location and behavior,
which is not available with the current PAL system. Since the development of these functions are beyond the
scope of this thesis, the head tilt is the only suitable one in current condition.

Mignault and Chaudhuri (2003) [31] investigated the function of dominance perception and head angles.
Additional factors that may affect people’s perception, like hair and skin tone, are removed from the pictures
of real human heads at different angles and they are displayed in a gray background. The result clearly shows
that a bowed head connotes submission while a raised head connotes dominance (especially for women)
under pure single stimuli. The experimental materials are shown in Figure 3.1.

Rule and Jr et al.(2012) [38] also proved the same conclusion. Moreover, instead of using pictures of hu-
man head directly, some image processing procedures are applied to extract the contour and the key features
of these pictures. Therefore, it may also be possible for robots without facial expression to use the same tiled
head expression to express dominance. 3.2.

On the other hand, Bee and Pollock et al. (2010) [3] and Reuderink (2006) [36] focus on the dominant
effect when various factors are simulated together. Bee and Pollock et al. (2010) revealed an unexpected
finding that when both verbal and nonverbal stimuli are applied together through the same virtual character
and have inconsistent meaning, the perception of dominance will be different[3] . Reuderink (2006) analyzed
the overall expression effect with tilted head in combination with gaze. The result shows that though up-
tilted head usually represents dominance, it could also express submissiveness with an opposite eye gazing
direction and short gazing time. Based on these concerns, we do not use verbal expression and eye gazing
functions of NAO in the following implementation and experiments.

In conclusion, many works have proved that the angle of the head tilt could be configured to express
various levels of dominance / submissiveness of human. And it is feasible for the NAO robot to mimic this
behavior. So this factor is selected for the following implementation. To indicate the moving direction of the
head more clearly, we use "head pitch" to represent this factor in subsequent chapters.

3.2.2. Body Expansiveness
Carney and Hall et al.(2005) [11] have proved the erect body and extended or stretched out legs are symbols
of power while Hall and Coats (2005) [22] found openness is also related to dominance. Though these two
research do not provide any clear picture or definition of the body features they tested in their experiment,
some other studies are inspired by these findings and have recreated the probable standing postures which
are available in their literature.

In the work of Carney and Cuddy (2010) [12], expansiveness is described as "taking up more space or less
space" and openness is described as "keeping limbs open or closed". And a pair of standing postures are
captured to represent dominance or submissiveness. The experiment of this work shows that the selected
postures can successfully express expected emotions. The standing posture is shown in Figure 3.2.

After this work, various studies are conducted to analyze the social effect of body expansiveness. Many
additional experiments have been published and proves that expansive posture will result in: an increased
thought of confidence [9], an imagined role of dominance [14], marginally increased power feelings [16],
an increased power feeling [19], pride feelings [40], the decreased threat and the increased mood [42], an
increased cognitive accessibility of power-related words [25], a higher self-esteem and less fear [32]. Beyond
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(a) Expansive standing (b) Constrictive standing

Figure 3.2: Carney and Cuddy (2010): Tested standing postures with different levels of expansiveness.

the dominance expression, there are also evidences showing that the expansive body has a positive impact
on many other phenomenon, for example, cheating and traffic violations [48], recall of negative words [30],
pain tolerance [6]. These results are all reviewed in Carney and Cuddy et al. (2015) [13].

However, among all these related works, a clear definition of body expansiveness is missing. There is no
parameterized standard to distinguish which postures are expanssive and which are constrictive. Moreover,
some studies do not provide the image or video stimuli they used in their experiments with only a vague
description. Part of the available image stimuli or the example pictures are shown in Figure 3.3, from which
we summarize that the expansive body usually has these traits:

• legs and arms are extend out of the body

• the angle between the arms and the trunk is large

• the distance between two feet is large

• the limbs stretch out

• the body is erect

In contrast, a constrictive posture usually has:

• legs and arms are crossed

• the angle between the arms and the trunk is small

• two feet are close to each other

• the limbs and the body are squeezed

Currently, there is no study presenting a parameterized result of the dominance perception and body
shapes. But we can also use the postures displayed in these figures for a more concrete function describing the
relation of perceived dominance with posture parameters. This will be discussed in the following chapters.

3.3. Conclusion
In conclusion, the head pitch and the body expansiveness are commonly believed as symbols of human dom-
inance expressiveness. And they are also feasible to be manipulated on NAO robots. There are also many
other NVBs related to dominance, however, they are constrained by the functionality of NAO and the PAL
system. These results are listed in Appendix A which may be investigated in the future for other humanoid
robots and applications.
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(a) Expansive postures

(b) Constrictive postures

Figure 3.3: Image stimuli or examples of experiments about body expansiveness in related studies.





4
Validation of Factors

The bodily expressions of dominance / submissiveness are quite complicated for humans. Many features can
affect observer’s perception, such as the body expansiveness and the head pitch. As for humanoid robots, it
is still unknown that these features also can play a role in human-robot interactions. In order to explore the
bodily behavior and the method to manipulate dominant expressions of humanoid robots, we investigate
the influences of the body expansiveness, the head pitch as the potential bodily symbols of dominance. The
observation distance, the observation height are also studied to check whether the bodily manipulation can
work in different observation conditions and can be applied on different types of postures. The conclusions
can be used for further manipulation of the dominance / submissiveness.

4.1. Experiment Overview
Our goal is to figure out whether the body expansiveness and the head pitch can significantly affect observer’s
perception of dominance from humanoid robots and then explore the possibility to control the dominant /
submissive expression by manipulating the related parameters. To avoid the probable effect brought by the
observation angle and height, the height of the robot position and the observation angle are also and eval-
uated to generate comprehensive conditions since they may affect the observer’s recognition of our bodily
manipulation. For this experiment, we capture multiple images of the NAO robot with different postures and
observation conditions. Then, an online experiment is deployed on Amazon Mechanical Turk.

4.2. Image Stimuli
A programmable humanoid robot, NAO (Aldebaran Robotics, France), is used to perform bodily expressions.
It is also used in the PAL system. As shown in Figure 6.1, the distance between the robot and the height
of the camera are fixed. Photos of robots are captured by the camera from observation angles of 0◦ and
30◦. A 110cm-tall table is used to adjust the height of the robot. The body expansiveness of the NAO robot
is represented by the angle between the arm and the trunk, the angle between the leg and the trunk and
the stretch of legs and hips. The head pitch is the angle between the head and the horizontal. For each
posture, limbs of the NAO robot are configured in two sets of parameters as shown in Figure 4.2. In Chapter
2, most of the work about human behaviors focus on only one variable each time, the head pitch or the body
expansiveness, and there is no existing study about the combined performance of the head pitch and the body
expansiveness. It is unknown what the overall effect will be when the manipulation of the body expansiveness
is contrary to the manipulation of the head pitch. Therefore, in this experiment, we set the manipulation
of the body expansiveness in consistent with the manipulation of the head pitch. The expected dominant
postures are all in an expansive body and an upward tilt head while the expected submissive postures all
have a constrictive body with a downward tilt head.

To give a comprehensive analysis of the effect of postures, we picked 11 typical postures with different
features: sitting, standing, symmetric arms, asymmetric arms, symmetric legs, asymmetric legs, arms in front
of the body, arms behind the body, stretched arms, bend arms, raised arms, lowered arms. We make all
postures have the same bodily parameters as shown in Figure 4.2.

There are 2×2×2 conditions for each posture with different combinations of other three factors. There are
88 images collected for the following experiment in total.

15
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(a) Top view (b) Side view

Figure 4.1: The image acquisition procedure.

(a) Dominant Manipulation (b) Submissive Manipulation

Figure 4.2: The example postures of different manipulation
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Table 4.1: Group conditions of the web survey

Factors 1 2 3 4 5 6 7 8
Angle 0◦ 0◦ 30◦ 30◦ 0◦ 0◦ 30◦ 30◦

Height Ground Table Table Ground Ground Table Table Ground
Expansiveness High High High High Low Low Low Low

Posture 1-11 1-11 1-11 1-11 1-11 1-11 1-11 1-11

Table 4.2: Results of Multivariate Tests

Source Hypothesis df Error df F P
Posture 144.661 10.000 773.000 <0.001

Posture * Height 7.053 10.000 773.000 <0.001
Posture * Angle 8.310 10.000 773.000 <0.001

Posture * Expansiveness 42.095 10.000 773.000 <0.001
Posture * Height * Angle 3.128 10.000 773.000 0.001

Posture * Height * Expansiveness 13.133 10.000 773.000 <0.001
Posture * Angle * Expansiveness 6.762 10.000 773.000 <0.001

Posture * Height * Angle * Expansiveness 1.048 10.000 773.000 0.401

4.3. Measurement
An online web survey is created to collect people’s responses toward images of the NAO robot. Participants
are required to rate their perception of how dominant / submissive they feel about the robot image. Images
are displayed independently and in a random order. Every participant was required to rate all 11 images in
one of eight image groups. The conditions of each group are listed in Table 4.1.

The experiment is deployed on Amazon Mechanical Turk (Amazon, U.S.) in order to gather responses
from a wide range of gender and age distribution, cultural diversity, educational level[33].

4.4. Results and Analysis
835 participants joined our experiment through Amazon Mechanical Turk in total. Before the questions about
our experiment, two questions with typical images of dominance and submissiveness are displayed as trails
for us to filter the responses. 45 participants were rejected because they failed to meet our requirements
for the trial questions. The trail questions with typical images of dominance and submissiveness were pre-
sented to test whether they understood the definition of dominance/submissiveness and experimental re-
quirements. Therefore, 790 responses are selected and analyzed finally.

To figure out whether the observation angle, the height of robots, postures and the bodily manipulation
will affect people’s perception of dominance, the two-way ANOVA with repeated measures is applied for each
factor. In our case, the within-subject variables are the tested 11 postures and the between-subject factors
are the perception angle, the height and the body expansiveness. Statistical calculations were performed by
using IBM SPSS Statistics for WINDOWS (IBM Corporation, Armonk, New York, U.S.).

By using Mauchly’s test of sphericity, there is a significant deviation from the assumption of sphericity
with P < 0.001. Therefore, as shown in Table 4.2 and Table 4.3, the multivariate tests and the ANOVA within-
subject test after Greenhouse-Geisser correction are used to analyze the effect of postures. Both strategies
show there is a significant effect of postures on the perception of dominance with con f i dencei nter val =
95.0%, P < 0.001. Furthermore, there is also a significant interaction between postures with the bodily ma-
nipulation, the angle and the height as P < 0.001. In conclusion, the posture factor works for the expression
of dominance.

Table 4.3 and Figure 4.3 give the same results about the effects of height, angle, bodily manipulation and
their interactions. The significance values suggest that only the body expansiveness can significantly affect
observer’s perception of the dominant feeling. In Figure 4.3(a), the high body expansiveness will result in
the perception of a more dominant feeling on overall with posture 1 as the only exception. Consistent with
the results in Table 4.3, Figure 4.3(b) and Figure 4.3(c) depict that neither the perception angle nor the robot
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Table 4.3: Repeated measures ANOVA

Source SS df MS F P
Posture 1770.871 9.307 190.280 187.065 <0.001

Posture * Height 66.346 9.307 7.129 7.008 <0.001
Posture * Angle 69.727 9.307 7.492 7.366 <0.001

Posture * Manipulation 435.557 9.307 46.800 46.010 <0.001
Height 4.231 1 4.231 1.603 0.206
Angle 1.189 1 1.189 0.451 0.502

Manipulation 715.477 1 715.477 271.078 <0.001
Height * Angle 3.279 1 3.279 1.242 0.265

Height * Manipulation 25.369 1 25.369 9.612 0.002
Angle * Manipulation 0.104 1 0.104 0.040 0.842

Error 2063.993 782 2.639

height can affect the perception of dominance. However, the robot height and the body expansiveness have
the interaction effect. In Figure 4.3(d), although the marginal mean of high body expansiveness is always
larger than that of low body expansiveness, the higher height seems can amplify the effect of the body expan-
siveness.

4.5. Discussion
As can be observed from Figure 4.3, different postures give different dominant feelings for observers. For ex-
ample, Posture 6 is always less dominant than Posture 5 and Posture 7. And in most cases, for one specific
posture, a high body expansiveness can result in a higher dominance perception. The reason for Posture 1
may be that is a sitting posture and it is hard to adjust the joint parameters for this posture, because the Nao
robot has short limbs which cannot be compressed as real humans. This affects the perception of expansive-
ness.

Therefore, in general, we succeed in proving the posture and our bodily manipulation are two factors that
can affect NAO robot’s expression of dominance. One potential strategy to control the dominance degree of
humanoid robot through bodily expression could base on the posture selection and the bodily manipulation.
For a specific socially interactive robot, based on the purpose of design, postures that have a significant dom-
inant, or submissive, impression are selected for interactions. And for a specific posture, the parameters of
the head pitch angle, angles between limbs and the trunk, the limbs stretch can be manipulated to control
the expressive style of the humanoid robot. Moreover, a proper height of the position of the robot may help
to amplify the effect of the manipulation of postures and expansiveness.

This strategy can be adopted by various humanoid robots which support the movement of the head and
the limbs. However, we cannot conclude dominance cannot be affected by the observation angle because in
this research, only 0◦ and 30 ◦ are taken into concern. Further studies are needed to extend the measured
range of the angle variable. And though we tested postures with different traits, the parameters we used to
control the expansiveness are always symmetric. No matter what posture is performed, the angles between
arms/legs and the trunk are symmetric. How to measure the overall expansiveness is unknown if one side of
the body is stretched and the other side is pulled back.

4.6. Conclusion
This study depicts that the bodily manipulation and the posture of the humanoid robot influence people’s
perception of dominance and submissiveness. Based on studies about human’s expression of dominance,
we figured out the proper parameters that can be controlled on humanoid robots and used to convey the
dominant feelings. Then the experimental results indicates that our manipulation for postures and body ex-
pansiveness has a significant effect on the dominance perception. This manipulation of nonverbal behavior
can be used to adjust the emotional expression of socially interactive robots for different purposes.

However, in this experiment, only static images are tested. But in a practical scenario for the use of so-
cially interactive robots, dynamic motions are used in the human-robot interaction. Robots are expected to
move while speaking and listening. Therefore, this experiment is a preliminary test to check whether there
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(a) (b)

(c) (d)

Figure 4.3: Profile plots of estimated marginal means.
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is a potential that dominant bodily features of human also affect the expression of humanoid robots. In the
following chapters, the implementation procedure about the real-time bodily manipulation of robotic move-
ments is introduced. Further experiments are conducted to evaluate the bodily manipulation on dynamic
movements.



5
Implementation

In preceding chapters, we find that the body expansiveness and the head pitch have a significant effect on the
perception of dominance. In this chapter, we start from the introduction to the PAL system. The manipulation
of the parameters related to the dominant factors is illustrated. This achieves the dominant manipulation on
dynamic movements.

5.1. PAL Project
Our implementation is based on the PAL (Personal Assistant for healthy Lifestyle) project. PAL aims to im-
prove child’s diabetes regimen by assisting the child, the health professional and the parents. The PAL sys-
tem is composed of a socially interactive robot (NAO), an (mobile) avatar, and an extendable set of (mobile)
health applications (diabetes diary, educational quizzes, sorting games, etc.), which all connect to a common
knowledge-base and reasoning mechanism.

The NAO robot is designed to support children with diabetes mellitus type 1 (T1DM) in self-management
education. The control system and the applications of the robot are on a remote server. The behaviors that
the robot needs to perform are generated by the remote system, which is a JAVA project consists of various
modules. In this case, we focus on the Behavior Manager module which manipulates the behaviors.

5.2. Behavior Manager
The behavior manager is the module for the generation and manipulation of the application behaviors in the
PAL system. During the execution of health applications, both verbal and nonverbal behaviors are required
based on the current task. These behaviors are generated and managed by the behavior manager. The archi-
tecture of Behavior Manager is described in Figure 5.1. All the implemented behaviors are firstly designed in
Choreographe, the software for the development of Aldebaran Robotics, and then imported to a XML file. Since
this experiment does not involve the use of any health application, a GUI is used to change the dominant
factor value and select the target behavior. Once a movement is requested by the application or the GUI, the
robot will first perform the behavior then take a transition motion and stop at a fixed position. This makes all
behaviors can start and end in the same position. There are also a TECS server and other application modules
working behind for the management of task threading, the connection and communication with the robot.

In Figure 5.1, we focus on the part related to the dominance manipulation, which is circled by the red line.

5.3. Dominance Manipulation
Based on the definitions of the factors in Chapter 2 and the validation results in Chapter 3, the body com-
ponents we want to manipulate on NAO include the head and the limbs. Due to the characters of the move-
ments, we use different manipulation approaches for different body components.

Here we define a parameter f as the dominance degree which is positive correlated to the expression
level of dominance. The range of f is [−1.00,1.00], where 0 is the neutral expression, -1 and 1 represent the
most submissive and the most dominant condition respectively. The manipulation procedure is shown in
Figure 5.2. The PAL system uses ALMotionProxy::angleInterpolation() function to control the motion
of the robot, which is from the main software running on the robot and controlling it – NAOqi [37]. This is

21
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Figure 5.1: The architecture of Behavior Manager.

Figure 5.2: The manipulation procedure.

a timed interpolation function which sends a sequence of joint trajectory values and a corresponding se-
quence of times. These two lists decide the path and execution time for a behavior. The path information for
all implemented behaviors is stored in a XML file which is imported to the system through XMLFileReader.
The imported angle sequence and time sequence are two arrays. We define the original behavior path im-
ported from the XML file is the neutral movement. The neutral behaviors is created in Choreographe, the
desktop application for creating animations, behaviors and dialogs [37]. We used Choreographe to generate
the keyframes of the original (neutral) behaviors. Then we manipulate the relative dominance expression to
this neutral one based on the input dominance factor.

For a specific behavior, there are multiple joints moving parallel. The path of joint i is described as:{
xi = (xi 0, xi 1, · · · , xi ni )

ti = (ti 0, ti 1, · · · , ti ni )
, (5.1)

where xi j is the trajectory value of joint i at ti j time. Let n be the maximum value of n for all m joints. The
path for the entire behavior will be described as two m ×n matrices: Xm×n and Tm×n .

5.3.1. Parameter Insersion
The bodily factors we want to manipulate are related to the movement of different body component. For a
better understanding of the manipulation, we define two matrices to represent the path information for each
behavior.

However, not every behavior involves the movement of all the joints, before the manipulation, we need
to check whether Xm×n and Tm×n contain the path of the joints that are related to the dominant expression.
For example, if the original behavior does not contain the movement of the head, the neutral motion path
will not contain the values for HeadPitch. If the neutral behavior does not contain the paths of the required
joints, the path of the missing joints need to be inserted before the manipulation. As described in the previous
section, all behaviors will end in a final position. Since these joints do not need to perform any movement,
the movement for these joints is a point-to-point path about the change of the end position. Therefore, the
inserted trajectory values for these joints are the same as the trajectory values of the same joints of the end
position, which is provided in Appendix A. Assume there are k joints need to be inserted, there will be k arrays
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Figure 5.3: The manipulation of the head pitch angle and the left/right shoulder roll angle.

inserted in each path matrix. If we define the inserted arrays as Nk×n and Lk×n , the path matrix will be:

X ′
(m+k)×n =

(
Xm×n

Yk×n

)
,T ′

(m+k)×n =
(
Tm×n

Lk×n

)
(5.2)

5.3.2. Head and Arm Movement
The movements of the head and the arms are usually related to the expression of the head pitch and the body
expansiveness, the joint trajectories need to be manipulated are: HeadPitch, LShoulderRoll, RShoulderRoll.
And since these are the only joints related to the dominant factors, they can be executed and manipulated
parallel with other joints on the head and the arms. The description of all the joints trajectories on NAO is
provided in Appendix B. The linear function we used for the manipulation is defined as below:

J ( f ) =
{

xNeutr al + (xM ax −xNeutr al )× f , f > 0
xNeutr al − (xNeutr al −xMi n)× f , f < 0

(5.3)

xM ax and xMi n are two reference values of a joint. They are the extreme positions of the joint. As shown in
Figure 5.3, the manipulation is between the neutral angle and the limit positions. The red area is the space for
increasing dominance degree and the blue space is for decreasing dominance degree. The dominance factor
f is the proportion of the increased area to the entire reachable area (the blue or the red area). For example,
the minimum reachable angle of LShoulderRoll in radian is -0.3142. If the neutral position of this joint for
one behavior is 0.2013, then the range for reducing dominance is [-0.3142, 0.2013]. Given a dominant factor
of -0.6, the new position will be: 0.2013− (0.2013− (−0.3142))×0.6, which is 0.1080. The limited positions of
HeadPitch, LShoulderRoll and RShoulderRoll are listed in Appendix B.

Assume the three joints related to the head and the arm movement are x0 ∼ x2, from 5.3, the new trajectory
of x0 ∼ x2 is derived as:

x ′′′
i =

(
J (xi 0, f ), J (xi 0, f ), · · · , J (xi n , f )

)
(5.4)

Let
X1 =

(
x ′′′

0, x ′′′
1, x ′′′

2

)T
(5.5)

, the first three rows of the trajectory matrix will be X1.

5.3.3. Timestamp Adjustment
In Figure 5.4 (a), the blue dots and red dots represent the path of the original movement of one arm or head
joint, which consists of two behaviors. Suppose that after the first (blue) behavior finished, the dominance
factor changed, so the path of the second (red) behavior changed to the new path, which is the green line,
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(a) Without time adjustment

(b) Time adjustment after 5.6

(c) Initial time adjustment under 5.7

Figure 5.4: The procedure of time adjustment.
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after the manipulation of the trajectories defined in 5.3. As we can see, the gradient in the red and the green
curves are different because the angle values are changed but the time values stay the same. In order to keep
the motor works with a similar velocity and acceleration, the corresponding timestamp values of the arms
and the head joint should also be adjusted. The purpose of this adjustment is to ensure the new motion
will not exceed the maximum motor speed of the NAO robot and keep the behavior as natural as the orig-
inal (neutral) one. One existing problem is that the motor movement conditions of the NAO robot under
the angleInterpolation command are unknown. We do not know how the low level motors move under
this condition. Hence, we cannot give a concrete analysis for the velocity and acceleration change. However,
since we make the time and the trajectory increase by the same proportion, the average speed will stay un-
changed after manipulation. Therefore, the percentage increase for each time interval should be the same as
the percentage increase of the trajectory. When the dominance factor f is positive, from 5.3 we can get:

x ′
i j = xi j +

(
xmax −xi j

)× f

x ′
i ( j−1) = xi ( j−1) +

(
xmax −xi ( j−1)

)× f

Then we get the angle displacement:

x ′
i j −x ′

i ( j−1) = (xi j −xi ( j−1))× (1− f )

The change in proportion
x′

i j −x′
i ( j−1)

xi j −xi ( j−1)
will be (1-f). Therefore, the new j time for joint i is calculated by:

t ′i j = t ′i ( j−1) +
(
ti j − ti ( j−i )

)× (
1.00− f

)
(5.6)

The profile of this result is described in Figure 5.4 (b). As mentioned in previous sections, each behavior will
finally reach the end position. Hence, every behavior is designed to start from a fixed position. In Figure 5.4
(b) we can see that if the starting time of the behavior does not change, there is also a risk of exceeding the
maximum velocity in the first segment of the motion. So the first time value t ′i 0 needs to be changed with:

t ′i 0 = ti 0 ×
x ′

i 0 −x ′
endPr evi ous

xi 0 −xend
(5.7)

Since the neutral end position xend is known and the changed end position of the previous behavior x ′
endPr evi ous

can be calculated by 5.3, we need to record the previous dominance factor in order to generate the whole time
sequence. Combine 5.6 and 5.7, we got 3 new time arrays forHeadPitch, LShoulderRoll and RShoulderRoll
and let them be G3×n , then we got the first 3 rows in the time matrix:

T1 =
(
t ′′′0, t ′′′1, t ′′′2

)T
(5.8)

5.3.4. Leg Movement
The leg positions and movements are linked to the expression of the body expansiveness and the body ex-
tension. But the parameters of the leg positions are highly constrained by the balance problem. Due to the
lack of the modulation of the balance constraint of the NAO robots, it is hard to obtain a continuous function
which can be used to get the target joint trajectory with a specific dominance factor value like we did with
the manipulation of the arms and the head. It is related to a lot of mechanical problems which are definitely
beyond the scope of this thesis. However, in many scenarios of the socially interactive robot, there are a lot
of behaviors that do not contain the movement of legs. For example, during a lecture, the teacher may walk
around, or stay in a fixed position while speaking. Therefore, for a robot designed for the educational use,
although we cannot manipulate the walking movements, the manipulation of the standing posture can also
let the robot express different dominant levels.

Therefore, we create three patterns of the standing postures with different expansiveness and extension
which is shown in Figure 5.5. As shown in Figure 5.5, the three leg postures are created manually by adjust-
ing various joints of a real NAO robot. The relation between the dominance factor and the leg patterns is
described as:

St andi ng Pat ter n( f ) =


Pat ter nsub ,−1.00 ≤ f <−0.33

Pat ter nneu ,−0.33 ≤ f ≤ 0.33

Pat ter ndom ,0.33 < f ≤ 1.00

(5.9)
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(a) Submissive Pattern: low expansiveness and low extension

(b) Neutral Pattern: low expansiveness and high extension

(c) Dominant Pattern: high expansiveness and high extension

Figure 5.5: Patterns of leg positions.
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Hence, there are 3 levels of the dominant expression through the leg control. If the dominance factor changes
between the phases, a transition movement will take place within the next behavior to change the pattern of
the legs. The transition movement is executed parallel with the hand and the head movements in the next
behavior. Otherwise, the legs will stay still with the current pattern.

Assume the 3rd to 12th rows in X ′ and T ′ are the path for the legs joints. Then these values need to
be replaced with the new leg pattern. And we define these new values as two 10×n matrices X2 and T2.
Therefore, we got the final path for this behavior:

X ′′′′′′ =
X1

X2

Xr

 ,T ′′′′′′ =
T1

T2

Tr

 (5.10)

Xr and Tr are paths of the rest unchanged joints.





6
Experiment

In order to test the performance of the dominance manipulation strategy we described in Chapter 4, a human-
robot interactive experiment is conducted. This chapter will show the experimental procedure and also the
result.

6.1. Experiment Overview
With implementation of dominant manipulation, the Behavior Manager is capable to generate behaviors in
different dominant levels. Experiments are required to check whether the robot can perform as we expect
and whether people can perceive the emotions we want to convey through the robot.

Based on the experimental purpose, we establish the following hypothesis:

1. Observers have different feelings towards behaviors manipulated with different dominance factors.

2. The behavior manipulated under a high dominance factor will be regarded as more dominant than the
behavior manipulated under a low dominance factor.

3. The behavior manipulated under a low dominance factor will be regarded as less dominant than the
neutral one. And the behavior manipulated under a high dominance factor will be regarded as more
dominant than the neutral one.

6.2. Method
6.2.1. Experimental Design
Similar to the experiment in Chapter 3, we use repeated measurement for different dominant levels. There
are 3 groups of behaviors with different dominant degrees: -1.00, 0 and 1.00. 10 behaviors are selected from
the XML file (the behavior library). Based on the manipulation strategy, these dominant degrees represent
submissive, neutral and dominant manipulations respectively. Therefore, each testing group contains 10
behaviors. The behaviors in every group are the same motions but with different manipulations.

Each participant will be assigned one group of behaviors. Behaviors will be displayed in a random order.
After the execution of each behavior, the observer need to rank their perception towards this behavior in
a 9-point scale Self-Assessment Manikins (SAM) questionnaire. SAM is a non-verbal pictorial assessment
technique that directly measures the pleasure, arousal, and dominance associated with a person’s affective
reaction to a wide variety of stimuli [7]. The SAM questionnaire and the experiment introduction is shown in
Appendix C.

For each behavior, the participant needs to select a picture that has the most similar impression of the
robot behavior . If the participant cannot make their decision between two pictures, they can select the num-
ber in between. During the experiment, the participant are allowed to ask for the repetition of the behavior
in case the behavior is too short to perceive an emotion. The next behavior will be shown after the observer
finished answering the current one.

29
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(a)

(b)

Figure 6.1: Experiment setup.
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Table 6.1: Repeated measures ANOVA

Source SS df MS F P
Posture 416.443 6.201 67.157 16.556 <0.001

Manipulation 59.364 2 29.682 4.407 0.022
Posture * Manipulation 36.777 12.402 2.965 0.731 0.724

Error(Posture) 704.287 173.629 4.056
Error(Manipulation) 188.604 28 6.736

6.2.2. Setup
As we tested in Chapter 3, the height and the observation angle do not affect people’s perception of domi-
nance. So in this experiment, the robot is placed on a 1.1-meter tall table. The observer sits in a chair at a
distance of 1.5 meters to the robot, which is a comfortable distance for observation and it is close enough for
detecting the behavior of the robot clearly. An example is shown in Figure 6.1.

6.3. Result
There are 31 participants in this experiment in total. They are all students or staff in TU Delft with up to
8 nationalities and aged from 23 to 60. The numbers of participants in each group are: 11 in the submissive
group, 10 in the neutral group and 10 in the dominant group. The perception of the dominance is represented
by the response value of SAM. To verify the performance of our manipulation, a Repeated Measures ANOVA
is applied on the result by using SPSS.

In this case, the within-subject variable is the tested 10 postures and the between-subject factor is the
dominance manipulations. As shown in Table 6.1, the ANOVA within-subject test result with Greenhouse-
Geisser correction shows the mean dominance for different postures are statistically significantly different
(F (6.201,173.629) = 16.556,P < 0.001). This suggests that, similar to the experiment with static stimuli, the
dynamic behaviors themselves have an impact on the dominance perception. Behaviors differ in the ex-
pressed dominance degrees and some behaviors are regarded as more dominant than the other one no mat-
ter it is displayed with or without the manipulation. Our manipulation also has an statistically significant
effect on the dominance perception (F (2,28) = 4.407,P = 0.022), which means the observer’s perception of
dominance highly depends on the type of the manipulation. Moreover, there is no interaction between the
posture and the manipulation with the P value larger than 0.05. Our manipulation doesn’t have an effect on
increasing the dominance perception.

Tukey’s HSD test is also used to verify the differences between groups. Results in Table 6.2 show that
the dominant and the submissive group are statistically significantly different with P < 0.05, a significant
difference at 0.05 and a confidence interval not including zero.

Same conclusions are also indicated in Figure 6.2. Comparing Figure 6.2 (b) and Figure 6.2 (c), we can
see that the overall shape of the lines are very similar. Under the identical manipulation condition, some
behaviors always have a higher dominance expression than others. For a specific behaviors, the manipulation
can change the dominance perception degree. But the manipulation does not interact with the behaviors. It
will not make a less dominant behavior convey a higher dominant feeling than a dominant one. Figure 6.2
(a) and Figure 6.2 (c) show the performance of our manipulation. In Figure 6.2 (a), the overall dominance
expression of these groups are different and the relation is as we expected. In Figure 6.2 (b), the difference
between the neutral and the dominant group are not significant, which is consistent with the result in Table
6.1.

6.4. Conclusion
On overall, our solution succeeds in distinguishing submissive behaviors with dominant behaviors. Given a
neutral behavior, it is capable to show a submissive version and a dominant version of the same movement.
And this manipulation does not affect the original characteristics of the behaviors. If behavior A is more
dominant than behavior B, then after the same manipulation, the behavior A will still be more dominant
than behavior B.

The experiment result shows that the difference between the neutral group with the dominance and the
submissive groups are not significant. This consequence may be caused by:
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Table 6.2: Tukey HSD test result.

Pattern (I) Pattern (J) Mean Difference (I-J) Std. Error P 95% CI LB 95% CI HB

Dominant
Neutral 0.260000 0.367038 0.760595 -0.648181 1.168181

Submissive 1.018182 0.358599 0.021987 0.130882 1.905482

Neutral
Dominant -0.260000 0.367038 0.760595 -1.168181 0.648181

Submissive 0.758182 0.358599 0.105077 -0.129118 1.645482

Submissive
Dominant -1.018182 0.358599 0.021987 -1.905482 -0.130882

Neutral -0.758182 0.358599 0.105077 -1.645482 0.129118

(a) (b)

(c)

Figure 6.2: Patterns of leg positions.
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• Compared to the experiment in Chapter 3, the amount of the participants in this experiment is rela-
tively small. This may result in an insufficient sample size.

• The SAM questions used in this experiment has only 9 discrete levels. The limited amount of available
choices probably result in the experiment failed in distinguishing the neutral group.

• As described in Chapter 4, we use the neutral position to the limit positions as the range of the range of
the manipulation. This makes it possible to use all the reachable position of the NAO robot to manip-
ulate the behaviors. However, during the experiment, we notice there is a possibility that the manipu-
lated may result in a distortion of the behavior. For example, if the arms of the robot are adjusted to a
very high position, the new movement will probably become unnatural and not similar to the original
behavior. It may look like a completely new movement rather than a different version of the original
one.





7
Conclusion and Prospects

7.1. Conclusion
The objective of this thesis is to find a way to let the NAO robot express different levels of dominance by
using bodily expressions. We first proposed the idea to make robots mimic the dominant symbols of human.
Literature studies are carried out to explore the potential factors that may affect the expression of dominance:
the head pitch and the body expansiveness. Then, a static online experiment proves these factors also have
an impact on humanoid robots. For the NAO robot, the manipulations of these parameters is represented by
changing the angles of related joints. The manipulation of these body features is implemented on the PAL
project. Finally, a perception experiment is explained to evaluate the performance. The result shows our
bodily manipulation has a statistically significant effect on the perceived dominance.

Overall, we succeed in the generation of submissive and dominant expressions. The manipulation still
requires more efforts to present the differences between the submissive / dominant expressions with the
neutral expressions. The innovation of this method is it can be applied on any neutral behaviors theoretically
without the requirement for the manual creation or modification of the new behaviors. Given a developed
neutral behavior, it is capable to manipulate the dominant perception to an expected degree by setting the
dominance factor in the application. Compared to the approaches used in previous studies, our solution sig-
nificantly reduces the effort required for developing and evaluating new behaviors. Moreover, this approach
can be adopted by a wide range of humanoid robots. Because it only requires the movement of limbs and
head. For robots which does not support leg movement, like Pepper, it is also possible to use the manipula-
tion of the head and the arms. Furthermore, this method can also be used in combination of other possible
manipulations. For example, once the manipulation of the warmness is developed, it is possible to manipu-
late the warmth and the dominance on the same behavior in the meantime because this manipulation does
not affect the characteristics of movements.

7.2. Future Work
Given the current results, several avenues remain open for the future work:

• The sample size of the second experiment is small, which may affect the statistic analysis. Moreover,
PAL project aims to build a pedagogical agent for children. People at different ages have different feel-
ings towards the same behaviors [45]. The bodily symbols which work for adults may not have the same
effect on children. So more experiments are necessary for the evaluation.

• One preliminary assumption is the original behaviors are neutral. But the actual dominance levels of
behaviors in the behavior library we used in PAL project is unknown. As shown in Figure 4.3 and Figure
6.2, some original behaviors are already have a dominant or submissive impression. This may limit the
manipulation for a more dominant / submissive expression.

• As discussed in Chapter 5, since we use the full range of the reachable position in the manipulation, it
is possible to cause the distortion of the behavior. The range of the manipulation should be adjusted
depends on the characteristic of each behavior.
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• As we discussed in Chapter 2, the emotion perception highly depends on the observer’s cultural back-
ground. Therefore, if we have enough participants, it is necessary to apply statistic analysis by nation-
alities.

• In this thesis, we test the static image stimuli as well as the dynamic movement. However, the de-
sign purposes of SIR require the experiment based on a more interactive scenario. In the next step,
the experimental stimuli will be an interactive application, for example, lectures consist of the same
behaviors with different dominance levels.

• In Chapter 1, we introduced the concept of Interpersonal Circumplex and the importance of nonver-
bal behaviors. And our goal is to manipulate the robotic emotions. Therefore, the manipulation of
the horizontal dimension, the warmth, as well as the manipulation of verbal behaviors still requires
exploration. This will bring many motivations to the further research:

1. What is the overall effect when the manipulation of bodily expressions is used together with verbal
behaviors?

2. How to manipulate the warmth (the x axis in Interpersonal Circumplex) of humanoid robots?

3. Can the manipulation of the warmth and the dominance work together? What is the overall effect
after the two manipulations?

4. It is possible to reach all positions in the space of Interpersonal Circumplex and generate different
emotions by using parameterized manipulations?



A
Potential Nonverbal Cues of Human

Dominance
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B
Joints of NAO

B.1. Joints
All joints and their names are shown in Figure B.1. The NAO robot has a symetric structure, so the joints are
also identified by a prefix letter. For example, LShoulderRoll andRShoulderRoll represent theShoulderRoll
joints on the left and the right side of the body respectively.

B.2. Motion Range of Manipulated Joints
Joint Names Minimum Value (radians) Maximum Value (radians)
HeadPitch -0.6720 0.5149
LShoulderRoll -0.3142 1.3265
RShoulderRoll -1.3265 0.3142

B.3. The Position Information of Legs Patterns
Joint Names Submissive Pattern Neutral Pattern Dominant Pattern
LAnklePitch -0.345127 0.005618 0.083065
LAnkleRoll -0.008000 -0.008114 -0.13
LHipPitch -0.443734 0.008114 0.13
LHipRoll 0.00624 0.006242 0.092294
LHipYawPitch -0.000237 -0.000237 -0.169103
LKneePitch 0.690254 -0.005618 -0.083065
RAnklePitch -0.345127 0.005618 0.083065
RAnkleRoll 0.008115 0.008114 0.13
RHipPitch -0.443734 0.008114 0.13
RHipRoll -0.006242 -0.006242 -0.092294
RHipYawPitch -0.000237 -0.000237 -0.169103
RKneePitch 0.690254 -0.005618 -0.083065
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Figure B.1: Kinematic structure of NAO.



C
SAM Questionnaire

C.1. Experiment Instruction
Before the experiment, an instruction is provided to participants with the purposes and the procedure of the
experiment. The instruction is shown in Figure C.1.

C.2. Questionnaire
The participants are required to rate their feelings through SAM questions as shown in Figuer C.2.

41
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Figure C.1: The experiment instructions.



C.2. Questionnaire 43

Figure C.2: The Self Assessment Manikin questions.
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