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Technology, equity and social justice roundtable 
ISTAS21 Special Session on Friday October 29th, 2021, 1–2:30pm (EDT) 
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Program Description—This roundtable discussion, sponsored by a SSHRC Connection Grant, brings together four international 
faculty members from a range of academic and industry backgrounds in engineering and social sciences to discuss how they engage with 
equity and social justice issues in their work, focusing specifically on methodology and how students and young professionals can 
approach these issues. Ansari will describe his current efforts to decolonize design research in the university community, in particular 
through the _Decolonising Design_ platform. Gürses will discuss her ongoing work in the field of Privacy Engineering, which focuses on 
designing, implementing, adapting, and evaluating theories, methods, techniques, and tools to systematically capture and address 
privacy issues in the development of sociotechnical systems. Hoffman will focus on a novel and timely intervention into Data Ethics: 
Feminist Data Ethics, which engages with the ethical implications of data’s production, circulation, application, and storage. Sloane will 
highlight the critical importance of responsible AI design and governance, interdisciplinary opportunities for researchers to develop 
and implement tools to engage with responsible innovation, innovation in AI procurement, and AI auditing. 
 

Keywords— technology, equity, social justice, risk, revolution, onto-epistemology 
 
 

The discussion began with an invitation from the moderator to outline what each panelist hoped to discuss under the banner of 
“technology, equity and social justice” in relation to their own practice. Mona Sloane highlighted her work on infrastructure like 
public lighting systems as an intersection of these themes with a focus on inequality in the design of automated services. She also 
addressed social justice as necessarily built upon social practice, which is centred on presence and “the doing” in the moment. 
Anna Lauren Hoffmann chose to dissect the semantics of the roundtable themes, calling into question the use of the term “justice” 
without first defining the cultural context in which it was being interpreted. They offered the caveat that the emphasis should not 
be on “achieving” justice as the solution or to “optimize” it but rather to explore the relationality of justice. Seda Gürses voiced 
her concern that the conversation around equity and justice is not occurring before the development phase but in reactionary ways 
that cement power symmetries in infrastructure. And Ahmed Ansari echoed Hoffmann’s onto-epistemological line of questioning 
in his response, identifying “privacy” and “security” as Anglo-Saxon, Western constructs. He suggested that we need a different, 
i.e., non-homogenous idea of “mind” within the concept of computation, invoking Heidegger’s call to “keep the question of 
technology open.” 

Later, the conversation homed in on the problematic rhetoric of “revolution” and its unqualified use in colouring any 
technological discourse as important or innovative. In particular, Gürses argued “revolution” has been instrumentalized to 
downplay the persistent problems of indentured servitude, wage disparity, elitism, etc. in technology discourse, and Vasquez, the 
moderator, added that he feels the same about the use of “decolonizing” as a watchword without responsible definition. To this, 
Hoffmann opined that often when tech developers are consulting with ethics specialists, they are asking for a “sticker of approval” 
when there is no such prospect, only more or less ethical development. Provocatively, they argued the aporia between 
technological progress and practical conversations of impact is a testament to the success of cybernetics. Ansari built on this by 
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directing the focus to engineering education, calling for a move toward ad hoc and critical thinking rather than supplying 
normative frameworks which then get applied in a template-like fashion. 

In the final portion of the roundtable, Vasquez asked “Are there certain things that you’re not willing to touch in terms of 
doing this research?” After some vacillation, Hoffmann replied that they (and we) are “quite often unwilling to risk ourselves as 
academics,” noting the unconscious divorce of self from academic self and how the curation of one’s persona in academe can 
preclude activism or intervention on a personal level. Gürses, without disagreeing, moved the conversation to the notion of “no 
clean money” when it comes to funding; facing the possibility (as a researcher) that “I am legitimating a practice of knowledge 
production that is actually [ethically] ‘unacceptable’.” Sloane reflected on this claim, asking how we might be able to routinely 
reflect on the funding mechanisms and work from within the university to create accountability and responsibility such as creating 
degree programs in ethical technology policy. 
 
 
 

 


