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ABSTRACT
Interactive reinforcement learning provides a way for agents to
learn to solve tasks from evaluative feedback provided by a human
user. Previous research showed that humans give copious feedback
early in training but very sparsely thereafter. In this paper, we
investigate the potential of agent learning from trainers’ facial ex-
pressions via interpreting them as evaluative feedback. To do so, we
implemented TAMER which is a popular interactive reinforcement
learning method in a reinforcement-learning benchmark problem —
Infinite Mario, and conducted the first large-scale study of TAMER
involving 561 participants. With designed CNN-RNN model, our
analysis shows that telling trainers to use facial expressions and
competition can improve the accuracies for estimating positive and
negative feedback using facial expressions. In addition, our results
with a simulation experiment show that learning solely from pre-
dicted feedback based on facial expressions is possible and using
strong/effective prediction models or a regression method, facial
responses would significantly improve the performance of agents.
Furthermore, our experiment supports previous studies demon-
strating the importance of bi-directional feedback and competitive
elements in the training interface.
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1 INTRODUCTION
With the recent advances in AI, socially intelligent autonomous
agents are becoming our high-tech companions in the family. The
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ability of these intelligent agents to efficiently learn from non-
technical users to perform a task in a natural way will be key
to their success. Therefore, it is critical to develop methods that
facilitate the interaction between these non-technical users and
agents, through which they can transfer task knowledge effectively
to such agents.

Interactive reinforcement learning has proven to be a powerful
technique for facilitating the teaching of artificial agents by their
human users [1, 2, 4, 5, 7, 9–11, 13]. In interactive reinforcement
learning, an agent learns from human reward, i.e., evaluations of
the quality of the agent’s behavior provided by a human user, in
a reinforcement learning framework. Nonetheless, agent learning
from human reward is limited by the quality of the interaction
between the human trainer and agent. Several TAMER studies — a
popular interactive reinforcement learning method for enabling au-
tonomous agents to learn from human reward [4], have shown that
humans give copious feedback early in training but very sparsely
thereafter [3, 6, 8]. As facial expressions have been often used by
humans to consciously or subconsciously encourage or discour-
age specific behaviors they want to teach [12], we investigate the
potential of using facial expressions as reward signals in our study.

To examine this potential, we conducted the first large-scale
study of TAMER by implementing it in the Infinite Mario domain.
Our study, involving 561 participants, at the NEMO sciencemuseum
in Amsterdam using museum visitors (aged 6 to 72). We recorded
the facial expressions of all trainers during training and, in some
conditions, told participants that their facial expressions would be
used as encouraging explicit feedback, e.g., happy and sad expres-
sions would map to positive and negative reward respectively, in
addition to keypresses, to train the agent.

The experimental results show that telling trainers to use facial
expressions makes them inclined to exaggerate their expressions,
resulting in higher accuracies for estimating their corresponding
positive and negative feedback keypresses using facial expressions.
Moreover, competition can also elevate facial expressiveness and
further increase the predicted accuracy. Furthermore, with designed
CNN-RNN model, our results in a simulation experiment show that
it is possible for an agent to learn solely from predicted evaluative
feedback based on facial expressions. To our knowledge, it is the
first time facial expressions have been shown to work in TAMER,
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(a) Control condition (b) FE condition (c) Competitive condition (d) Competitive FE condition
Figure 1: Offline performance of agent learning from predicted binary feedback with facial expressions, compared to learning
from keypress feedback, binary keypress feedback and random feedback for all four conditions.

opening the door to a much greater potential for learning from
human reward in more natural, personalized and possibly more
long term learning scenarios.

Table 1: Accuracy of classifying positive and negative feed-
back using facial responses.

Condition Positive Negative Total

Pr
op

os
ed

M
et
ho

d

Control 0.62 0.69 0.66
Facial Expression 0.65 0.73 0.70
Competitive 0.75 0.70 0.73
Competitive Facial Expression 0.79 0.75 0.78

Ra
nd

om
Ba

se
lin

e

Control 0.50 0.50 0.50
Facial Expression 0.42 0.58 0.51
Competitive 0.52 0.48 0.50
Competitive Facial Expression 0.58 0.42 0.51

2 EXPERIMENTAL CONDITIONS AND SETUP
We investigate how ‘facial expression’ and ‘competition’ affect
the agent’s learning performance and trainer’s facial expressive-
ness in four experimental conditions: the control condition—without
‘competition’ or ‘facial expression’, the facial expression condition—
without ‘competition’ but with ‘facial expression’, the competitive
condition—with ‘competition’ but without ‘facial expression’, and
the competitive facial expression condition—with both. We hypothe-
size that ‘competition’ will result in better performing agents, and
‘facial expression’ will result in worse agent performance.

Our experiment is a between-subjects studywith 561 participants
frommore than 27 countries and randomly distributed into our four
experimental conditions. Of them, 221 were female and 340 were
male respectively, aged from 6 to 72. After pruning the data, 498
participants remained: 109 participants in the control condition; 100
in the facial expression condition; 135 in the competitive condition;
and 154 in the competitive facial expression condition.

3 EXPERIMENTAL RESULTS AND ANALYSIS
We analyzed the predicted accuracy of implicit feedback based on
the recorded facial expression data and tested the learning perfor-
mance from implicit facial feedback.

3.1 Classification of Positive and Negative
Feedback with Facial Expressions

We designed and trained a CNN-RNN model with recorded data
to predict feedback with facial expressions. A random baseline is
also reported for comparison, as shown in Table 1. Class labels

for random baseline are assigned by drawing a random class label
according to the ratio of positive and negative class labels from the
training set. As shown in Table 1, the use of facial expressions signif-
icantly (t-test with p < 0.001) outperforms the random baseline in
each condition. The highest accuracy is achieved for the competitive
facial expression condition, followed by the competitive condition.
This can be explained by the increased facial expressivity due to the
competitive setting and posed facial expressions. As expected, the
proposed method provides higher accuracies for facial expression
conditions.

3.2 Learning from Facial Feedback
We compare the average learning performance of the four condi-
tions in terms of learning from keypress feedback, learning from
binary keypress feedback (equivalent to 100% accurate prediction),
learning from random feedback (50% prediction accuracy) and learn-
ing from predicted binary feedback, as shown in Figure 1. Ourmodel
with 62%-79% prediction accuracy for these four conditions are in
the middle of learning from binary keypress and random feedback.
Our experimental results in Figure 1 show that, when the prediction
accuracy is low in the first three conditions (control, facial expres-
sion and competitive condition), agent learning from predicted
binary feedback is only a little better than learning from random
feedback. However, when the prediction accuracy increased to 79%
in the competitive facial expression condition, agent learning from
predicted binary feedback with our model can reach to around 10
which is close to the performance of learning from binary keypress
feedback (around 20). Therefore, this suggest that learning solely
from predicted feedback based on facial expressions is possible and
there is still much room for improvement in agent’s performance
using improved models with higher prediction accuracy.
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