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Abstract

With the development of sustainable energy technology and the increasing em-
phasis on environmental protection, the popularity of electric vehicles is increasing.
However, As the number of electric vehicles increases, so does the pressure on the
grid due to charging. If a large number of electric vehicles are charged at the same
time, the grid will inevitably be overloaded. For this problem, smart charging can
be a good solution. The smart charging algorithm determines when it is optimal to
charge the electric vehicles(EVs) based on factors like Photovoltaic(PV) generation,
local load consumption, and energy price. For customers, this means the total cost of
charging is the lowest, for the power system it means charging when the network is
not overloaded. Furthermore, Smart charging can reduce the need for grid infrastruc-
ture investments and reduce energy costs. From an energy-friendly and economical
perspective, this is worth doing.

Up to now, there is a large amount of literature study about smart charging.
However, the vast majority of literature is based on pure software analysis rather
than hardware experiments. In this thesis, a hardware-in-the-loop based simulation
is presented. The basic idea of hardware-in-the-loop simulation is to include a part
of the real hardware in the simulation loop. The advantages of hardware-in-the-loop
simulation are obvious. Compared with pure software simulation, hardware-in-the-
loop(HIL) simulation has the real response of the hardware components, and it is not
very complicated to set everything up. In this thesis, the testing and the evaluation
of the system are carried out in real-time because the HIL setup includes an OPAL-
RT OP4510 DRTS. The simulation of the distribution grid is running on the OPAL
target by the software ePHASORsim. The rest part of the testbed consists of a
Programmable Logic Controller (PLC) and two bidirectional Direct Current(DC)
power supplies to form an Alternating Current(AC) source and an Alfen charger.
The smart charging algorithm is written in Python code. By calling Gurobi, smart
charging algorithms can calculate and decide the optimal current setpoints for each
EV connected to the distribution grid in real-time.
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1 Introduction

1.1 Motivation

1.1.1 Why smart charging

In response to the deteriorating environment, governments around the world are protecting the
environment by reducing carbon emissions, and reducing carbon emissions in transportation is a
top priority. The European Union (EU) and its member states are encouraging the development
of sustainable energy alternatives to fossil fuels [1]. Due to the exhaust pollution caused by
transportation, especially fuel vehicles, people tend to advocate low-carbon mobility to replace
traditional fuel vehicles. Therefore, electric vehicles have received widespread attention as it
provides many benefits, such as reducing fossil fuel dependence and improving the environment
[2]. Electric vehicles are driven by power battery packs and electric motors. No waste gas is
produced during work, and no waste gas pollution is emitted. Therefore, the environmental
pollution caused by electric vehicles is very small [3].

The market share of electric vehicles has been growing over the past decade, especially with
impressive growth rates over the past three years. As can be seen from Figure 1.1, 2.2 million
EVs were sold in 2019, accounting for only 2.5% of global vehicle sales. But in 2020, the overall
auto market was shrinking, and electric vehicle sales rise against the trend, rising to 3 million
units, accounting for about 4% of total vehicle sales. By 2021, electric vehicles had reached 6.6
million units, accounting for nearly 9% of the global auto market, and the market share has
tripled from two years ago [4].

Figure 1.1: Growth in global car sales[5]

1



Although the growth in the number of electric vehicles is good news for the environment,
there are still some negative effects that deserve attention, especially the impact on the electrical
distribution grid. If vehicle charging is not restricted, a large number of charging electric
vehicles can affect the performance and efficiency of the grid. In addition to this, if only
simple charging strategies are used, a large number of EVs will be charged at the same time,
which means that the peak load will increase. The grid will require more generation and
transmission capacity. To increase the power generation and transmission capacity of the grid,
then the original transformers and cables must be replaced, which is very troublesome and
expensive.[6]-[7]. The cost-effective solution is smart charging. Smart Charging delays charging
and automatically starts charging in order to finish before departure time while also ensuring
to charge the battery during off-peak hours as figure 1.2 shown below to reduce energy costs.

Figure 1.2: Charging during off-peak hour[8]

Charging during these off-peak hours avoids overloading the grid, and also keeps charging
costs down by charging when electricity prices are lower.

1.1.2 Hardware-in-the-loop simulation

The smart charging algorithm is not a new concept. In fact, people have been researching smart
charging for nearly ten years. At present, the smart charging algorithm has many applications
in practice. However, researching the impact of smart charging algorithms on the distribution
power grid is challenging. This is because parking several EVs in different physical locations
in the lab is inconvenient. That is why many research about the smart charging algorithm on
distribution grid is purely software-based. But if the simulation is purely software-based, then
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the process would be simplified, and some factors will be ignored. Therefore, a Hardware-in-
the-Loop (HIL) setup was adopted as a compromise solution in this thesis.

A HIL simulation is a type of simulation that combines software models or control algorithms
with real physical hardware. When performing HIL simulation, the real distribution grid with
EVs connected can be replaced by an equivalent computer model. Through inputs and outputs
(I/Os) channels of the simulator, the model running on the real-time simulator is capable of
interfacing with the external hardware. Especially for this thesis, a rural distribution grid
and EVs connected to this grid will be replaced by an equivalent computer model. A total of
four EV charging processes are emulated, but only one electric vehicle charging is emulated by
hardware while the rest three are simulated by software.

1.2 Research Objectives

This thesis is built on the basis of the thesis of a student who has previously graduated.
Compared with the previous thesis, the smart charging algorithm used in this thesis and the
method used for grid simulation are all upgraded. In this thesis, the smart charging algorithm
is combined with the HIL testbed to explore the impact of smart charging on the power grid
under different scenarios. Therefore, the main research question is the following:How to evaluate
the impact of EV smart charging on the distribution grid by implementing HIL real-time
simulation?

The main objectives of this thesis are the following three aspects:
1. Hardware testbed: Mimic the charging behavior of a chosen EV on a developed hardware

testbed.
2. Algorithm: Integrate the smart charging algorithm with the HIL testbed.
3. Grid simulation: Build a grid simulation model to simulate the power grid when the

smart charging algorithm is applied to the distribution power grid.

1.3 Outlines

This report starts with a literature review that provides background information on real-time
simulations, HIL setups, and similar cases. Chapter 3 then introduces how to build the model
on the simulator, and the main function and sub-functions of the smart charging algorithm.
Chapter 4 introduces the MATLAB Simulink model that runs on the DRTS and how it interacts
with the smart charging algorithm. Chapter 5 shows the experimental results of the smart
charging base case. Chapter 6 shows the experimental results of smart charging under different
scenarios and analyzes the results, chapter 7 presents recommendations for improvement and
work in the future.
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2 Literature Review

The purpose of this chapter is to provide a review of the literature available on the main ap-
proaches, knowledge, and similar experiments. First subsection 2.1 introduces what is digital
real-time simulation, in subsections 2.2 what is HIL real-time simulation has been introduced
and the reasons for choosing HIL real-time simulation have been presented. Subsection 2.3 in-
troduces how to combine smart charging with a hardware-in-the-loop test bed and in subsection
2.4 similar experiments will be presented and the research gap will be shown.

2.1 Digital Real-Time simulation

Digital Real-time simulation is a transient state simulation technology of a power system that
is different from traditional offline simulation [9]-[11]. Traditional Offline simulation means
that the response speed of the digital simulation model is different from the response speed of
the actual system to observe the running state of the model for about 1s, the time required
for simulation calculation may be much higher than 1s [12], depends on the complexity of
the model. On the contrary, digital real-time simulation keeps models running in sync with
reality, that is, the computer model runs at the same speed as the actual physical system, and
if the model is simulated for 10 seconds, then it also takes ten seconds in the real world. The
difference between off-line and real-time simulation can be observed in figure 2.1.

Figure 2.1: Off-line simulation VS Real-time simulation[13]

In the above figure, Te is the execution time. If it is equal to or less than one real-time time
step, then it is a real-time simulation. If Te is larger than one time-step, then it is an off-line
simulation [13]. In the field of power and power electronic systems, commonly used simulation
software, such as PSCAD/EMTDC, MATLAB/Simulink, etc., are all running non-real-time
digital simulations. While concepts like the HIL and RCP (Rapid Control Prototyping) belong
to the real-time simulation.

5



2.2 Choosing Hardware-in-the-loop simulation

2.2.1 Reasons for applying Power Hardware-in-the-loop simulation

Various techniques can be used for real-time simulation [14], including HIL, RCP, Software-in-
the-loop (SIL). The differences between these methods can be seen clearly in figure 2.2.

Figure 2.2: Different methods[14]

SIL is different from the other two methods because SIL means both the power system and
the controller are simulated on the same real-time simulator, it seems good because outside
interference will no longer be effective. However, this thesis is to simulate the real EV charging
behavior. So outside interference should be included in the simulation, rather than simplifying
them. The power system should be built by hardware and run in the real world rather than
running on a real-time simulator.

The HIL real-time simulation can be Controller Hardware-in-the-loop (CHIL) or Power
Hardware-in-the-loop (PHIL). The difference can be seen in the following figure.

Figure 2.3: CHIL and PHIL[13]

Both control signal and feedback signal need to pass A/D and D/A conversion. However,
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there are still some structural differences. CHIL means that the controller is able to interact
with the rest of the system [14]. However, there will be no power transfer in the CHIL simulation
loop, only signals can exchange between the simulator and controller through I/O channels.
PHIL also has a controller, but between the controller and the simulator, there is a power
interface that allows the power transfer to or from the Power hardware. Therefore, after
comprehensive consideration, PHIL real-time simulation is used in this thesis to simulate the
real EV charging behavior.

2.2.2 Introduction of Hardware-in-the-loop simulation

The rise of HIL is because of testing the system previously in the laboratory using a complete
set of hardware. So, this approach can be very expensive, inconvenient, inefficient, and unsafe
[15], and there is no guarantee of how accurate and how fast the test will be.

Therefore, HIL testing provides an alternative to the traditional method. The basic idea
of the HIL simulation part of the simulation loop should consist of hardware [16].In this way,
instead of testing the control algorithm on a purely mathematical model, the simulation can
be done with real hardware (if available). The benefits of the hardware-in-the-loop simulation
are obvious:

1. Design and testing of the system without operating it[17], so that the system defects and
software bugs can be found at the beginning.

2. Combine the flexibility and accuracy of software with the actual response of hardware.
3. Test hardware and software even under extreme conditions (e.g., high/low temperatures)

[18]
4. The building of the whole system is very convenient and time-saving because there is no

need to build a whole system with hardware.
The high-level overview of a HIL simulation setup is shown in Figure 2.3. Once the setup

is completed, multiple scenarios can be tested easily without spending on actual physical tests.
This makes the entire design and validation process thorough and cost-effective while saving
testing time.

Figure 2.4: Overview of HIL setup[19]

2.2.3 Real-Time simulator

In the real-time simulation, due to a large amount of calculation of power and power electronic
system models, it is often necessary to rely on a multi-core Central Processing Unit (CPU)
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or Field Programmable Gate Array(FPGA) hardware with powerful computing power to per-
form calculations, and then perform some equivalence and optimization on real-time simulation
modeling and calculation. Simulation is achieved. Therefore, in the real-time simulation sys-
tem, the simulator is an important part, and the simulation scale and computing power of the
real-time simulation system are determined by the hardware resources of the simulator.

There are several companies that are currently offering competitive HIL simulation capa-
bilities as end-to-end solutions. Some of them (stated in no order) are Typhoon, OPAL-RT,
dSPACE, Plexim’s RT Box, Speedgoat, and NI. A vast majority of these solutions work with
simulation models created by the MATLAB/Simulink software platform, thus making the in-
tegration and HIL validation process more convenient, intuitive, and user-friendly. Before
building the testbed of HIL, the requirements of real-time target must be considered. There
are 3 requirements that the real-time target must meet.

1.The HIL simulator must have the same time frame as the virtual model being simulated
on it, and the real-time simulator that communicates with the outside physical devices must
be able to communicate directly. Only in this way can the transmission of signals between the
real-time simulator and other physical devices be real-time.

2. In HIL simulations, the real-time simulator must make sure that each run takes an integer
multiple of the time step,[21].

3. A real-time simulator for HIL should ensure that what corresponds to that step is com-
pleted within each step, and it can be done early, but never with delays [21].

Usually, there will be software on the PC that can control the simulator, and the software will
provide a simulation environment. The simulation environment provides the proper communi-
cation between the model and the IO. The following figure shows the simulation environment
on the host PC.

Figure 2.5: On host computer[22]

In this thesis, OPAL-RT has been selected, and RT-Lab shall be installed on the host PC.
OPAL-RT HIL simulator offers offline simulation, real-time simulation, and real hardware test
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capabilities on a single test bench. It promises open architecture, speed, accuracy, and overall
high-performance, along with a wide range of demo models [19]. Eventually, OP4510 has been
selected as the DRTS in this thesis.

2.2.4 Introduction of ePHASORsim

In addition to the advantages mentioned above, the OP4510 has another advantage, which is
that it is compatible with the grid simulation tool ePHASORsim. ePHASORsim tool offers
real-time dynamic simulations for the distribution grid. With the help of ePHASORsim, the
state of each device, and various information including loss/load/phase shift in the grid during
simulation can be observed [17]. There are several features of this simulation tool:

1. A large and convenient built-in positive sequence and 3-phase library. Depending on the
native library, most of the distribution grid can be built and simulated. In this thesis, the
following elements in the library will be used: 1) Controllable voltage source 2)Controllable
current source 3)Transformer 4) Line 5)Load 6)Impedance

2.The flexible input data format: The user can choose between Excel, PSS/e, CYME and
PowerFactory input file formats.

3. On-the-fly changes of parameters: During the real-time simulation the parameters can be
changed by the external signals.

The rural grid model applied in this thesis is originally built by the software PowerFactory.
In fact, ePHASORsim itself supports PowerFactory as input, this requires exporting the pow-
erfactory model as a .xml file. Besides, an additional excel template needs to be created, which
defines what the input and output of the grid model are. This excel template together with
the exported to an XML file read by ePHASORsim block to run grid simulation. Part of the
original PowerFactory model used in this thesis is shown below:

Figure 2.6: Part of the powerFactory model
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2.3 literature study of smart charging algorithm

In many research studies, the main purpose of the smart charging algorithm is to maximize
benefits for EV owners by reducing the charging cost or to maximize benefits for the electric
utility by shifting the load demand to off-peak hours [23]-[25]. The smart charging algorithm
controls the current flow in EV charging. It fully considers various parameters in EV charging,
including energy prices, grid congestion, local generation, etc., and gives the optimal current
set-point based on the current parameters through calculation. Smart charging is not a new
topic, so far, the smart charging algorithm has been used in many practical cases:

1. Residential EV charging: The charging points of smart cars are generally divided into
three categories: home, public and semi-public, this application is a typical example of charging
at home. When calculating the optimal current setpoints, the load of household appliances is
brought into the optimization calculation as local load consumption [26], the smart charging
algorithm shifts the load demand to reduce the peak power and reduce the impact of EV charg-
ing on the distribution grid.

2. Smart charging for car park scenarios [27]: The smart charging algorithm will provide
optimal charging scheduling based on factors such as electricity price, how many vehicles are
parked, etc. to provide optimal charging scheduling. The charging schedule will benefit the
users to charge their own electric vehicle (EV) at a lower cost.

3. EV smart charging with PV forecasting [28]: Including the prediction of PV generation
in the smart charging algorithm [29]. Through the prediction of the solar radiation intensity,
the optimization calculation is carried out by the smart charging algorithm, and the optimal
current set-points are calculated so that the excess energy converted from the solar energy can
be used for EV charging to the greatest extent.

In fact, the above are just a few examples of the practical application of the smart charging
algorithm. By summarizing some existing applications, it can be found that the main benefits
of the smart charging algorithm include the following points:

1. Minimize the cost of EV charging: Since the price of electricity is not fixed, but changes
with different time periods, the intelligent charging algorithm allows charging to be concentrated
in the time period when the electricity price is lower, so as to reduce the cost of importing en-
ergy from the grid.

2. Improving grid stability and safety: By time-shifting and avoid having a large number of
EVs charging at the same time, the likelihood of grid overloading is greatly reduced.

3. Integrate the renewable energy sources: Excess energy provided by integrated renewable
energy sources (PV, Wind turbine) can be used in EV charging to reduce the electricity con-
sumption in the distribution grid [29],[30].

4. Saving energy loss: By time-shifting, avoiding having a large number of EVs charging at
the same time can also reduce the energy loss caused by the excessive current in the grid.

5. Provision of ancillary services: Ancillary services like voltage regulation, power quality,
and emission management [31] can be provided to the grid.
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2.4 Similar experiments

Prior to this thesis, there has been a lot of research on implementing smart charging algorithms
[32]-[34]. However, there are still some studies that experimentally simulate EV smart charging
on the distributed grid. Several examples are presented below.

2.4.1 experiment 1

This experiment performed EV smart charging in SYSLAB, figure 2.6 shows the control loop
of EV smart charging in the experiment.

Figure 2.7: The control loop of EV smart charging in experiment 1[35]

In this experiment, the smart charging algorithm is used to improve the voltage quality in
distribution grids, by measuring the voltage from the distribution grid and monitoring the state
of charge (SOC) of the EV, the smart charging algorithm is able to give the maximum charging
current limitation to the electric vehicles supply equipment (EVSE). However, the setup used
in this experiment is not HIL. There is no real-time simulator in this setup. The components
in this control loop only include a measurement device, EVSE, grid emulator, controller, and
commercially available EVs. This also makes the whole set of equipment very expensive, and
it will be very time consuming and laborious to build this set of equipment.

The result of this experiment proves that implementing the smart charging algorithm is able
to improve power quality [31]. Nevertheless, it is also admitted that due to the complexity of
the entire set of equipment, there is no way to test more scenarios.

2.4.2 experiment 2

This experiment performed EV smart charging based on the dynamic electricity price, figure
2.7 experiment setup. The setup used in this experiment also does not rely on the HIL method.
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Figure 2.8: Experiment 2 setup[36]

In this experiment, the smart charging algorithm is used to reduce the EV owner’s cost
based on the dynamic energy price. Based on the Real-time price, Hour ahead price, and
Day-ahead price the smart charging algorithm is able to predict the energy price variation in
the next 24 hours [36][37]. One thing that needs to be noticed is the voltage provided by the
power grid is 230V and the maximum current that the EVSE could provide is 32A. These two
devices are not directly controlled by the smart charging algorithm, which means, the supplied
voltage and current will not change due to the smart charging algorithm. The function of the
smart charging algorithm in this experiment is to develop a charging scheme. The ’EV’ in
this experiment consists of a modified AC Propulsion eBox with a 35kWh battery and Power
Electronics Units [38]. When the ’EV’ can be charged depends on the scheme specified by the
algorithm.

The result of this experiment proves that implementing the smart charging algorithm is able
to minimize the charging cost. Nevertheless, The simulation of this model is not complete. In
reality, the voltage of the grid cannot be maintained at 230v all the time, and the same as the
current.

2.4.3 experiment 3

This experiment presents a decentralized scheduling algorithm for EV charging, figure 2.8 shows
the experiment setup. It can be seen that the experiment setup is a HIL test bench. Part of the
hardware is replaced by an equivalent computer model, and the model running on the computer
has been ensured can interact with that the external hardware.
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Figure 2.9: Experiment 3 setup[39]

In this experiment, EVs are divided into two categories: responsive and non-responsive,
and the decentralized scheduling algorithm is implemented to formulate a charging strategy
according to the current power generation demand and the forecast of future photovoltaic power
generation. This charging strategy enables Responsive EVs adjust their charging schemes based
on ’unresponsive’ EVs need.

The HIL test bench consist of a real-time simulator, photovoltaic inverters, PV panels and
RSCAD. In this setup,the real-time simulator and host computer are responsible to simulate
the EVs charging model in real time and design the optimized charging schemes. The RSCAD
is a user’s interface which allows the user to design the model,run the simulation and analysis
the HIL test. The PV inverter will input the real-time PV power generation into RSCAD in
the form of signals, so that accurate prediction of future PV power generation can be made
by the simulator and computer according to the real-time PV power generation. The forecast
of future PV power generation will also be taken into account as an important factor when
developing the optimal charging plan.

This experiment optimizes the charging of EVs through a decentralized algorithm, so that
each EV owner can charge EVs at a lower electricity price, and PV generation is also considered
when formulating the charging schemes.However, the advantage of this experiment is actually
also the disadvantage. It is time-consuming and laborious to incorporate PV panels into the
HIL test bench through PV inverters.

2.4.4 Summary

The following table summarizes the previous experiments and methodology in this thesis.

Smart charging algorithm Grid voltage fluctuation HIL PV&local load
experiment1 Yes Yes No No
experiment2 Yes No No No
experiment2 Yes Yes Yes PV only
This thesis Yes Yes Yes Yes

Table 2.1: Summary
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The experiment 1 and 2 do not use HIL real-time simulation, the hardware of experiment 1
is very expensive, and experiment 2 does not take into account the fluctuation of voltage with
load changes. Experiment 3 uses HIL real-time simulation, however, the set up of the HIL test
bench is challenging. Other studies related to HIL can be found through literature review,like
[40][41]. Setup in [41] is also relatively costly and complicated. In [40], the grid simulation is
achieved by the algorithm.

The simulations of this study were carried out with algorithm interfaced DRTS and used
ePHASORsim for grid simulations. An interface script was written to read signals, call the
smart charging algorithm to calculate the current setpoints, and modify the parameters in the
MATLAB Simulink model in every time step.
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3 System design

3.1 The schematic of HIL setup

The HIL setup adopted in this thesis was built by a former student named Lode[40].The
schematic of the setup is shown in figure 3.1.

Figure 3.1: The schematic of HIL setup[40]

There are two kinds of flows in this schematic, one power flow, and the other is information
flow. The solid lines in the schematic figure 3.1 represent power flows while the dotted lines
represent the signal flow. The signal flow also contains analog signals and digital signals. The
power in the power flows comes from two components: the California instrument and Delta DC
power supply.

In the figure, all the hardware components involved in this schematic have been shown. The
DRTS is OP4510 which has been mentioned in the previous part. The grid simulation model and
the smart charging algorithm will run on it. More details will be discussed in section 3.2. The
3×California instruments AST1501 will be used to emulate a three-phase grid with controllable
voltage, ranging from 0V to 400V. The voltage produced by California is determined by the
grid simulation. The EVSE is connected to California. It can provide electricity to the EV in
the real world. Lastly, there is the EV-emulator which determines whether the power can flow
through the EVSE to the EV. The EV emulator used does not process any power by itself, and
the power provided by California is insufficient, so an external load is needed. Therefore, two
Delta are needed and used as an AC power source

Details about the function of each component are as follows:
(1) OPAL4510: As discussed in section 2.2.3, there are several requirements for DRTS, and

the final decision is OP4510. The OP4510 is designed to run models on FPGA and CPU, it
contains multiple cores, which can handle multiple subsystems at the same time. The OP4510’s
FPGA-based multi-rate architecture enables user subsystems to operate at sub-7 µs time steps.
Therefore, as long as the time step is greater than 7µs, the completion of every integration
step within the real-time step can be ensured and the model will be executed with an integer
multiple of a time step. The subsystems of a virtual model are running on OPAL4510, the
details of this part will be introduced in section 4.2. Overall, the OP4510 is an affordable and
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high-performance real-time simulator, and it is important that the OP4510 is ePHASORsim
compatible, which means that grid simulation can be run on that real-time simulator.

(2) 3×California instruments AST1501: To simulate a three-phase distribution network,
three California Instruments AST1501 power supplies were used. A California Instruments
AST1501 output voltage is controllable between 0-400 V (RMS), in this thesis three AST1501s
are required to output AC sine waves. The magnitude of the grid voltage should be calculated
by the ePHASORsim in the model, and once the value has been calculated, the DRTS will tell
this voltage value to AST1501 sources by using the analog output channels of the DRTS. To
simulate a three-phase distribution grid, there should be a 120-degree phase difference between
the three sine waves output by the three AST1501s.The amplitude of the three sine waves
output by the DRTS is between 0 - 10 V, but the maximum output voltage of California is
400V (RMS). So, there will be a scale factor of 10 x 230/400 =5.75, the analog output value
multiplied by this scale factor should be the output voltage of the AC sources

(3) Schneider Electric TM221ME16TG PLC: In this experimental setup, the optimal cur-
rent setpoints calculated by the smart charging algorithm on the host computer need to be sent
to the DRTS, and then sent to the EVSE from the DRTS. But the EVSE and DRTS cannot
communicate directly with each other because the OP4510 does not support Modbus TCP.
Therefore, a third-party device is required to convert the current setpoints output from the
DRTS to the form of Modbus TCP, which is able to be read by the EVSE. Therefore, Schnei-
der Electric’s Programmable Logic Controller (PLC) is used for this conversation between the
EVSE and DRTS.

(4) Walther-Werke Type 2 EV-Emulator and Delta SM15K 15kW Bi-directional DC Power
Supplies: Charging an EV is complicated because it needs to consider the cable type the
charger type, and the communication protocol. This process is inevitable and that is why
the EV emulator is necessary because the EV emulator is the device that can simulate the
real communication behavior during the EV charging. As part of the experimental setup, it
connects the EVSE and load. Although the EV emulator itself cannot provide any power, it
decides whether the Power from the EVSE can flow into the load. In this thesis, a commercially
available EV-emulator from Walther-Werke has been applied. This EV emulator is built into
a handy and robust hand-held case and is provided with an integrated charging cable with a
connected type 2 plug. It has a total of four states A,B,C,D, and the rated current corresponding
to each state is 13 A, 20 A, 32 A, or 63 A. Therefore, the maximum current 16A in the cable
will not be a problem.

The EV emulator described above is only used to mimic the communication between the EV
and EVSE, and in a real EV, the power flows through the EV emulator and heads to the load.
So, if real EV behaviors will be emulated, then besides the previously mentioned hardware, in
the HIL testbed, some hardware needs to act as a load. However, the real EV battery is costly
and unpractical, so the two Delta Elektronika SM500-CP-90 DC Power Supply are used as a
load to draw the power which acts like a real EV. These are bidirectional DC Power Supply,
voltage ranges from 0V to 500V, and current ranges from -90A to 90A. The maximum power
that this DC Power supply can provide is 15kw. Since they are bidirectional DC power sources,
in this, they are connected back-to-back to form an AC load that can circulate power back to
the (emulated) grid.

Another reason for using these two DC loads is because the California AC sources provide
insufficient power, the AC source can only provide energy of no more than 10kw, and these two
power supplies are connected back-to-back to form an AC load that can provide enough power
and circulate power back to the (emulated) grid.
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(5) Alfen EVE Single Pro-line: It is an AC charger that supports single-phase and three-
phase charging and provides a voltage between 230V and 400V. In the lab, the EVSE can be
controlled by software named ACE Service Installer. Once the charger and the computer with
the software installed are connected as a local network, the information of the charger can be
observed on the software, as shown in the following figure. The charging process can also be
observed through the software.

Figure 3.2: The observation on ACE Service Installer

However, although the Alfen Eve Single Pro-line is used for smart charging, it cannot talk
to the DRTS directly, therefore, there must be a third-party device that can act as a "bridge"
between DRTS and EVSE. Luckily, this EVSE has been designed with smart-charging appli-
cations and thus can communicate with 3rd party devices.

3.2 Preparation of model

3.2.1 Before the simulation

How to install the DRTS physically and how to configure the opal file will not be introduced
too much here, but to run the model normally on DRTS, then there are several points that
need to be noticed before the simulation. The first thing is to set the default GNU Compiler
Collection (GCC) compiler which is a compiler used to compile C programs. Since the Intel
compiler is not available, the GCC compiler will need to be set, otherwise, the model cannot be
compiled by the DRTS. In order to select the GCC compiler, a user variable can be set in the
RT-LAB variables list under the “Variables” tab of the model. Secondly, upload the PV profile
and local profile under the “File” tab of the model before the execution, since the OPfromfile
block will be used to read the real historical data of local load consumption and PV generation.
The last thing is setting the number of ePHASOR threads in the RT-LAB variables list. The
number of ePHASOR threads needs to be manually allocated to the model.
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3.2.2 Configure the I/O interface

As discussed in the previous section, the DRTS needs to output the analog out signals and
give the signals to the California instrument. Therefore, an I/O interface must be established
in the RT-Lab project. The type of I/O interface in this thesis is OPAL-RT Board because
the OPAL-RT Board provides the Analog Out functionality and Digital In functionality, which
allows the OPAL-RT to out analog signals and input digital signals. When the OPAL-RT
Board is configured, manually add the channel number and assign which signal is input and
output from which channel

The I/O location is identified by a group number. The information about OP4510 I/O
channels is listed below. The DRTS used in this thesis has 16 input and output channels for
the analog signal and 32 input and output channels for the digital signal.

I/O channels Group/Number
32 digital inputs IO GROUP 1 / SECTION A (CH 00-31)
32 digital outputs IO GROUP 1 / SECTION B (CH 00-31)
16 analog inputs IO GROUP 2 / SECTION A (CH 00-15)
16 analog outputs IO GROUP 2 / SECTION B (CH 00-15)

Table 3.1: I/O channels

The configuration of OPAL-RT Board has been shown in the following figure.

Figure 3.3: OPAL-RT Board

3.3 Build the simulation Model

Simulink modules running on DRTS are composed of three types of subsystems, and all content
must be placed in these three types of subsystems. They are listed below:

1. Console: There is always one and only one Console subsystem inside a model. The
Console subsystem is the subsystem operating on the host computer that enables users to
interact with the system. Users can also view data in this subsystem by using blocks like scope
or display.
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2. Master: There is always one and only one Master subsystem inside a model. The main
calculation in this model should be carried out in this subsystem. OPAL-RT will definitely
allocate a core for the calculation in the Master

3. Slave: This subsystem is an optional subsystem and there can be several Slave subsystems
inside the model. If the calculation in the Master subsystem is too complicated, part of the
calculation can be placed in the slave subsystem to ensure that the calculation is finished in
time.

During the real-time simulation, the Simulink model will be converted to the C code, the
Console will run on the host computer while the other subsystems run on the DRTS. In this
thesis, the whole model consists of only two subsystems, SC_Console and SM_Master.The
reason for not using a slave subsystem is that the DRTS in the lab only has 2 cores, so one
core can be used by the master and the other will be occupied by the ePHASORSim. Although
using a slave subsystem can allocate another core to deal with part of the calculation, however,
since one core has been occupied by the ePHASORsim, there are no available cores for the slave
subsystem. The screenshots of the subsystems can be seen in appendix A.

In the following essay, what is inside the SC_Console and SM_Master will be introduced
in detail.

3.3.1 Console

The console in the model has the following key functions:
1) Monitoring of signals on a scope, the observed signals include Bus voltage, EV SOCs,

Current, Grid import, Local load consumption, PV generation, EV power, and analog output
signals.

2)Possibility to manually set the grid voltage by using the block slider gain.
3)Possibility to manually set the charging current of all EVs, but this only happens under

an uncontrolled charging scenario.
4)Activate the Smart charging or deactivate it.

3.3.2 Master

Since there are only two cores allowed to be used, and one of them has been allocated to
ePHASOSsim, then there is only one core available for the subsystems. Therefore, there is
only one subsystem exists in the model, which is SM_Master. All the computation, input from
the console, and I/O signals must be handled by this subsystem. The specific functions of the
Master are as shown below:
key functions include:

1. Generating three sine waves based on the bus voltage derived by the grid simulation from
ePHASORsim. The three sine waves will be sent to California as reference waves. The three
sine waves are generated by the master subsystem with a frequency of 50 Hz and 120-degree
phase shift. The amplitude of the sine waves sent to California is determined by the results of
the grid simulation multiplied by 5.75 (as explained in section 3.1)
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Figure 3.4: Reference wave-forms

2. Emulating the charging behavior of an EV.
In order to realistically emulate an EV, then there are some points that must be paid

attention to. The first is about the charging current of the EV. When the SOC of the electric
vehicle is in different stages, the charging current value is also different. The EV charging
process is mainly divided into three stages, SOC=1(when the battery is already full), 1≥
SOC≥0.9(Constant Voltage stage), and 0.9≥ SOC. If the battery is full (SOC=1), the EV will
stop charging. Second, for the battery’s Constant-Voltage charging stage, the current set points
will be lower than the given set points. The current set-points will be reduced as a function of
SOC.

The following formulas describe the functional relationship between the current value and
SOC at different stages of SOC.

I =


Isetpoint if SOC < 0.9

min (Isetpoint , 10× IRated × (1− SOC)) if 0.9 ≤ SOC < 1

0 if SOC ≥ 1

(1)

The following figure introduces the constant voltage and constant current charging stage
during EV charging.
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Figure 3.5: Constant voltage and constant current charging stage[26]

3. Reading the load and PV profiles by using the OPfromfile block. The load and PV profiles
read by the OPfromfile are created to simulate the local load consumption and PV generation
during the EV charging:

For some EV-connected points, the influence of local load and PV generation on grid voltage
also needs to be considered. In this thesis, real historical data is used. Before executing the
model, the real historical data shall be saved in a .mat file and uploaded on the DRTS. During
the simulation, data will be read by Opfromfile block.

4. Calculating the current SOC of the EVs connected to the distribution grid:
Once the code detects that a new EV is connected to the grid, the EV’s SOC, battery size,

and other parameters should be updated immediately. And once the EV leaves, all parameters
must be cleared in the model. The SOC is calculated as the integral of power, divided by the
battery size multiplied by 3600(The unit is kwh)

5. Running the grid simulation by using the ePHASORsim solver mask block. Get the bus
voltage values:

The grid simulation is run using the ePHASORsim solver block, the input of this block is the
load power, and the output is the voltage at every node in the grid.The original plan is using
Powerfactory together with ePHASORsim to run grid simulation on DRTS. However, this plan
has several disadvantages. Firstly, an export definition file is missing. To export the data from
the PowerFactory model to a compatible .xml file, A definition file is required, which specifies
which components and which parameters of these components will be exported. Unfortunately,
the definition file officially provided by OPAL is only applicable to the PowerFactory version
2019, so a definition file needs to be created for this thesis. Secondly, ePHASORsim has limita-
tions on the version of PowerFactory. The XML version compatible with ePHASORsim is the
2019 version, but the latest PowerFactory version is 2022, and the oldest .xml version that can
be exported in PowerFactory 2022 is the version 2020. So, the existing PF version is not com-
patible with ePHASORsim at all. Last but not least, not all components in the PowerFactory
model are supported by ePHASORsim. In the model shown in Figure 3.2, including external
grid, fuse and PV system are not supported by ePHASORsim. Even if these components are
successfully exported to the XML file, the grid simulation will fail in the end.

Therefore, in this thesis, the input data format would be Excel only. ePHASORsim’s strict
restrictions on the version of PowerFactory and definition file will no longer be a problem.
However, it is still necessary to find a way to replace those components that are not supported
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by ePHASORsim. Finally, the external grid is decided to be replaced by a voltage source, the
fuse is replaced by a wire, the net value of PV system and the local load consumption is replaced
by one load. The value of the load in the grid simulation can be negative, which also solves
the problem that sometimes the PV generation is larger than the local load consumption. One
thing to note, since the parameters of the wires given in the PF model are the parameters of
the positive sequence instead of ordinary parameters when creating the excel sheet, the type
of wire must be selected as Three Phase Line with Sequential Data. In this way, the rural grid
can be accurately simulated

There are two types of chargers in this grid, charger at home and charger at semi-public.
The difference is that the charger at home and photovoltaic power generation, the local load
is connected at one point in the grid, and the charger at semi-public is connected at one point
in the grid alone. The modified grid model is shown in the following figure 3.3, it can be
seen that Chr_Home 0,Chr_Home 1,Chr_Home 2(Charger0,1,2 at home) are located at node
nd_5355967 and Chr_Semi_Public0(Charger0 at semi-public) is located at 310387526.

Figure 3.6: Grid Model

In fact, ePHASORsim can also simulate the current between various points in the power
grid, the losses on the line, but these are not used in this thesis.

6. Record the simulation result every second, and save it into a .mat file on the host
computer:

During the real-time simulation, important data needs to be recorded and saved. The
OpWriteFile block has the function of recording various signals once per second. After the
simulation, all data will be recorded in a .mat file for data analysis.

3.3.3 Two "simulation time"

The top-level of the Simulink model has two subsystems: master, and console (user interface).
All the calculations, grid simulation as well as the I/O signals handling are carried out in
the master system. One thing that needs to note is during the simulation there will be two
’simulation time’, one for the host computer and the other one for DRTS. This is because the
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SM _ subsystem and inside any other SS _ subsystems are run in real-time in the simulator
while the SC_console is on the host computer.

During the build process, RT-LAB converts what is inside the SM _ subsystem and other
SS _ subsystems into C code sends it to the simulator, and runs it in real-time. But this
is different from what is inside the SC_ subsystem. This subsystem is not involved in the
building process so is not converted into C code for real-time simulation. This one stays on
Windows as a graphical user interface and does not run in real-time (it runs as fast as possible
in Windows). However, the data that can be seen in the SC_ subsystem are correct (amplitude,
phase, frequency, etc) but are not synchronized with the real-time simulation. The connection
between the simulator and the Windows computer is done through an ethernet cable which
sends/receives data through TCP/IP and data buffering. So, the data received or sent in the
SC_ subsystem are correct but are asynchronous compared to the real-time simulation. There
is no possibility to make them synchronous because of the type of connection. In conclusion,
the console allows users to monitor the results of the real-time simulation, but the data are
sent/received asynchronously. To get real-time data, the best way is to connect the simulator
to an oscilloscope. It is also possible to record data in real-time using the DataLogger or the
OpWriteFile block.

3.4 Functions of smart charging algorithm

The implemented smart charging algorithm is from previous work in project OSCD [42]. As
mentioned in the previous chapter, the smart charging algorithm written in Python needs to
adapt to the grid simulation model. The smart charging algorithm runs on the host computer
and sends the optimized current set-point to the Simulink model which runs on the DRTS. The
smart charging algorithm calls Gurobi, a mathematical optimization solver named to calculate
the optimal setpoint for each EV connected to a node.

3.4.1 objective functions

The main objective function of the algorithm is as follows. The ultimate purpose of the smart
charging algorithm is to minimize the total cost during the charging. The current set-point
would be given based on that principle. Another important principle of smart charging is
to minimize the unfinished charging which means all the EVs connected to the nodes in the
distribution grid should be charged as much as possible, otherwise there will be a penalty for
the charger point.

Min.Copt
n =

J∑
j=1

(
Ba

n,j + dn,j −Bn,j,T d
j

)
Cp

n,j +∆T
T∑
t=1

pPV
n,t C

PV

+∆T

T∑
t=1

(
p
g(imp)
n,t C

e(buy)
t − p

g(exp)
n,t C

e(sell)
t

)
−∆T

T∑
t=1

J∑
j=1

p
r(up)
n,j,t C

r(up)
t + p

r(dn)
n,j,t C

r(dn)
t

(2)

In the following table, all the parameters of objective functions have been listed, based on
[43]:

From the above formula, we can see that the penalty consists of four parts[43]:
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Parameters Meaning Unit
Copt

n EV charging cost at node n €
Ba

n,j Energy in the battery when jth EV connects to a car park kwh
dn,j The demanded energy of jth EV kwh

Bn,j,Td
j

Energy in the battery when jth EV leaves at T d
j kwh

Cp
n,j Penalty for EV not fully charged €/kwh

pPV
n,t PV energy generated at time t at node n kwh

CPV Cost for buying third-party PV power €/kwh
p
g(imp)
n,t , p

g(exp)
n,t the EV at node n import or export power kw

C
e(buy)
t , C

e(sell)
t Cost of bulling or selling power from/to the grid €/kw

p
r(up)
n,j,t , p

r(dn)
n,j,t Reserve power capacity for up and down regulation by jth EV at time t, node n kw

C
r(dn)
t , C

r(up)
t Cost for offering capacity reserves for up and down regulation at time t €/kw

Table 3.2: Objective functions parameters

1.The penalty paid to the customers if the energy demand dn,jis not met by the departure
time.

2.Sometimes the PV generation power might be provided by thirty-party. Therefore, if this
thirty-party provided PV power to charge the EV. Then pre-determined contractual cost of
CPV will be charged.

3.The cost of buying and selling energy from the grid or to the grid based on the energy
prices. Buy energy from the grid as much as possible when the price is low and sell the power
to the grid when the price is high.

4.Income obtained from offering reserve capacity

3.4.2 sub functions

This section explained how the parameters/variables are defined or how are they related to
each other.

Bn,j,t = Ba
n,j +∆T

t∑
Ta
j

(
pe+n,j,tη

ev
n,j

)
∀t ∈ n, j,

[
T a
n,j;T

d
n,j

]
(3)

Bn,j,T d
n,j

= Ba
n,j +∆T

T d
j∑
t

(
pe+n,j,tη

ev
n,j

)
∀t ∈ n, j,

[
T a
n,j;T

d
n,j

]
(4)

pe+n,j,t = ie+n,j,t × Vn,t (5)

Sn,j,t =
Bn,j,t −Bmin

n,j(
Bmax

n,j −Bmin
n,j

) ∀t ∈ n, j,
[
T a
n,j;T

d
n,j

]
(6)

p
g(imp)
n,t = Vn,t × i

g(imp)
n,t , p

g(exp)
n,t = Vn,t × i

g(exp)
n,t (7)

The parameters of the sub functions are listed below
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Parameters Meaning Unit
Bn,j,t Energy in battery of jth EV at node n at time t kwh
Ba

n,j Energy in the battery when jth EV connects to a car park kwh
ηevn,j charging efficiency EV

Bn,j,Td
j

Energy in the battery when jth EV leaves at T d
j kwh

pe+n,j,t Charging power kw
ie+n,j,t Charging current kw
Sn,j,t SOC of jth EV at node n, time t
Bmin

n,j Maximum power in the battery of jth EV at node n kwh
Bmax

n,j Minimum power in the battery of jth EV at node n kwh

Table 3.3: Sub functions parameters

3.4.3 Constrains

In optimization, some constraints are imposed on the variables of the objective functions. The
Gurobi shall consider those constrains when it runs to calculate the optimal current set-points
during the optimization.

Constraints on EV battery,When EV is connected:

Bt,j,n ≥ Ba
j,n ∀t ∈ n, j,

[
T a
n,j;T

d
n,j

]
(8)

Bt,j,n ≤ Min
{
dj,n +Ba

j,n, B
max
j,n

}
∀t ∈ n, j,

[
T a
n,j;T

d
n,j

]
(9)

when EV is not connected:

ie+n,j,t, p
e+
n,j,t, p

r(up)
n,j,t , p

r(dn)
n,j,t , Bn,j,t = 0 ∀t < T a

n,j&t ≥ T d
n,j (10)

Constraints on EV charger: For each EV charger, the lowest allowed charging current is 6A
because of AC charging standards (IEC 61851)and the current value should be integer with
step of 1A(ie+n,j,tis the charging current)(

ie+n,j,t = 0
)

OR
(
ie+n,j,t ≥ 6

)
∀t ∈ n, j,

[
T a
n,j;T

d
n,j

]
(11)

Constraints on prices: Buying energy costs more than selling it.

C
e( buy )
t ≥ C

e(sell)
t (12)
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4 Integrating Algorithm with Model and Hardware

In the previous section, the functions and constraints of the algorithm have been introduced
[43]. In this section, how to adapt the smart charging algorithm written in Python to the
Simulink model on DRTS, and how to integrate the system will be introduced.

4.1 The adaption of algorithm

The smart charging algorithm used in this project is already well established. The summary of
functions of the smart charging algorithm is shown in the following figure.

Figure 4.1: Algorithm functions

This smart charging algorithm was originally used to optimize the charging behavior of all
electric vehicles connected to the grid within a week, according to their arrival SOC, connection
time, local load consumption, photovoltaic generation, and other factors to calculate and give
the optimal charging current point. However, this algorithm cannot fit in the HIL real-time
simulation. Therefore, another script needs to be written, so that the intelligent charging
algorithm and its functions can be called at any time, and the data simulated by the model on
the DRTS can also be read by the script. Luckily, The DRTS OP4510 has a set of Application
Programming Interfaces (API) called RT-Lab API. Once the RT-Lab API is called by the
python script, a series of operations can be performed by this script based on the simulated
model. In this thesis, Only the following functions are called:

1. Read the value of a signal in the model in the simulation
2. Set the parameters of the model in the simulation
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3. Read the simulation time of the model to make the code run in sync with the model
4. After the simulation is over, the DRTS will be automatically recharged, and the model

will be closed to record the data
The following flowchart explains in detail how the smart charging algorithm interacts with

the DRTS model. They run in parallel, synchronously, only variables and parameters are
exchanged through the interface script.

Figure 4.2: Flowchart of interaction

The red blocks in the middle represent the functions of the interface script, and the arrow
in the flow chart and arrows in the flow chart indicates the direction of information transfer.
First of all, the script will initialize all the parameters related to optimization. After that,
the script will first read the clock signal from the DRTS model, wait for dozens of seconds to
enter the next timestep, and then start to detect whether there are new EVs connected to the
grid. This is because the running order of python and the model is to run the model on the
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DRTS first, and then run the script, so the running of the script will be a few seconds behind
from the beginning. In order to make them run synchronously, the script needs to wait for the
model. Then, the updated EV parameters including SOC, battery capacity, etc. will be sent to
the optimizer of the smart charging algorithm and DRTS model, and the node voltage at this
moment will be sent to the optimization script from the DRTS model. Based on parameters like
SOC, node voltage, and energy prices, the smart charging algorithm will calculate the current
set-points. After all, optimizations finish, the algorithm sends the calculated current setpoints
to the model on DRTS, which results in a change in grid voltage. The time step is one minute,
and this loop is repeated every time step.

In this way, the interaction of data between the model and the intelligent charging algorithm
is realized.

4.2 Integrate the hardware

In the lab, real devices are connected together as shown in the figure below:

Figure 4.3: Photo of all components

Because of the lack of Delta-Elektronika SM500-CP-90 Bidirectional DC Power Supply, the
power circulation cannot be achieved, so the remaining part only consists of PLC, OPAL-RT,
EVSE, 3xCalifornia instruments, and EV emulator, the schematic is shown in the following
figure.
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Figure 4.4: Schematic without Delta

According to Figures 4.5 and 4.6, there are 5 connections in the schematic, the connection
between OPAL-RT 4510 and California instruments, the connection between California instru-
ments and EVSE, the connection between EVSE and EV emulator, the connection between
EVSE to PLC and the connection between PLC and OPAL-RT. The connection between Cali-
fornia and OPAL-RT, as mentioned in 4.24, is for OPAL to transmit the reference voltage values
to California. The connection between OPAL-RT and PLC is similar to the former connection.
During the real-time simulation, the OPAL needs to send the current setpoints calculated by
the smart charging algorithm to the PLC. These two signals are both analog signals output by
OPAL-RT.

The EVSE connects to the EV emulator with a type 2 AC charging cable which as shown
in the following figure.

Figure 4.5: Type 2 plug[44]
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As described in chapter 3. The reason for connecting EVSE to an EV emulator is to mimic
the communication behavior during smart charging. By monitoring Control Pilot (CP) signal,
the charging state and the maximum charging current from the EVSE can be known during
smart charging.

A voltage of 12 V will be applied to the CP and Protective Earth (PE) when the EV emulator
detects that the cable has been plugged into EVSE. And the resistor between CP and PE will
be activated in order to reduce the voltage. The value of the activated resistance and the
applied voltage will be decided by the charging state of the EV, as shown in Table 4.2.

State Resistances Voltage
EV not connected ∞ Ω +12V

EV connected, not ready 2740Ω +9±1V
Ready 822Ω +6±1V

Ready, ventilation required 246Ω +3±1V
Shut off 0V
Error -12V

Table 4.1: Values of voltage and resistance for different state [45]

So, it can be seen from the previous table that When the EV is in the state "EV connected,
not ready”, “Ready" and "Ready, ventilation required", the CP signal will be a pulse-width
modulated (PWM) signal. In the lab, the CP signals can be clearly observed by an oscilloscope.
There is a relationship between the duty cycle of the PWM signals and the maximum current,
as shown in Table 4.3.

Duty cycle interpreted by EV Maximum current
Duty cycle <8 % Charging not allowed

8 % ≤ duty cycle <10% 6A
10 % ≤ duty cycle ≤ 85 % Available current = duty cycle x 0.6 A
85 % <duty cycle ≤ 96 % Available current =( duty cycle - 64) x 2.5 A
96% <duty cycle ≤ 97 % 80A

Duty cycle >97 % Charging not allowed

Table 4.2: CP duty cycle to maximum charging current[45]

The most important connection of the system integration is the connection between PLC
and EVSE. In section 3.1, Schneider Electric Programmable Logic Controller (PLC) is briefly
introduced, it is a bridge between the DRTS and EVSE, because these two devices cannot
directly communicate with each other. In this thesis, as a bridge, PLC firstly needs to read the
analog signal coming from the DRTS, convert this to Modbus TCP format, and send it to the
EVSE. Secondly, the PLC needs to read the current and phase voltage values from EVSE and
convert them from a Modbus TCP format to digital signals which can be read by the DRTS.
The voltage and current can also be monitored by the software ACE service installer, as shown
in the following figure.
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Figure 4.6: Alfen live monitor

The PLC can be programmed by using Schneider Electric’s EcoStruxure Machine Expert
software. No matter whether the PLC is ready to send setpoint to EVSE or read current value
and voltage value from EVSE, it needs to be programmed to read/write to the correct Modbus
registers of the EVSE. The address of the EVSE registers can be found in a Modbus Register
table in appendix B. The part of the figure can be seen in the following figure.

Figure 4.7: Modbus registers[46]

In the Channel Assistant of Schneider Electric’s EcoStruxure Machine Expert software,
devices that want to send or receive Modbus TCP signals to communicate with PLC must be
set here, as shown in the following figure 4.10. The IP address and device type must be set
manually. The read and write offset here means the address that needs to be read from or
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written to the EVSE respectively, the details about the offset can be seen in the manual. The
length here is the length of the values read from or sent to the EVSE.

Figure 4.8: Modbus channel assistant

The PLC needs to be programmed after the Channel Assistant is configured so that the
variables being read into the registers can be manipulated correctly. Through programming,
the PLC can make the variables read from the input/output registers to be stored in the
memories and use those memories to generate PWM signals or do calculations. There are
several kinds of memories used in this thesis, and they have been listed in the following table.

Object Type Object Object Functions Description

Object Type

%MFi Memory floating point Stores memory floating point
%MDi Memory double words Stores 32-bit memory word
%MWi Memory words Stores 16-bit memory word
%Mi Memory bits Stores memory bit.

Table 4.3: Memories used

The PLC program includes 14 rungs, and these 14 rungs can be divided into three stages in
total. Rung 0 3 is to read the analog signals from OPAL-RT and transfer the current setpoints
to EVSE, rung 4 8 is to read the voltage value of EVSE first, store the voltage value in two
memory words, then convert it and output to OPAL-RT in the form of PWM. Rung 9 13 is
to read the current value of EVSE first, which is also stored in two memory words, and then
converted into PWM and output to OPAL-RT. The reason why both the current value and the
voltage value are stored in two memory words is that these two values are in the form of 32-bit
floating point format, so both of them need two 16-bit memory words to be temporarily stored.
One thing worth noting, that 32 is a floating point number, so the last 16 bits are the value of
voltage or current, and the first 16 bits are not. Therefore, Operations are mainly focused on
the last 16 bits. Part of the PLC program can be seen in the following figure.
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Figure 4.9: PLC Program

When the communication is successfully established, it can be observed from the ACE service
installer software and values can be seen in the PLC programming rungs. The observations are
shown in the following figure.

Figure 4.10: The screenshot of connection
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Figure 4.11: Values in the PLC rungs
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5 Basic Case

This base case is a benchmark for all other cases without any changes to parameters. Other
cases will have some changes in parameters or time with respect to the base case. In this smart
charging case, the smart charging algorithm described in the previous chapter was implemented.

5.1 Simulation scenario

Table 5.1 shows the parameters used for this scenario. This scenario is based on EV owners
charging the car at noon when PV generation is at its maximum and leaving at night when PV
generation is almost at its lowest. Because of this, the simulation time is set to be from 13:00
to 19:00; six hours in total. Data from 10/06/2018 was randomly selected. The normalized PV
profile and load profile over the selected day are shown in figure 5.1

Overview

Time of simulation 13:00 to 19:00
Number of EVs (J) 4

Number of nodes (N) 2
Electricity Buying Price C

e(buy)
t Day-ahead prices [47], 10/06/2018

Electricity Selling Price C
e(sell)
t 0.02 €/kWh

Variable PV Cost CPV 0€/kWh
Penalty Cp

n,j 0.1€/kWh
Normalized PV Profile pPV,norm

n,j KNMI data [48], 10/06/2018
Normalized Load Profile pLL,norm

n,t E2B 5000 NEDU Profile[49], 10/06/2018
FCR 0.03648€/kWh , 10/06/2018

Table 5.1: Parameters used for basic scenarios

Figure 5.1: Prices of buying electricity, selling electricity and FCR

As can be seen in figure 5.2, there are 4 EVs in total; 3 EVs(EV1,2,3) connect to node
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nd_53559675 and 1(EV4) connects to node 310387526. Among the four vehicles, EV1 is simu-
lated by PHIL hardware, and the other three are virtually simulated. Grid node nd_53559675
has a local load and also has local PV installation, while node 310387526 has nothing.

Figure 5.2: Grid model for basic case

The profiles for this local load and solar irradiation were based on historical data taken from
the Royal Netherlands Meteorological Institute (KNMI) and the Association for Dutch Energy
Data Exchange (NEDU).The profile can be seen in the figure 5.3.

The parameters of the EV1,EV2,EV3 and EV4 can be seen in table 4.2, There are two types
of EV parameters used in this case, Tesla Model 3 and Kena. Both these two types of EVs have
the same rated current 16A. However, they have different battery sizes, and the EVs arrive at
different times with different SOC and depart at different times.

nd_53559675 Parameters EV1 EV2 EV3
Type Model 3 Model 3 Model 3

Battery size 47.5 47.5 47.5
Rated power 11.04kW 11.04kW 11.04kW
Arrive time 2018-6-10 13:10 2018-6-10 13:15 2018-6-10 13:16

Departure time 2018-6-10 16:10 2018-6-10 16:00 2018-6-10 16:05
Initial SOC 0.786358 0.770863 0.8483377

Local Load yearly consumption 88.779 MWh
PV genaration 25 kWp

310387526 Parameters EV4
Type Kona

Battery size 39.2
Rated power 11.04kW
Arrive time 2018-6-10 13:30

Departure time 2018-6-10 18:58
Initial SOC 0.680612

Local Load yearly consumption 0 MWh
PV genaration 0kwp

Table 5.2: Parameters of EVs
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5.2 Validation of ePHASORsim

In order to validate the reliability of the results of ePHASORsim, it can be assumed that all
chargers are in an uncontrolled charging state, which means that the EV charging current in
this state is the maximum value of 16A. Moreover, the PV power generation and local load
consumption are not considered under uncontrolled charging. The remaining parameters are
the same as the parameters of the base case. The simulation results are shown in figure 3.4
below

Figure 5.3: Result under uncontrolled charging

From the above graph, it can be seen that the voltage decreases as the load increases. When
the voltage is stable, the current flowing to node nd_5355967 is exactly 48A, because there
are three chargers located at this point, and the other node is 16A because only one charger is
located at this node. The current at the low voltage side is 64A, which is the sum of the 16A
and 48A. The current at high voltage is 2.56A, this is because the transformer turns ratio is
25:1.

5.3 Simulation results

The results of the base case are shown in figure 5.2. This figure not only shows the changes in
charging current, charging power, and SOC of EVs during charging but also shows the voltage
changes of the distributed grid nodes as the load changes.
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Figure 5.4: Results of the base case

It can be observed from the results that except for EV2 and EV4 have a few minutes of
charging before 3 o’clock, all EVs start charging at 15:00, and charging mainly happens from
15:00 to 17:00, even if some EVs have been connected to the grid for almost two hours. There
are two reasons for this; the first can be seen in figure 5.1: the price of buying electricity from
the grid is the cheapest from 15:00 to 16:00. Because of this, the smart charging algorithm
decides to let EVs import electricity from the grid as much as possible when electricity prices
are low, and not charge when electricity prices are high (taking all constraints into account)
in order to minimize cost. The second reason is that from 15:00 to 16:00, the PV generation
is higher than the local load, then the EVs would have been charged with this excess energy.
Since the price of buying electricity is always higher than the price of selling electricity, it is not
worthwhile to export electricity to the grid, so all the electricity will be used for EV charging.
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6 Case study

Since the goal of this study is to access the impact of smart charging algorithms on distributed
power grids. It is unlikely to clearly see the full impact of a smart charging algorithm just by
studying a basic case. Therefore, this section proposes several other cases. By testing the per-
formance of the smart charging algorithm in other scenarios, its functional role and its impact
on the distributed power grid will be further studied.
There are three cases presented in this subsection:
Case 1 is to test the performance of the smart charging algorithm when multiple groups of EVs
are connected to the grid at different times.
Case 2 is to evaluate the impact of PV generation on the smart charging algorithm.
Case 3 is to evaluate the impact of charger efficiency on the smart charging algorithm.

6.1 Case 1

In real life, electric vehicles generally come and go, so in this section, two groups of EVs are set
for node nd_53559675(the location of the nodes can be seen in figure 5.2), which come and go
at different time periods respectively. The parameters of these two groups of EVs are shown in
Table 6.1. It can be seen that the parking time of the first group of EVs is only about 1 hour,
and the parking time of the second group of EVs is only about two hours. This also means that
the EV charging time will be greatly shortened compared to the base case.

nd_53559675(g1) Parameters EV1 EV2 EV3
Type i3 Kona Kona

Battery size 37.9 39.2 39.2
Rated power 11.04kW 11.04kW 11.04kW
Arrive time 2018-6-10 13:01 2018-6-10 13:05 2018-6-10 13:10

Departure time 2018-6-10 13:55 2018-6-10 14:00 2018-6-10 16:05
Initial SOC 0.83504 0.87306 0.82612

Local Load yearly consumption 88.779 MWh
PV genaration 25 kWp

nd_53559675(g2) Parameters EV1 EV2 EV3
Type Model 3 Model 3 Model 3

Battery size 47.5 47.5 47.5
Rated power 11.04kW 11.04kW 11.04kW
Arrive time 2018-6-10 14:10 2018-6-10 14:15 2018-6-10 14:16

Departure time 2018-6-10 16:10 2018-6-10 16:00 2018-6-10 16:05
Initial SOC 0.786358 0.770863 0.8483377

Local Load yearly consumption 88.779 MWh
PV genaration 25 kWp

310387526 Parameters EV4
Type Kona

Battery size 39.2
Rated power 11.04kW
Arrive time 2018-6-10 15:30

Departure time 2018-6-10 18:58
Initial SOC 0.680612

Local Load yearly consumption 0 MWh
PV genaration 0kwp

Table 6.1: Parameters of two groups of EVs
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The simulation results of this case can be seen in figure 6.1. As in the previous base case, the
figure shows the changes in charging current, charging power, and SOC of EVs during charging,
the voltage changes of the distributed grid nodes as the load changes.

Figure 6.1: Simulation results of case 1

For the first set of EVs, charging begins the moment when they are connected to the charger.
Unlike the base case, since the total charging time for this group of EVs is only about one hour,
in order to fully charge the EV as much as possible, it is impossible for EVs to wait until the
electricity price becomes lower. Therefore, even if the buying price of electricity will drop from
14:00 according to figure 5.1, the charging mainly happens between 13:00 to 14:00. And for
the second group of EVs, since they are basically charging from 14:00 until they leave around
16:00. They all have a charging time of about two hours, and since the time span of these two
hours exactly includes 15:00 to 16:00, the purchase price of electricity at this time happens to
be the lowest, so it can be seen that the second Although the group EVs have been connected
to the charger at 14:00, charging starts at 15:00.

For point 31038752, the result is also somewhat different from the base case. First, since
the arrival time of EV4 is 15:30, which happens to be the time when the purchase price of
electricity is the lowest, charging starts immediately, and from the very beginning, the EV4
starts to be charged at nearly the maximum power. From Figure 5.1, it can be seen that from
16:00, the buying electricity price begins to rise gradually, reaching the peak during the period
from 18:00 to 19:00. Therefore, the charging of EV4 basically ends at 18:00. At around 15:50,
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it can also be seen that the current is not the maximum current of 16A. This is due to the rapid
increase in voltage at this moment. The smart charging algorithm recalculates a new charging
plan based on the current voltage, so as the voltage increases, the optimal current point does
not need to be that large, which is why the current decreases.

The final SOC results of EVs are shown in Table 6.2 below,none of the EVs are fully charged,
that is because the smart charging algorithm hasn’t considered the constant voltage charging
when the EVs are charged with current lower than setpoints.

EV1 EV2 EV3 EV4

Departure SOC 97.9%(group1) 98.3% (group1) 98.3% (group1) 99.9%97.2%(group2) 96.7% (group2) 99.4% (group2)

Table 6.2: Departure SOC

6.2 Case 2

This case is to study EV charging at night when local load and PV generation will change. In
this way, the voltage of the grid will be different compared to the base case. The parameters
of the EVs are the same compared with the base case, the only difference is the arriving time
and departure time. The arrival time and departure time are shown in Table 6.3

nd_53559675 Parameters EV1 EV2 EV3
Arrive time 2018-6-10 18:10 2018-6-10 18:15 2018-6-10 18:16

Departure time 2018-6-10 21:10 2018-6-10 21:00 2018-6-10 21:05

310387526 Parameters EV4
Arrive time 2018-6-10 18:30

Departure time 2018-6-10 23:58

Table 6.3: Arrival and departure time

The DAM price and FCR price can be shown in figure 6.2

Figure 6.2: Evening prices

43



The simulation results are shown in figure 6.3.

Figure 6.3: Simulation result of case 2

The depart EVs SOC are 97.4%, 98.92%, 99.28% and 99.6% respectively. It can be from
the 6.3 that EV1,2, and 3 waits until 19:00 to start charging, the same reason as the previous
case because the buying electricity price during 19:00 and 20:00 is the lowest over the whole 6
hours optimization duration. Even if the gap between local load and PV generation gets bigger
and bigger as time goes by. In the base case, it was learned that the smart charging algorithm
tends to give current set points in the time period when PV generation is larger than local load
consumption because there can be additional energy from EV charging. However, in this case,
the smart charging algorithm takes PV, local load, and electricity price into consideration and
decides to let the charging happen when the electricity price is the lowest, in order to minimize
the overall charging cost. As for the EV4, because the initial SOC of the EV is very low, and
the gap between PV generation and local load is not that big at the beginning, the charging
starts immediately when the EV4 is connected to the node.

Overall, charging mainly occurs from 18:30 to 20:30, which is also expected, because the
buying electricity price is already the lowest during this period. The EV4 is also charged
for tens of minutes at the minimum current in the final stage. This is because the price of
electricity starts to increase sharply from 22:00 and drops until 23:00. In order to reduce the
cost of charging, the charging period from 23:00 to 24:00 is selected .
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6.3 Case 3

In the previous case, the charging efficiency of EVs in the code is 97% by default, but in practice,
the charging efficiency of EVs is not so high. According to [50], the EV charging efficiency can
be around 83.8% which has a significant gap compared to the default value. To test the effect
of the EV charging efficiency on the implemented smart charging algorithm, in this case, the
charging efficiency has been set to 83.8%. The other EVs parameters are the same as in figure
6.1. The results of this case are shown in figure 6.4.

Figure 6.4: Simulation results of case 3

On the whole, charging still occurs in the time period from 15:00 to 16:00. The reason has
been mentioned in the previous case and will not be repeated here. But in this time period,
there are many differences from the base case. First, for EV1 and EV3, these two EVs are
higher than EV2 due to the initial SOC and parking time. When the efficiency of charging
decreases, their charging current in the interval from 15:00 to 16:00 will drop significantly. This
is because as the efficiency decreases, the grid import limitation also decreases, and the SOC
and parking time of EV1 and EV3 are higher than EV2, so the charging current of these two
vehicles will decrease. As for EV2, due to the short initial SOC and parking time, the charging
current is almost close to the maximum, which is consistent with the base case.

For EV4, in the interval from 15:00 to 16:00, the charging behavior is consistent with the
base case, but in the interval from 16:00 to 17:00, the charging time is longer. The reason is
similar to that of EV2. Since the initial SOC is low and EV charging efficiency decreases, it is
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necessary to charge as much as possible in the interval from 16:00 to 17:00, where the electricity
price is the second lowest, in order to reduce the penalty brought by unfinished charging. The
depart EVs SOC are 96.65%, 95.6%, 98.7% and 99.1% respectively. Compared with the base
case, there is still a slight gap, which proves that even if the smart charging algorithm adjusts
the charging scheme, the impact of lower charging efficiency cannot be completely eliminated.

6.4 Summary

Table 6.4 summarizes a total of four cases that appear in chapters 5 and 6, showing the differ-
ences in some key features among the four cases.

Arrival SOC EV1 EV2 EV3 EV4
Base case 78.6% 77.1% 84.8% 68.1%

Case 1 83.5%(group1) 87.3% (group1) 82.6% (group1) 68.1%78.6%(group2) 77.1% (group2) 84.8% (group2)
Case 2 78.6% 77.1% 84.8% 68.1%
Case 3 78.6% 77.1% 84.8% 68.1%

Charging time EV1 EV2 EV3 EV4
Base case 13:10-16:10 13:15-16:00 13:16-16:05 13:30-18:59

Case 1 13:01-13:55(group1) 13:03-14:00 (group1) 13:05-14:05(group1) 15:30-18:5914:10-16:10(group2) 14:15-16:00(group2) 14:16-16:05 (group2)
Case 2 18:10-21:10 18:15-21:00 18:16-21:05 18:30-21:59
Case 3 13:10-16:10 13:15-16:00 13:16-16:05 13:30-18:59

Departure SOC EV1 EV2 EV3 EV4
Base case 97.63% 96.56% 99.36% 99.5%

Case 1 97.9%(group1) 98.3% (group1) 98.3% (group1) 99.9%97.2%(group2) 96.7% (group2) 99.4% (group2)
Case 2 97.4% 98.92% 99.28% 99.6%
Case 3 96.65% 95.6% 98.7% 99.1%

Minimum Voltage nd_53559675 310387526
Base case 225.19 224.67
Case 1 225.92 225.57
Case 1 223.62 222.66
Case 1 225.36 224.87

Table 6.4: Summary

Since the Minimum voltage in the smart charging can be observed, and the voltage provided
by the grid under normal conditions is about 230.94V, then the maximum voltage deviation
can be calculated.

Maximum Voltage deviation nd_53559675 310387526
Base case 2.49% 2.71%
Case 1 2.17% 2.32%
Case 1 3.17% 3.59%
Case 1 2.41% 2.63%

Table 6.5: Voltage deviation

It can be observed that the higher the load when the electric vehicle is charging, the lower the
voltage provided by the grid. During smart charging, the maximum voltage deviation is 3.59%.
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Another observation is that none of the EVs are fully charged, only to 97.63%, 96.56%, 99.36%,
and 99.5% SOC. The reason is that the constant voltage charging stage is not considered. The
IEC61851-based charger can give a minimum current setting of 6A, but the EV can be charged
with a lower current during the constant charging stage. In addition, when calculating the
optimal current setting value, the smart charging algorithm uses the grid voltage read by the
interface script at a certain moment, but the grid voltage is different at any moment because the
values of PV generation and local loads consumption are changing at any time [51][52]. Once
the EV starts charging, the bus voltage changes and the smart charging algorithm calculates
the optimal current setpoints every minute and doesn’t take voltage deviation into account, so
the results are inaccurate.
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7 Conclusion & Future work

In this Master thesis, the impact of a smart charging algorithm on the distribution power
grid is verified. Besides, a smart charging algorithm has been applied in different scenarios in
order to evaluate the performance of a smart charging algorithm. This chapter includes the
contributions made in this thesis and the main findings in this thesis. Based on the problems
that occurred in the thesis, the recommendation for improvement had been made.

7.1 Conclusion

There are three objectives mentioned in Chapter 1, and the conclusion will be made based on
those objectives. The first objective of this thesis is to mimic the EV charging behavior on
the HIL testbed. In theory, the smart charging algorithm should send the current setpoints to
the PLC by outputting analog signals, after PLC converts the analog signals to Modbus/TCP
signal, the current setpoint will be sent to the EVSE. Based on the current setpoints and the
reference waveform from the grid simulation, there should be an amount of power circulating
in the whole system. The schematic of the power circulation is shown in the following figure.

Figure 7.1: Power circulation[40]

With the help of two AC loads and an EV emulator, the EV’s real charging behavior can
be simulated on the testbed. However, because of some hardware were missing and time
constraints, in this thesis, the connection between the hardware was only half done.

The second objective is to integrate the smart charging algorithm with the HIL testbed and
run it under different scenarios in real-time. The smart charging algorithm is able to integrate
with the HIL testbed with the help of OPAL-RT, the DRTS. The algorithm is required to run
in real-time when it is integrated into the HIL testbed. With the help of RTLAB API, the
Python algorithm is able to exchange the data with a model in real-time and run the real-time
simulation. In this thesis, the smart charging algorithm ran under different scenarios. Firstly,
a base case was run as a benchmark. In the base case, the smart charging algorithm optimized
four EV charging, three of which are connected to one point of the distribution grid and one to
another point of the distribution grid. It was found that smart charging was able to minimize
the total cost of charging and reduce the voltage deviation. However, the algorithm also had
the disadvantage of not being able to fully charge the car

The third objective is grid simulation, building a grid simulation model to simulate the
voltage changes at various points of the power grid when the smart charging algorithm is applied
to the distribution power grid. In this thesis, the grid simulation is achieved by ePHASORsim.
Depending on the local load, photovoltaic generation, and consumption of EV charging, the
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grid simulation model can simulate the voltage value of each point in the distribution grid in
real-time.

7.2 Recommendations and Future work

The smart charging algorithm applied in this thesis was developed a year ago, so there are
still some aspects that can be improved. Based on some phenomena in the experiment, some
suggestions are put forward so that the smart charging algorithm can be better improved. In
addition to this, the HIL testbed also has some areas that can be improved.

7.2.1 Recommendations

1. The smart charging algorithm takes the communication delay caused by the commands into
consideration. In Chapter 6, it has been mentioned that the reason EVs are not fully charged
is the time delay caused by communication and command execution. Since the delay caused by
communication is inevitable and compared with the delay caused by executing commands, the
communication delay is not obvious, so it can be ignored. As for the delay caused by executing
the command, it can be considered to reduce the impact of the delay on the setpoint switching
through prediction.
2. Change the frequency of giving current setpoints from every minute to every five minutes.
In the meantime, the smart charging algorithm changes from giving an optimal setpoint every
minute to giving an optimal point every five minutes. Giving an optimal current setpoint every
minute is actually a great challenge for the computer. In this thesis, because the number of
EVs involved is small and the time is relatively short, the smart charging algorithm can run the
optimization within one minute and calculate the optimal current point of each EV in the next
minute. But in reality, the smart charging algorithm will have to deal with the situation where
a huge number of EVs are connected to the distribution grid at the same time. It is difficult to
calculate so many optimal current setpoints in one minute, so running the optimization every
five minutes might be more realistic.
3. Consider combining real-time local load consumption and PV generation with the smart
charging algorithm. The smart charging algorithm used in this topic is based on the historical
data of PV generation and local load consumption to obtain the optimal current setpoints.
Is it possible to predict the future load through real-time photovoltaic data and local load
consumption data, and run the optimization base on the prediction?
4. Simplify the HIL testbed and remove the "bridge" PLC between EVSE and DRTS. The
reason why a PLC is needed is that the Alfen EVE single proline cannot communicate directly
with the DRTS. But there are other types of chargers that can directly receive analog signals.
Therefore, if the type of EVSE is changed, it is possible to remove the PLC. In addition, the
programming of the PLC itself is quite complicated. Once the IP address changes, everything
needs to be recompiled. So it is best to remove the PLC.

7.2.2 Future work

1. Complete the hardware connection. In this thesis, as mentioned before, the hardware is
only half connected and power circulation is not completed. Therefore, in the future, it is
recommended to connect the two deltas to complete the power circulation. In this thesis, the
measurement of current and voltage of EVSE has not been completed, in the future, if power
circulation can be completed. Observations made on the DRTS can be done by measuring the
voltage and current values of the EVSE and transmitting them to the DRTS.
2. The smart charging algorithm which was integrated into the HIL testbed in this thesis is still
under development. In the future, there might be new features added to this smart charging
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algorithm. In the previous section, some suggestions have been given for further improvement.
If there is a new, improved smart charging algorithm, then it can be completely re-integrated
with the testbed and rerun.
3.The connection between PLC and EVSE is still not established, if it is established, then the
maximum allowed current setpoints would be able to send to EVSE from PLC.
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Appendices

A MATLAB Model

Figure A.1: MATLAB Model
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Figure A.2: SC_Console
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Figure A.3: SM_Master part1
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Figure A.4: SM_Master part2
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Figure A.5: Analog Out
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Figure A.6: SOC check and CV charging
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Figure A.7: SOC check and CV charging
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Figure A.8: SOC check and CV charging
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B Registers Tables

B.1 Product identification registers
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B.2 Station status registers
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B.3 SCN registers
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B.4 Socket measurement registers
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