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SUMMARY

Complementary Metallic Oxide Semiconductor (CMOS) technology scaling enhances
the performance, transistor density, functionality, and reduces cost and power consump-
tion. However, scaling causes significant reliability challenges both from a manufactur-
ing and operational point of view. Obtaining reliable memories require accurate under-
standing of the impact of aging (such as Bias temperature instability (BTI)) on individual
memory components and how they interact with each other. In this dissertation, two
types of challenges are addressed, which are related to BTI aging and partially to mitiga-
tion schemes: one related to the aging of sense amplifier and another one to the aging of
read path and write path.

Analysis of aging impact on different memory sense amplifiers - The analysis of BTI
impact on various memory sense amplifier (SA) designs was performed, while taking
into account two BTI models (i.e., Atomistic and RD model), different technology nodes
(i.e., 90, 65, 45, 32, 22, and 16 nm), and different workloads. First, the analysis and com-
parison of RD and Atomistic models impact on the SA were performed. The results show
that the atomistic trap-based BTI model is more accurate than the RD model. Second,
the investigation of BTI impact on the drain-input latch type SA for various technology
nodes and supply voltages was performed. The result shows that as technology scales
down, the impact of BTI on sensing delay increases, while the sensing voltage decreases,
causing less robust and reliable memory sense amplifier. The result also shows that in-
crease in supply voltage compensates the BTI degradation. Third, an accurate technique
was proposed and characterized for the integral impact of BTI and voltage temperature
variation on the memory standard latch type SA for various technology nodes and work-
loads. The results show that the degradation is strongly dependent on workload and
temperature. Fourth, in addition to the latter, the impact of process variation at time-
zero was incorporated and analyzed. The results show that the SA sensing delay degra-
dation is more significant at lower nodes and could lead to read failures at lower power
supply. This reveals that there must be a tradeoff between performance and reliability.
Fifth, an accurate methodology was proposed to quantify the impact of variability on
the memory SA offset-voltage for both time-zero and time-dependent variability. The
results show that the impact on the offset voltage specification is significant for aging
time-dependent variability. Sixth, on top of the latter, the sensitivity of the SA and its
failure rate were analyzed for five process corners (i.e., Nominal, Fast-Fast, Fast-Slow,
Slow-Fast, and Slow-Slow). The results show that balanced workloads result in a sig-
nificant low offset voltage specification. Finally, the impact of aging was analyzed and
compared, while considering different supply voltages, temperatures, and SA designs.
The results show that the High Performance SA degrades faster than other SA types, irre-
spective of the workload, supply voltage, and temperature.
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viii SUMMARY

Investigation of read path aging - Adequate techniques was proposed to estimate and
mitigate the impact of aging on the read path of a high performance SRAM memory. The
mitigation techniques are based on the re-sizing of the pull-down transistors of the cell’s
and the SA’s designs. The results show that the SA mitigation is more effective for the
SRAM read path (i.e., SA) than cell mitigation.

Investigation of write path aging - The analysis of BTI impact on the SRAM write driver
was performed for various supply voltages, temperatures, and technology nodes. The
result shows that the impact of BTI increases the write delay and widen its distribution,
when the technology scales down.



SAMENVATTING

Complementaire-metaaloxide-halfgeleider-technologieverkleining verbetert de presta-
ties, transistordichtheid, functionaliteit en reduceert de kosten en het energieverbruik.
Echter, verkleining veroorzaakt significante betrouwbaarheidsproblemen, zowel vanuit
productie- als operationeel oogpunt. Het verkrijgen van betrouwbare geheugens ver-
eist een goed begrip van het effect van veroudering (zoals bias temperatuur instabili-
teit (BTI)) op individuele geheugencomponenten en hoe ze elkaar wederzijds beïnvloe-
den. In dit proefschrift worden twee typen uitdagingen geadresseerd, welke gerelateerd
zijn aan BTI veroudering en gedeeltelijk aan verlichtingsmethodes: één gerelateerd aan
de veroudering van de geheugenleesversterker, de andere aan de veroudering van het
leespad en schrijfpad.

Analyse van het effect van veroudering op verschillende leeversterkerontwerpen - De
analyse van het effect van BTI op verschillende geheugenleesversterkerontwerpen is uit-
gevoerd terwijl twee BTI modellen in acht zijn genomen (i.e., atomistische en RD mo-
del), verschillende technologienodes (i.e., 90, 65, 45, 32, 22 en 16 nm), en verschillende
belastingen. Ten eerste zijn de analyse en vergelijking van de invloed van de RD en ato-
mistische modellen op de geheugenleesversterker uitgevoerd. De resultaten tonen aan
dat het atomistiche val-gebassseerde BTI model accurater is dan het RD model. Ten
tweede is de analyse van het BTI effect op de drain-input latch type geheugenleesver-
sterker uitgevoerd voor verschillende technologienodes en voedingsspaningen. De re-
sultaten tonen dat het effect van BTI op de leesvertraging toeneemt en de leesspanning
afneemt met technologieverkleining, wat leidt tot een minder robuuste en betrouwbare
geheugenleesversterker. De resultaten tonen ook dat een toename in de voedingsspa-
ning compenseert voor BTI degradatie. Ten derde, is een accurate methode voorge-
dragen, welke het integrale effect van BTI en spannings- en temperatuurvariaties op de
standaard latch type geheugenleesversterker karakteriseert voor verschillende techno-
logienodes en belastingen. De resultaten tonen dat de degradatie sterk afhangt van de
belasting en temperatuur. Ten vierde, als toevoeging op het laatstgenoemde, is het effect
van procesvariatie toegevoegd en geanalyseerd. De resultaten tonen dat de degradatie
van de leesvertraging van de geheugenleesversterker significanter is op kleinere nodes
en dat dit zou kunnen leiden tot leesfouten op lage voedingsspaningen. Dit onthult
dat er een afweging is tussen prestaties en betrouwbaarheid. Ten vijfde, is een accu-
rate methodologie voorgesteld om het effect op de offset-spanning van geheugenlees-
versterkers te kwantificeren voor zowel tijd-nul en tijdsafhankelijke variabiliteit. De re-
sultaten tonen dat het effect van tijdsafhankelijke variabiliteit aanzienlijk is op de offset-
spanningsspecificatie. Ten zesde, als toevoeging op het laatstgenoemde, is de gevoelig-
heid van de geheugenleesversterker en zijn uitvalspercentage voor vijf procédé-uitersten
(i.e., Nominaal, Snel-Snel, Snel-Traag, Traag-Snel en Traag-Traag) onderzocht. De resul-
taten tonen dat gebalanceerde belastingen resulteren in een significant lagere offset-
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x SAMENVATTING

spanningsspecificatie. Als laatste, is het effect van veroudering geanalyseerd en ver-
geleken, terwijl verschillende voedingsspanningen, temperaturen en leesversterkeront-
werpen in acht zijn genomen. De resultaten tonen dat de hoge-prestatieleesversterker
sneller degradeert dan andere typen leesversterkers, onafhankelijk van belasting, voe-
dingsspaning en temperatuur.

Analyse van leespadveroudering – Bekwame technieken zijn voorgedragen om het ef-
fect van veroudering op het leespad van een hoge-prestatie-SRAM-geheugen te schatten
en verlichten. De verlichtingstechnieken zijn gebasseerd op het herschalen van de pull-
down transistoren van de geheugenelement- en leesversterkerontwerpen. De resulaten
tonen dat geheugenleesversterkerverlichting effectiever is voor het SRAM-leespad dan
geheugenelementverlichting.

Analyse van schrijfpadveroudering – De analyse van het effect van BTI op de SRAM-
schrijfaandrijver voor verschillende voedingsspanningen, temperaturen en technologie-
nodes is uitgevoerd. De resultaten tonen dat wanneer de technologie slinkt, de schrijf-
vertraging toeneemt en zijn distributie wijder wordt door het effect van BTI.
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1
INTRODUCTION

1.1 MOTIVATION

1.2 CLASSIFICATION OF RELIABILITY FAILURE MECHANISMS

1.3 THE STATE-OF-THE-ART IN MEMORY RELIABILITY ANALYSIS

1.4 THE STATE-OF-THE-ART IN RELIABILITY MITIGATION SCHEMES

1.5 CHALLENGES

1.6 RESEARCH TOPICS

1.7 CONTRIBUTIONS

1.8 THESIS ORGANIZATION

In the recent years, transistor scaling has led to significant performance enhancement and
reduced the cost of electronic systems. At the same time, it has introduced new reliability
challenges in nano-scaled devices. Memories are generally constructed with the smallest
node transistors to increase their size and capacity. Therefore, understanding the impact
of reliability failure mechanism on such memories is crucial to provide insight to inte-
grated circuits (IC) designers. In this chapter, we first provide the motivation for memory
system reliability. Second, we present a classification of the reliability failure mechanisms.
Third, we provide the state-of-the-art in memory reliability analysis. Fourth, we present
the state-of-the-art in reliability mitigation schemes. Fifth, we present the main research
challenges with respect to memory reliability. Sixth, we describe the research directions of
this dissertation, as well as the main contributions. Finally, we provide the outline of the
dissertation.

1
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2 1. INTRODUCTION

1.1. MOTIVATION

T HE purpose of this section is to familiarize the reader with (memory) reliability in
the nano scale era. Section 1.1.1 gives a brief background on transistor scaling. Sec-

tion 1.1.2 explains how scaling affects the variability and reliability of a transistor.

1.1.1. TRANSISTOR SCALING
The benefits of CMOS technology scaling are evidently visible in every aspect of our daily
lives. Technology scaling has led to faster, denser, and cheaper electronic products. This
is due to high performance, smart design architecture, and high transistor integration
per unit area known as integrated circuits (IC). Large ICs are equally known as Very Large
Scale Integration (VLSI) circuits. The VLSI design has been around for over four decades,
also starting with the Intel 4004 microprocessor, which incorporated 2000 transistors per
unit area on a die of 12 mm2 [1].

According to Moore’s law, the IC’s density doubles nearly every two years [1]. Moore’s
law has been regarded as a road-map to the whole semiconductor industry. Again, up-
holding the Moore’s law has led to constant technological innovation. Although, tech-
nology scaling is still maintaining its benefits in terms of IC density, the benefits in terms
of performance and cost already started declining [2]. Technology (or transistor) scal-
ing can be typically categorized into conventional and innovative approaches; they are
explained next.

CONVENTIONAL SCALING

Traditional scaling can be classified into two categories:

• Constant voltage scaling: It refers to the case where the transistor dimensions de-
crease per each technology node at a fixed supply voltage.

• Constant field scaling: It refers to the case where both the transistor dimensions
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Abstract—Forthcoming technology nodes are posing major 
challenges on the manufacturing of reliable (real-time) systems: 
process variations, accelerated degradation aging, as well as 
external and internal noise are key examples.  This paper focuses 
on real-time systems reliability and analyzes the state-of-the-art 
and the emerging reliability bottlenecks from three different 
perspectives: technology, circuit/IP and full system. 

Keywords—Circuit reliability, embedded real-time systems, 
dependable computing  

I. INTRODUCTION 
With the continuous downscaling of CMOS technologies, 
reliability is more than ever before becoming a major 
bottleneck due to several reasons. First, the electric fields and 
current and power densities have increased continuously and 
are now reaching the maximum values that can be allowed for 
CMOS reliable operation. At the same time an impressive 
effort is taking place introducing new materials and novel 
device architectures to maintain the effective performance 
scaling. New materials like high-k dielectrics and metal gates 
for both logic and memory technologies as well as novel 
device concepts such as multiple gate FETs have already been 
introduced, while Ge or III-V materials for high mobility 
devices are under investigation. These new materials and 
devices often have unknown reliability behavior and usually 
introduce new failure mechanisms, whereas the requirement 
for immediate employment does not allow enough time for the 
exploration of their reliability properties in detail. Moreover, 
the market is continuously demanding higher reliability levels 
expressed as single digit FIT rates (1 FIT = 1 failure per 109 
hours of operation) for present technologies. In the past, the 
technological reliability margins that were available to achieve 
the required failure rate levels were always sufficiently high, 
but in the emerging technologies this becomes more and more 
cumbersome.   

As an example of the trends in the electric fields existing in 
the transistors under operating conditions, Fig. 1 shows the 
evolution of the oxide and silicon fields (Eox and Esi) as a 
function of the gate length [1] over the past 40 years; for the 
oxide field Eox we used  the Effective Oxide Thickness, EOT, 
to calculate the effective field in the interfacial oxide layer, 
which is the maximum field in the dielectric stack. Clearly, 
three periods can be identified: a first constant voltage scaling 

period in the seventies and eighties, in which the power supply 
voltage was not reduced when scaling the geometries, and 
consequently the fields increased continuously with scaling. 
This was followed by a more or less constant field scaling 
period, in which the power supply voltages were reduced with 
every new technology node, so that the fields saturated at a 
certain plateau. Since the 65nm node, however, the power 
supply voltages are saturating at a level around 1V, and can’t 
be reduced further because of the non-scaling sub-threshold 
slopes of the MOSFETs. As a result, a further increase in the 
electric fields is observed, which starts to put new constraints 
on the reliability of the devices. The power density has also 
continuously increased, leading to higher chip temperatures, 
and consequently an even faster acceleration of the degradation 
mechanisms. All these factors lead to a strong reduction of the 
reliability margins for most failure mechanisms. 

These technology trends clearly pose severe challenges on 
the reliability of future (embedded) computing systems [2]. 
The severity of these technology induced concerns depends 
primarily on the target application domain. For safety- and 
mission-critical systems, the decreasing reliability of hardware 
platforms is of utmost importance. Therefore, a deep rethinking 
of design practices becomes essential; and designing 
dependable embedded systems on top of less reliable hardware 
platforms requires the following challenges to be addressed: 

• Transistor aging: Critical embedded systems are 
designed for long service life ranging from around 10 
years in the case of automotive to 25 years in the case of 
an avionic system. Due to accelerated aging in future 
technology nodes, early wear-out effects could occur 

 
Fig. 1. Evolution of oxide and silicon electric fields 
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1.1. MOTIVATION

1

3

and supply voltage decrease simultaneously as the technology scales down.

The Figure 1.1 [2,3] depicts the history of traditional scaling. The y-axis gives the
electric field which denotes both the oxide (Eox) and the silicon (Esi) fields, while the
x-axis shows the three phases, the scaling experienced.

• The first phase is between 1970 and 1980 which is based on constant voltage scal-
ing. It has caused an increase in the electric field which implies more stress (that
is severe reliability).

• The second phase is the 1990’s which is based on constant field scaling. It results
into a constant electric field indicating that stress is not becoming worst (that is
stable reliability).

• The third phase started in 2000; it is based on constant voltage scaling. The supply
voltage cannot scale anymore for different challenges such as: leakage and perfor-
mance. Clearly, the third phase has led to an increase in electric field which may
result in the acceleration of the transistor degradation. This has ended what is
called Dennard scaling [4,5] around 2005 and 2007, meaning a constant improve-
ment factor on the transistor’s performance, power, and density needs. Dennard
scaling has stopped beyond 45 nm technology node due to increase in leakage
current. Only Moore’s cost scaling has largely continued up till now.

The transistor area scaling is continuous while the performance scaling requires an
enhancement techniques to keep maintaining the Moore’s law scaling road-map. These
performance enhancement techniques called innovative scaling will be described next.

INNOVATIVE SCALING

In addition to the scaling of device dimensions, enhancement techniques have been de-
veloped not only to keep upholding the Moore’s law scaling phenomenon but also to
further increase the overall performance, reduce the leakage, etc. There are mainly three
performance enhancement techniques and they are briefly explained next [6,7] in Fig-
ure 1.2:

• Channel strain engineering: This is one of the innovative techniques to maintain
the unending scaling of CMOS technology to nanoscale nodes such as 90 and 65
nm. There are two types of channel strain engineering technologies: 1- global,
and 2- local. Global strain engineering is the application of stress (thin strained Si
layer) on the whole substrate (SiGe) before manufacturing the device, while local
strain engineering uses one of these techniques (such as shallow-trench-isolation,
epitaxial layers, and / or highly stressed nitride capping layers) to cause stress (thin
strained Si layer) in either NMOS or PMOS device. The difference between global
and local strain engineering is that the former produces larger strain than the local
type.

Local channel strain technique has more advantages than the global ones; hence,
more details of latter will be given in this work [8]. Local channel strain engineering
is proposed first to overcome the speedy rise in gate tunnelling current which is as
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a result of decrease in both gate oxide and supply voltage as the CMOS technology
scales down. Second, the channel strain is proposed to maintain the performance
high with technology scaling. This technique aims at increasing the movement
of both electrons and holes in the channel while maintaining an approximate ox-
ide thickness. The movement of holes in the channel is known as compressive
while that of electrons is known as tensile. The compressive develops SiGe mate-
rial on the PMOS source-drain device while tensile develops SiN material caps on
the NMOS device [7].

• High K / Replacement Metal Gate: The prior strain technique has successfully sus-
tained the CMOS technology scaling enhanced performance for two technology
nodes. This technique failed to sustain the scaling any further. This is because the
SiO2 CMOS device gate insulator has attained its physical limits. As a result, scal-
ing the device oxide thickness beyond 65 nm was no more possible leading to high
gate leakage. High-k/metal gate technology as was invented as the solution to the
high gate leakage that is to keep CMOS scaling at a lower gate leakage [9,10]. The
high-k/metal gate technology changes the classical SiO2 dielectric with Hafnium-
dependent high-k gate dielectric layer [7].

tri-gate architecture for fully depleted operation, also known as ‘finFET’
(Fig. 1.10). In such structure, the gate stack is wrapped around the three sides of a
tall and narrow Si fin. The enhanced gate electrostatic control on the channel
provided by fully depleted operation yields a reduced OFF-state leakage and a
higher performance. Moreover, the improved channel control allows for further
gate length scaling.

It is worth to note that, in order to provide sufficient performance enhancement,
the novel 3D architecture had to be combined with the previous innovations
introduced on planar CMOS, namely the strain engineering and the high-k/metal
gate technology. Based on the historic trends as of the 90 nm node (i.e. two-node
cycle: [N] innovation ? [N ? 1] optimization ? [N ? 2] new innovation), it is
straightforward to speculate that the next technology node (*15 nm, expected in
2014) will be an evolution of his predecessor, while a new substantial innovation
might be needed afterwards. As schematically depicted in Fig. 1.11, several rad-
ically novel possibilities are currently explored for future CMOS, including
nanowires (i.e. gate-all-around Si FETs), carbon nanotubes (CNT), tunnel FETs
(TFETs), and graphene-based devices. While these revolutionary concepts are
under preliminary exploration, a significant research effort in the recent years has
been devoted to the development of a more evolutionary approach: the replace-
ment of Si channel by high mobility materials. For nFET, alloys of materials from
groups III/V are the frontrunners, while Ge-based channels with high hole mobility
are considered for pFETs.

As this work focuses on the reliability of the latter, in the next Section the
advantages promised by high mobility channel technology are outlined.

Fig. 1.11 CMOS technology roadmap diagram. Several novel device options are currently under
investigation for future nodes (\ 15 nm). High mobility channels [(Si)Ge pMOS and III/V
nMOS] are considered as the first option in sight, thanks to the recent advances in their
development

1.2 CMOS Scaling: Revolutionary Era 7

Figure 1.2: The roadmap for CMOS technology. A lot of newer device options are currently being investigated
for future nodes [7].

• Tri-gate / FinFET: The continuous CMOS scaling of the device dimensions beyond
32 nm technology has faced with the Short Channel Effects (SCE) issue. SCE is the
alterations of the transistor’s threshold voltage with the reduction of the device
channel length which is observed in deep sub-micron CMOS technology node. An
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example of short channel effect is Drain-Induced Barrier Lowering (DIBL). DIBL
occurs when the potential barrier is reduced by increasing the drain voltage so as
to allow the flow of electron between the source and the drain of the device. The
SCE has caused a serious gate channel length wall which also lead to the device
threshold voltage wall.

However, to resolve this problem, Tri-gate/FinFET technology has been proposed.
The FinFET and Tri-gate technology aims at extending the control of the gate on
both sides for FinFET and three sides for the tri-gate [11,12]. This is realized by
changing the CMOS Planar 22 nm with a 3D tri-gate architecture. The 3D archi-
tecture is made up of three sides for both tall and narrow silicon fin. These sides
are covered by the gate stack. A decreased OFF-state leakage and increased per-
formance is caused by fully depleted operation which also improved electrostatic
channel control of the gate. Moreover, optimizing the channel control can lead to
further down scaling of the gate length. Therefore, to obtain more performance
benefits, a hybrid technique is required; it integrates a new 3D device technol-
ogy, strained silicon and high-k/metal gate solutions [7] as shown in Figure 1.2. In
addition, so called boosters or Design-Technology Co-Optimisation (DTCO) tech-
niques have been emerging and added on top of all these for 14-10 nm mode [13].

1.1.2. IMPACT OF SCALING ON VARIABILITY AND RELIABILITY

WOFNOLIM

Figure 1.3: Bathtub curve depicting the generic shape of the failure rate of a chip comprised of n statistical
individual parts (tailored from NASA, 2008) [14,15].

From the technology point of view, reliability is now more than ever a major bottle-
neck with the down-scaling continuation of CMOS technologies. This is due to increase
in electric fields and power densities attaining the values that can be permitted for reli-
able operation. Moreover, the technology scaling impact on reliability can be considered
with respect to failure rate as a function of time which is illustrated using a bathtub curve,
Figure 1.3. The figure depicts the failure rate of ICs which are produced in three different
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technology nodes. The y-axis represents the failure rate while the x-axis represents the
operational life time of the chips. Each bathtub curve is divided into three phases: in-
fant mortality rate (IM), normal operating life (NOL), and wear out failure (WOF). These
three phases are explained next.

INFANT MORTALITY RATE

This is the initial stage of the operational lifetime of the fabricated chip. At the fabrica-
tion stage, circuits or chips are subjected to a severe conditions and at high endurance
figures in which the chip may stop functioning as desired at their initial operational life-
time. As a result, the failure rate in this phase is high, indicating big possibility of chips or
circuits that might stop working as they do not meet the expected requirements. Chips
which cannot survive at a very severe circumstances will be detected, removed, and set
aside [14].

NORMAL OPERATING LIFE

Normal operational lifetime of the chip is the second stage after the chip has been fab-
ricated. The chip or circuit functions according to the proposed descriptions at the de-
sign time. Note that the failure rate is expected to be very low at the normal operational
lifetime. The failures may be caused by variations, radiation, and overshooting the per-
mitted operational state, etc [14].

WEAR OUT FAILURE

The wear out failure is the third stage of a chip’s lifetime after fabrication. There is an
increment in aging speed of the chip when the latter starts to wear out or get exhausted.
Wear out failure mechanisms are caused by soft errors, electron-migration, Bias tem-
perature instability, time dependent dielectric breakdown, hot carrier injections and so
on [14]. It is worth noting that some of the causes of the wear out will be briefly described
later in this dissertation. In order to extend the normal operational lifetime of the chip;
the chip designer or fabricators are expected to take this wear out stage into considera-
tion and employ safety margins and/or mitigation techniques in advance (at the design
stage). This is because, once the chips are delivered to the customers, the chip designers
do not have any regulation over the chips any longer [14].

Taking a look at Figure 1.3 reveals the following impact of technology scaling:

• Higher failure rate during operational life: The figure depicts that as the CMOS
technology scales down to the nanometer regime, the failure-in-time increases
(moves upwards) with respect to the first bathtub curve closest to the x-axis (time);
this will lead to serious device unreliability and therefore requires an urgent ac-
tions either at design time or during the operational lifetime. Nevertheless, as re-
cent work shows that the aging is strongly workload-dependent, variable failure
rate in this phase is expected, with most failures being transient and not fatal any
longer! Hence, the total life time due to fatal functional device failures has not de-
creased really. It is the parametric and transient errors which cause the practical
problem.
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• Reduced lifetime: The figure also depicts that as the technology scales down to
the nanometer regime; the lifetime of the chips reduce (up to half that is tending to
the left); this implies increase in the cost of purchasing the same electronic system
within a short period of time. Therefore, there is need to address this problem and
elongate the lifetime of the chips either at the design time or at the operational
lifetime.

The above are major reliability concerns. Critical and long lifetime application re-
quire exactly the opposite: lower failure rate and long lifetime.
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Fig. 10: Schematic configuration coordinate (CC)
diagram model for a general defect [27]. In an
amorphous oxide, each defect will have different
configurational potentials which determine the non-
radiative multiphonon (NMP) process. Depending
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Excellent agreement of the model with data is again obtained.
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Figure 1.4: Life time in the presence of variability [16,17].

It is worth noting, that Figure 1.3 does not hold any more for deeply scaled technol-
ogy nodes [18]. Figure 1.4 shows how the Vth distribution evolves over time for 5000
measured devices each while fixing the accurate margin of Vth life time for the devices
at 100 mV. The figure also shows that the mean Vth for time dependent variability of the
devices already failed after 104s before reaching its expected lifetime. Moreover, the fig-
ure also shows that when the variation of +/- 3σ is added to the mean variations, some of
the devices started failing even earlier. All of these indicate that the traditional bathtub
curve cannot hold any more in the presence of time-dependent variability.

1.2. CLASSIFICATION OF RELIABILITY FAILURE MECHANISMS

Figure 1.5 depicts the two classes of reliability failure mechanisms: time zero and
time dependent mechanisms. Next, these will be briefly described.

SOURCES OF TIME ZERO VARIABILITY
Time zero (t = 0) variation occurs at the start of the chip’s lifetime due to imperfect de-
vice fabrication process steps; for example, polishing, lithography, resist, etching, doping
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Figure 1.5: Reliability failure mechanisms classification [6].

and so on [19,20]. The device parameters are deviated as compared to the expected ones
at the manufacturing phase due to the limited fabrication process controllability [21].
There are two types of time zero variability: 1 - Local variation and 2 - Global varia-
tion [22].

LOCAL VARIATIONS
This variation is due to parameter mismatches across the same manufactured devices or
interconnects for a short distance inside a die [23–25]; for example variations in length,
width, oxide thickness, flat band control, number of dopants etc. [26–28].

Figure 1.5 depicts the local variations divided into front-End-Of-the Line (FEOL) and
Back-End-Of-the Line (BEOL). The FEOL comprises of crucial intrinsic parameter fluc-
tuations such as Random Discreet Dopants (RDD) [19,23,29–39], Line Edge Roughness
(LER) [19,35,37,40–45], Metal Gate Granularity (MGG) [19,30,37,46–49], and Oxide Thick-
ness Variations (OTV) [23,29,30,34,50–52]; these intrinsic parameter fluctuations are briefly
described next.

Random Discreet Dopants (RDD): Obviously, RDD causes intrinsic parameter varia-
tions of field effect MOS transistors [38,39]. RDD is due to the unending down-scaling
of CMOS technology [19,29]. This scaling reduces the transistor dimensions which di-
rectly reduces the number of dopant atoms per transistor [36]. Most of the transistor
parameters such as threshold voltage Vth , Sub-threshold Slope (SS), cut-off frequency
(Ft ), gate capacitance (Cg ) and so on, are being affected as a result of random position of
the atoms [23]. And the channel doping of the MOS transistors affect these parameters.
Moreover, the random dopant mostly affects Vth parameter of the MOS transistors. Saha
in [23] gives an expression for the number of dopant atoms which is stated below:

Ntot al ,chan
∼= NC H [We f f Le f f χ j ] (1.1)

in which We f f , Le f f , NC H , and χ j denote the effective channel width, effective channel
length, the doping concentration of the channel, and the extension junction depth of the
source-drain, respectively. Equation 1.1 shows that the number of dopant atoms shrink
due to dimensional scaling.
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Line Edge Roughness (LER): LER is another source of threshold voltage variability; and
it is observed at time zero variability. The gate pattern edges are irregularly fluctuated
which is known as LER [53]. The sub-wavelength lithography and etching processes are
the main causes of LER [19,35,37,43]. Patterning of transistors are realized by using sub-
wavelength lithography for earlier technology node such as 250 nm node [40–42,44,45].
Moreover, LER was not a challenge for 250 nm and higher nodes while it could be a chal-
lenge for 22 nm and lower nodes. LER did not scale in the same manner as CMOS tech-
nology and it is not reliant on the applied lithography type. LER also hinges on the tran-
sistor gate length and as such it scales as CMOS technology. Therefore, the gate length
scaling is a vital cause of Vth variability while leading to leakage current increment. Con-
sequently, with the unending CMOS technology scaling into deep nano-era regime, the
LER is foreseen to be the next candidate to succeed the random discreet dopant as a lat-
est and vital of fluctuation [41].

Metal Gate Granularity (MGG): The high-K materials poses two main challenges to the
poly silicon gate. These challenges are Femi level pinning and phonon diffusion. These
challenges are not adapted with the poly silicon gate. They cause both increase in thresh-
old voltage and decrease in the movement of the electron. However, to overcome these
issues, the poly silicon gate is succeeded by the metal gate granularity; hence, the inte-
gration of high-K and metal gate materials known as high-K / metal gate. This is used
in 45 nm technology node [19,30,37,46,48]. The metal gate granularity brings reduced
gate resistance while leading to a rise in ON current. Polycrystalline is a type of metal
gate which is used in this analysis. It consists of different sizes of grains, orientation
based on the manufacturing circumstances [46]. The metal crystallization is caused by
the after effect of metallic coating recovery which is an issue for the initial gate tech-
nology [47]. Moreover, the random fluctuations of the transistor gate threshold voltage
is caused by varying work functions at the interface of the metal / high-K material in
the metal grains of various crystal arrangements [48,49]. Therefore, gate last technology
can be used to avoid the variations caused by the metal gate granularity that is in the
polycrystalline gate material. Overall, the threshold voltage variability in the metal gate
granularity hinges on the size, work function and the arrangement in the grain [46].

Oxide Thickness Variation (OTV): OTV is caused by continuous aggressive scaling of the
CMOS technology into the sub-micrometer regime. The OTV causes the threshold volt-
age variability. The OTV also originates from the atomic scale roughness at the Si/SiO2
interface of the transistor gate area [29,30,34,52]. Moreover, the main oxide thickness
variation at the gate of either NMOS or PMOS device is caused by the time the thick-
ness of the oxide is equal to a handful of silicon atomic layer; as a result leading to the
atomic scale interface roughness steps [23,29,50]. Therefore, the sub-micrometer MOS
devices differ from each other as result of variations in both oxide thickness and its in-
terface causing main fluctuations for threshold voltage while less effect for mobility and
gate tunneling current. Subsequently, if the oxide interface length is equivalent to the
transistor sizes, the variation due to the oxide thickness will be much more [50]. Empir-
ically, it has been demonstrated that both oxide thickness and doping variations have
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an equivalent effect on threshold voltage distributions that is for planar technology at
sub-30 nm transistor gate length [29,50,51]. With more complex gate stacks this list has
further increased for the most recent nodes but that is not the focus here.

GLOBAL VARIATIONS
The parameter variation between dies which emerge from various runs, lots, and wafers
are known as interdie (global) variations. This variation is caused by the parameter al-
terations on the same device/interconnect over larger area or manufactured at varying
time, and is a result of factors, such as processing temperature, and equipment/tool
properties, etc., between various runs, lots, wafers and dies. It leads to five different
process corners: Typical-Typical (TT), Fast-Fast (FF), Slow-Slow (SS), Slow-Fast (SF) and
Fast-Slow (FS) [54]. These process corners are grouped into two classes and they are
stated as:

• Uniform corners: The uniform process corners include (TT), (FF), and (SS). This
is because they impact the NMOS and PMOS devices uniformly.

• Non-uniform corners: The non-uniform process corners include (SF), and (FS).
They affect the NMOS and PMOS devices unevenly and affect their time zero char-
acteristics.

In addition to time zero variation, there is another type of variation at time greater than
zero and it is known as time dependent variation. This type of variation will be explained
next.

SOURCES OF TIME DEPENDENT VARIABILITY
Time dependent (t > 0) variability is more pronounced and appreciated than ever be-
fore due to technology scaling in the decananometer regime [55]. There are two sources
of time dependent variability; they are environmental and temporal (aging) variations.
This section will briefly discuss the sources of environmental variations and afterward,
the most vital aging failure mechanisms as depicted in Figure 1.5.

ENVIRONMENTAL VARIATIONS
Environmental variations are changes which occur during the operation of a circuit.
Therefore, it is crucial to ensure that a circuit meets its requirements at all time to pre-
vent time dependent environmental variations. We focus on the impact of temperature,
supply voltage, and soft error in this work.

Supply voltage: Supply voltage variations impact the operating speed of MOS transis-
tors. The fluctuation in switching activity across the die / circuitry causes a non-uniform
power / current requirement and may lead to logic failures. In addition, transistor sub-
threshold leakage variations impact the non-uniform distribution of supply voltage across
the circuitry as well. Therefore, the reduction in supply voltage degrades the perfor-
mance of the circuit / transistors and increasing supply voltage compensates / improves
the performance and significantly lessens circuit failure rates due to variability [56].
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Temperature: Temperature variations impact the operating condition of MOS transis-
tors. Hence, temperature rise reduces the threshold voltage (which positively impacts
the delay); and decreases the carrier mobility (which negatively effects the delay) and
consequently increases the leakage current [57]. The dependence of threshold voltage
and temperature is given by [57].

Vth =Cv t − Qss

Co
+Φms (1.2)

where Cvt denotes a constant that represents fermi potential, surface charge Qss at
the Si-SiO2 interface, gate oxide capacitance Co and work function difference Φms rep-
resents a function of the temperature [57].

Φms =−0.61−ΦF (T ) (1.3)

Here ΦF (T) denotes Fermi potential. Expression 1.3 depicts that work function dif-
ference reduces with respect to increase in temperature and hence decreases the thresh-
old voltage.

Soft-Error: Nowadays, the sudden rise in the radiation susceptibility is due to the in-
creasing quest for lesser power and denser transistors on a chip; this is to keep up with
aggressive reduction in the sizes of transistor dimensions and its operational voltage as
predicted by Moore’s law [1]. Moreover, the reduction in the transistor dimensions be-
yond 1 µm of the channel length can severely affect the functionality of the storage de-
vices. The effects are short-circuiting, circuit disturbance, and off-state terminal drain-
ing, which are due to the cosmic rays striking of the storage devices [58]. These cosmic
rays were first observed in space borne electronics and similarly on Dynamic Random
Access Memories (DRAM) [58]. In the case of memories, errors manifest themselves
when a data is written into the memory cell which has been arbitrarily altered while the
memory cell is not disfigured. This is known as a soft error; and the occurrence rate of
this error is known as soft error rate [59]. The mathematical model to determine the soft
error rate is given by [60,61]:

SER ∝ F · A ·e
Qs

Qcr t (1.4)

In Equation 1.4, F denotes neutron flux, A denotes the circuit area affected by the
striking particle, Qcr t denotes the critical charge, and Qs denotes the transistor accumu-
lated charge efficiency. The angle and energy of the striking particle on the transistors of
memory circuit are the drawbacks of this model which is not taken into account while
developing the model.

TEMPORAL/AGING VARIATIONS

T EMPORAL variability is a failure mechanisms (i.e., aging) that slowly widens the ini-
tial distribution of the IC based on the usage of the system and its environmental

conditions [62]. There are four kinds of reliability failure mechanisms. They are Bias
Temperature Instability (BTI), Hot-Carrier Injection (HCI), Time Dependent Dielectric



1

12 1. INTRODUCTION

Breakdown (TDDB), and Electro-migration (EM); though BTI is considered the most im-
portant failure mechanism in the research community and it will be the main focus in
this work. Next, the four failure mechanisms will be briefly explained.

Bias Temperature Instability (BTI): BTI is widely claimed and researched aging phe-
nomenon in the reliability community [63–66]. It is a reliability challenge in today’s
nano-scaled technology [67–69]. BTI is observed in MOS transistors due to an incre-
ment in absolute threshold voltage Vth , decreased drain current at a high temperature
and for a biased transistor gate voltage over their operational lifetime [67,70–73]. BTI is
classified into two types and they are Negative BTI (NBTI) and Positive BTI (PBTI). NBTI
affects the PMOS type transistor and PBTI affects the NMOS type transistor. The Vth de-
creases in PMOS device when NBTI is applied while Vth increases in NMOS device when
PBTI is applied.

There are two well-known BTI models and they are Reaction Diffusion (RD) model
and Atomistic trap based model. RD model is one of earlier developed models for ana-
lyzing the impact of aging in MOS devices [74–78]. RD is based on the concept of break-
ing of silicon hydrogen bond at the silicon dioxide SiO2 interface of NMOS or PMOS
transistor [63]. As a result, RD model has two phases consisting of stress phase and the
relaxation phase. At the stress phase, the silicon hydrogen bond is broken at the gate
of either NMOS or PMOS device. The broken silicon bond stays at the interface (traps
or charges) while either the hydrogen or its molecule diffuses towards the device gate.
However, at the relaxation phase, there is no breaking of silicon hydrogen bond; as a re-
sult, the hydrogen or its molecule diffuses back to the interface which is also known as
recovery or annealing.

Though, RD model has been mostly used by a number of researchers but there are
still questions whether it is accurate enough as an ideal or near ideal aging model. Notwith-
standing, all the questions posed on the RD model, it is still been used by researchers in
their analysis work. Nevertheless, Atomistic trap based model was developed as alterna-
tive and accurate aging model. Atomistic model is based on the assumption that during
the manufacturing of the chip, the chip has a latent defects on it which is only activated
when the chip is stressed or charged, resulting into an activated traps. These traps are
function of temperature, supply voltage, duty factor, and workloads [67,73,74,79–92].

It is worth noting that according to literature, the PBTI did not occur until CMOS
technology scales down to 45 nm node [28]. This implies that NBTI has been the aging
phenomenon investigated for higher technologies than the 45 nm [93–96]. Though, in
literature some researchers have investigated the impact of PBTI for higher technologies
such as 90 and 65 nm. The researchers argue that the introduction of high-K / metal gate
material for the 45 nm so as to keep up with CMOS scaling results in PBTI effect NMOS
transistor [97,98]. The latter shows that PBTI (NMOS) causes charge defect in high-K /
metal gate while NBTI (PMOS) leads to interface traps at silicon dioxide channel gate.
Overall, the BTI is strongly dependent on the workload (application) stress patterns [99–
101].

Hot Carrier Injection (HCI): Hot charges inside the NMOS and PMOS transistors cause
a degradation phenomenon known as HCI [102,103]. These hot charges are due to the
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movement of current from the source to the drain of the transistor across the channel
at an excited energy level as compared to the mesh temperature. As a result, sufficient
energy level is gained and introduced at the transistor’s gate oxide; the charge traps are
obtained at the interface state. The performance parameters of the device are affected
due to the interface state. On top of that, hot charge injections are caused during the
switching states at time of its operation. In addition, there is a proportionate relation-
ship between the key device parameters (i.e., channel length, Tox, and Vdd ) and the rate
of introducing hot charges inside the transistor gate oxide [104–107]. Overall, simulta-
neous decreasing of Vdd and transistor dimensions are not at same rate with decreasing
the length of the channel to achieve excellent performance. Therefore, the higher the
current densities, the higher the sensitivity of the transistor to hot charges.

Time-Dependent Dielectric Breakdown (TDDB): TDDB is another wear-out technique
which can be originated in two steps i.e., Front-End-Of-the-Line (FEOL) and Back-End-
Of-the-Line (BEOL). It also degrades both devices and interconnects. There are two types
of TDDB, being high-K TDDB and low-K TDDB. The high-K TDDB affects the device
reliability while low-K TDDB affects the on-chip interconnect reliability. They are briefly
described next.

• High-K TDDB: This is another crucial source of failure mechanism which endan-
gers the gate reliability [107–110]. There are various mechanisms that are pro-
posed, e.g., charge injection, interface, bulk trap state generation, and trap assisted
conduction [106,108,111,112]. Though, there is no accord reached in the research
community on a specific one yet.

Several research works [106–108], have reviewed the TDDB failure phenomenon.
Their reviews reveal that applying an electric field over the device gate leads to
constant deterioration of the dielectric material. Therefore, it leads to the creation
of a conducting paths in oxide that inhibits the anode and the cathode. The occur-
rence of the latter leads to an extreme loss of energy inside the breakdown path due
to relentless effect of electric field over the gate oxide. As a result, the breakdown
causes two significant overheads such as 1- loss of control of the flow of current at
the transistor gate and 2- rapid increment in the current of the gate. The unend-
ing down-scaling of CMOS technology leads to decrement in gate-oxide thickness
while increment in the gate-dielectric leakage current and TDDB impacts.

• Low-K TDDB: The low-K TDDB is another failure mechanism event for the inter-
connect or Back-End-of-Line (BEOL) reported in literature by researchers as the
CMOS technology scales down to the deca-nanometer regime [113,114]. Though,
the integration of low-K material and Cu interconnect has been accepted because
of lesser resistance-capacitance delay, crosstalk noise, etc., for the 90 nm node.
But the SiO2 dielectric breakdown strength between the wire is stronger than that
of the Low-K material [115,116]. The breaking of the weak dielectric bond of low-K
material is supposed to cause the TDDB failure [117–119]. This failure leads to a
sudden increase in leakage current. The modeling of low-K TDDB failure mecha-
nism is a function of the electric field. This electric field is a function of time which
causes device mismatch, thereby affecting its lifetime [116].
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Electro-Migration (EM): Electro-migration is another type of failure mechanism that
has been studied in literature. This is the change in kinetic energy at both electrons and
metal atoms which cause the motion of the ions within the conducting element and this
leads to an increase in current density. This is due to continuous reduction of metal wires
with a corresponding rise in the wire resistance [28,120–124]. The interaction between
electrons and metal atoms results to voids and hillocks [121,124].

The electro-migration can be illustrated for a temperature, T > 0K which induces the
atomic oscillations. The spreading of electrons and eventually the movement of elec-
trons in a specific directions is due to the atomic oscillations. Furthermore, the appli-
cation of velocity on a mass of an electron and metal atom (known as transference of
momentum) affects the electro-migration. The high doping of silicon causes the silicon
to behave as a metal known as a polycrystalline silicon. The creation of a void as a result
of atomic oscillation, enables the movement of an atom to fill that void.

Overall, the EM phenomenon for high current densities can result to the metal fail-
ure, irrespective of the metal in question [125–127]. Therefore, the EM can be compen-
sated by using a laminating barrier such as tungsten (W) and titanium(Ti). Again, Blech
length limitations [128,129] can also be used to circumvent the electro-migration.

In addition, there are other techniques for analyzing and modeling which are beyond
the scope of this dissertation [130] such as injecting (black-box controllability), detect-
ing (black-box observability), and modeling reliability metric for a digital systems.

1.3. THE STATE-OF-THE-ART IN MEMORY RELIABILITY ANALY-
SIS

In recent years, many researchers have analyzed the reliability of the Static Random Ac-
cess Memory (SRAM) systems. However, the focus has been mainly on the memory cell
arrays, which typically consumes > 70% of a memory chip. The work on analyzing the
impact of aging on the memory peripheral circuit (e.g., sense amplifier) is stilled limited;
not to mention considering the whole memory system and the interaction between its
different components. Next, a brief overview on the state-of-the-art on memory reliabil-
ity modeling is given by dividing it in three classes:

• Memory cell array: Several works have studied the impact of aging on the SRAM
cell arrays. For example, Kumar et al. investigated in [131] the impact of BTI on
both Static Noise Margin (SNM) degradation and read stability of the memory cell
arrays. Kang et al. investigated in [132] the effect of aging on the 6T SRAM cell
design while exploring different performance parameters such as SNM, read and
write failure probability, parametric yield of large SRAM array under process vari-
ation and memory leakage current (i.e., an IDDQ measure). Krishnappa et al. com-
pared in [133] various SRAM designs with regard to their reliability against BTI on
the write margin, access time and leakage power metrics. Binjie et al. investigated
in [134] the impact of aging on both Static Noise Margin (SNM) and Write Noise
Margin (WNM) degradation of 6T SRAM cell. Bansal et al. studied in [135] the sta-
bility of an SRAM cell under the worst-case conditions and analyzed the effect of
NBTI and PBTI, individually and in combination. Lin et al. compared in [136,137]
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the impact of NBTI on SRAM Vccmi n stability and the combined impact of PBTI
and NBTI Vt drift on the time dependent stability of SRAM Vccmi n , fabricated with
high-K gate dielectrics. Weckx et al. investigated in [138] a combined statistical sil-
icon which is extracted from large transistor arrays (32K) designed and fabricated
in an advanced 20 nm High-K/Metal Gate process. In combination with current
state-of-the-art based on statistical assessment approaches; these approaches ac-
quire a realistic impact of BTI degradation on the yield and performance of 6T
SRAM cells. Weckx et al. described in [138] the implications of BTI related time-
dependent threshold voltage distributions on the performance and yield of SRAM
cells. Hu et al. investigated in [139] the integral impact of both process variation
and temporal degradation for FinFET technology while taking into account var-
ious memory cell arrays. Khan et al. analyzed in [140] a comprehensive aging
degradation based on FinFET memory cell while considering various supply volt-
ages, cell strength, designs, and technologies.

• Memory peripheral circuits: Few works have analyzed the impact of aging on
SRAM peripheral circuits. For example, Khan et al. investigated in [141] the im-
pact of partial opens and BTI in SRAM address decoder. Furthermore, Menchaca
et al. investigated in [142] the impact of BTI on various sense amplifier designs
carried out on 32 nm technology node by utilizing failure probability (i.e., flipping
a wrong value) as a reliability metric.

• Entire memory system: Very few work has been done for the aging analysis of en-
tire memory systems and the interactions between its components. For example,
Kinseher et al. investigated in [143] the extent of integral effect of both degradation
phenomena (i.e., BTI and HCI) for peripheral (particularly read and write circuits)
SRAM design while considering different performance metrics of an industrial-
based memory library. Kraak et al. analyzed in [144] the impact of BTI on high
performance 14 nm FinFET memory design. It analyzes both the impact on indi-
vidual components as well as the way they interact with each other while taking
into account different workloads, the overall metric of the memory and also the
individual components metrics.

Clearly, a lot of research efforts have been done on memory cell arrays while very few
work has been done on memory peripheral circuits and one research effort on the entire
memory system. There are many open issues to be still worked out e.g: Understanding
and investigating the impact of aging on memory peripheral circuits, understanding and
quantifying the aging rate of each memory part and how they interact with each other,
etc. Note that various memory parts may degrade with varying rates depending on the
workloads (applications).

1.4. THE STATE-OF-THE-ART IN RELIABILITY MITIGATION

SCHEMES
Several research efforts are made to re-mitigate the impact of aging. The state-of-

the-art in aging adaptation and mitigation techniques can be classified into four types
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as illustrated by using Figure 1.6. They are worst-case design, design time aging-aware
balancing, dynamic adaptation techniques, and adaptive resource management; they
are explained next.

Aging Adaptation and
Mitigation Techniques

Worst-case Design Design Time Aging-
aware Balancing

Dynamic Adaptation
Techniques

Adaptive Resource
Management

Gate
Sizing

Voltage
Margin

Frequen-
cy Marg-
in

Gates Paths
Instruction
Pipeline
Stages

ITL
Scheme

Controlled
Resource
Wearout

Spatial
Redund-
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Computati-
onal Sprint-
ing

Voltage
Frequency
Scaling

Figure 1.6: Classification of reliability mitigation schemes [145].

WORST-CASE DESIGN

Mitigation for worst-case design can be divided into three techniques, which are gate
sizing, voltage margin, and frequency margin. The research efforts in these areas are
provided next.

• Gate sizing: By changing transistor sizes, a more robust circuit against aging can
be obtained. Much work has been done in this area. For example, Vattikonda et al.
developed in [146] a predictive model for NBTI both for static and dynamic opera-
tions, while providing effective techniques to mitigate NBTI by using PMOS sizing.
Yang et al. investigated in [147] a design approach to tolerate the aging degrada-
tion by gate sizing. They formulated an aging aware sizing problem and proposed
a mitigation solution. Chen et al. proposed in [148] a new timing analysis flow,
which can quickly and accurately predict path and gate degradation. In addition,
they developed a new algorithm that can effectively identify the smallest set of crit-
ical reliability gates. This allows effective resizing with minimum area overhead.
Kothawade et al. investigated in [149] a new technique for NBTI stress and mit-
igation at the instruction granularity. Their proposed NBTI mitigation technique
modifies the physical register file by creating register banks and by transistors us-
ing sizing. Khan et al. proposed in [150] an NBTI gate delay model and a transistor
sizing approach that mitigates the impact of NBTI based on path delay’s. Kang et
al. proposed in [151–153] an efficient transistor-level sizing algorithm based on an
altered lagrangian relaxation approach to account for the temporal circuit degra-
dation and to guarantee the lifetime of a circuit under NBTI.

• Voltage margin: By adding a margin to the supply voltage, aging can be compen-
sated as the circuit runs faster at higher Vdd. For example, Zhang et al. proposed
in [154] a prefixed/dynamic voltage schedule that gradually increases the operat-
ing voltage of the IC in order to mitigate the NBTI-related performance degrada-
tion.
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• Frequency margin: By adding a margin to the frequency, aging can be mitigated as
the delay of degraded paths will still fall within the clock period. For example, Lai et
al. investigated in [155] the impact of aging on the clock distribution network and
clock skew for various clock gating schemes. The cross-layer techniques is used to
reduce the impact of aging on clock skew. Moreover, two Integrated Clock Gating
(ICG) cell designs are used to change the idle state between logic high and logic low
for each clock gating operation. Finally, a skew mitigation methodology was used
to select the suitable ICG cells based on the architecture and micro-architecture
context.

DESIGN TIME AGING-AWARE BALANCING

The delay of various paths of a system are typically balanced at time-zero. However, they
could become imbalanced during operational lifetime as aging impact paths differently.
By balancing the path delays for aging, a lower overall impact can be realized. It has been
shown that the aging aware balancing can be carried out at three stages; they are at the
gate, path, and instruction pipeline stage level.

• Gate: At this level, the mitigation aims at compensating an imbalance in rise and
fall delays of gates. For example, Kiamehr et al. studied in [156,157] the impact
of BTI and proposed a mitigation technique based on balancing the rise and fall
delays of standard cells for the excepted lifetime.

• Path: At this level, the mitigation scheme tries to balance all paths within a pipeline
stage. For example, Ebrahimi et al. proposed in [158] an aging-aware synthe-
sis technique to increase the circuit lifetime by re-balancing paths with a specific
guard-band.

• Instruction pipeline stage: At this level, the mitigation compensates for aging by
balancing the pipeline stages. Oboril et al. proposed in [159] balanced pipeline de-
sign in terms of mean-time-to-failure, in which the pipeline stage delays are bal-
anced for the desired lifetime. Their main idea is to create pipeline stages that are
balanced for mean-time-to-failure rather than the traditional pipelines balanced
for delay.

DYNAMIC ADAPTATION TECHNIQUES

The main challenge of the static mitigation techniques (i.e., worst case design, and de-
sign time aging-aware balancing) is that they need an accurate prediction of the aging
degradation. Hence, over-estimation is typically required to tolerate the lifetime of the
circuit. As a result, dynamic adaptation schemes are investigated. They can be divided
into two types: 1- voltage and frequency scaling, and 2- computational sprinting.

• Voltage and frequency scaling: To reduce the cost of a fixed voltage and/or fre-
quency margin scheme, the supply voltage or clock frequency can be adaptively
changed at run-time; i.e, the circuit performance adapts itself based on the degra-
dation. For example, Wang et al. proposed in [160] a novel technique to accurately
evaluate the aging at run-time. They use monitors to examine the aging of the criti-
cal reliability paths accurately without impacting the normal operation of the chip.
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Thereafter, the circuit is fine-tuned with either adaptive body biasing, and supply
voltage or dynamic frequency scaling. Mintarno et al. investigated in [161,162]
a scheme for dynamic control optimization of different self-adjusting parameters
such as dynamic cooling, supply voltage, and clock frequency over lifetime for the
circuit aging. Oboril et al. presented in [163] a dynamic run-time approach using
voltage and frequency scaling which depend on run-time monitoring of temper-
ature, performance, power and aging. Kumar et al. proposed in [164] to make
use of the Adaptive Body Biasing and Supply Voltage techniques to realize a higher
performance for an aged circuit.

• Computational sprinting: This mitigation scheme makes use of relaxation peri-
ods to recover from aging. (i.e., after fast execution of the task, it switches off for
recovery); this approach is based on increased Vdd (higher than nominal value)
for fast execution and power-gating for relaxation. For example, Gupta et al. pre-
sented in [165] a new technique for saving architectural power and reducing BTI
induced degradations in digital circuits; they motivated this by the human circa-
dian rhythm. Khoshavi et al. estimated in [166] the effectiveness of power-gating
on aging and proposed a preferred Sleep Transistor configuration to achieve an im-
proved aging mitigation approach. Chen et al. presented in [167] a comprehensive
view of the existing optimization techniques and provided a design guideline on
NBTI mitigation such as reducing the delay, tuning electrical parameters (voltage,
Vth , and stress time), and presented leakage reduction approaches such as Input
Vector Control, Internal Node Control, and Power Gating.

ADAPTIVE RESOURCE MANAGEMENT

In adaptive resource management, mitigation is used to balance the degradation be-
tween the available resources, e.g., via management of disposable resources. The adap-
tive resource management mitigation schemes can be divided into three types. They
are Idle-Time Leveraging scheme, controlled resource wear-out, and spatial redundancy.
The research in these areas is described next.

• Idle-Time Leveraging (ITL) scheme: The ITL is a mitigation scheme that advanta-
geously use the idle time to mitigate the degraded device. For example, Calimera
et al. proposed in [168] a new technique for aging-aware power gating by powering
down standby states. Oboril et al. proposed in [169] ExtraTime: this is an aging-
aware micro-architectural framework that can be used in the initial design stages
for design space exploration. The proposed approach aims not only to enhance
performance and power but also to mitigate aging without having detailed knowl-
edge about the final hardware implementation. Oboril et al. presented in [170] a
cross-layer technique that integrates the circuit, micro-architecture, and workload
information to efficiently compensate device aging; and it uses new aging-aware
instruction scheduling (i.e., classified as worst case and best case instructions). At
the execution stage, the instructions use their specialized functional unit and this
increases the idle ratio of the units executing the workloads. Hence, extending the
lifetime when compared to balanced scheduling scheme. Firouzi et al. presented
in [171] an efficient input vector selection methodology based on linear program-
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ming to co-optimize the NBTI-induced delay degradation and to reduce leakage
power consumption during standby mode.

• Controlled resource wear-out: This is a mitigation scheme which is based on dy-
namic supply voltage aging adjustment technique in other to control available
many core resources on a chip; at the same time increasing the performance and
reducing the power consumption. For example, Karpuzcu et al. presented in [172]
the Dynamic Voltage Scaling for Aging Management (DVSAM) - a technique for
managing processor aging (i.e., slowing down aging by reducing the operating pa-
rameters such as supply voltage and temperature) to operate in high performance
or low power mode. Furthermore, it proposed the Bubble-Wrap many-core, a new
architecture that extensively uses the DVSAM to reduce the many-core power wall.
The DVSAM selects power efficient cores which are known as throughput cores
while power inefficient cores are known as expendable cores. The expendable cores
are worn out by subjecting them into high stress while preserving throughput core.
As a result the Bubble-Wrap reaches highest sequential acceleration.

• Spatial redundancy: This is a mitigation scheme where components are dupli-
cated. In case a failure occurs, the redundant unit is used instead; thereby com-
pensating or increasing the lifetime of the device. For example, Srinivasan et al.
studied in [173] two approaches (i.e., Structural Duplication i.e., continuous func-
tionality while redundant structures are failed and switched off) that leverage micro-
architectural structural redundancy for lifetime reliability enhancement. Ashraf
et al. proposed in [174] a circuit-level technique known as Logic-Wear-Leveling
which uses Dark-Silicon to mitigate the impact of BTI in logic data-paths. It in-
troduced fine-grained spatial redundancy in timing vulnerable logic components,
and leverages it at run-time to enable post-Silicon adaptability.

In addition to the aging adaptation and mitigation techniques explained above, it is
worth to note that there are other mitigation methodologies for digital systems at higher
abstraction level for functional errors. Examples are hardware platform, and mapping
and software platform techniques [175].
All the presented mitigation techniques focus mostly on logic circuits or systems (i.e.,
processor or architecture). However, most of these mitigation techniques can be applied
to the memory systems as well; and in particular the memory peripheral circuitry which
is the main focus of this dissertation.

1.5. CHALLENGES

A S already mentioned, reliability failure mechanisms give rise to serious challenges
that may even prevent the deployment of nanotechnologies for critical applications

and / or long lifetime application. Challenges should be addressed and appropriate so-
lutions should be found. In case of embedded memories, which is the topic of this thesis,
the reliability challenges can be classified into two classes:

• Memory reliability modeling and characterization: These are very important in
determining the extent in which the memory is affected by aging, and how it de-
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pends on workloads, technology, design, process, voltage and temperature varia-
tions. Therefore, memory reliability modeling and characterization are faced with
a couple of challenges such as the following:

– One of the principal question is how to accurately model and characterize ag-
ing failure mechanisms. Accurate modeling and characterization of the fail-
ure mechanism is crucial in predicting the reliability of the memory system.

– The memory systems is made up of different components such as cell array,
address decoders, sense amplifiers, write drivers, control circuit, pre-charge
circuit and so on. Currently, research mostly focuses on the cell array. There-
fore analyzing the impact of aging with respect to all individual components
and the complete memory including the interaction between its components
still needs to be analyzed. This analysis has to be done while considering pro-
cess variation, temperature, supply voltage, and workloads.

– Technology scaling typically worsens the aging impact. Therefore, an impor-
tant task is to analyze the severity of impact of aging while considering newer
technology nodes as well as new device technologies such as FinFET.

– Finally, in the literature, aging was mostly analyzed for the 6T cell design.
However, there are different cell designs such as 4T, 8T, etc. Analyzing the
impact of aging for different cell designs could lead to different results.

• Memory mitigation schemes: Designing for reliability using mitigation schemes
is an interesting research topic both in the industry and the academia. The reli-
ability of an electronic system, in particular a memory system is crucial not only
to the designer but also to the end user (consumer). As the modeling approaches
were not accurate, existing mitigation schemes may not be appropriate. The main
problem is that the modeling approaches were not incorporating all relevant ef-
fects, and that especially the workload dependence was not incorporated. So in-
stead of first looking at the mitigation, the modeling had to be revisited first! Once
this is done, appropriate mitigation schemes can be developed by answering the
following:

– The first key question is how to use the information obtained from accurate
memory reliability modeling and characterization to appropriately deter-
mine which mitigation scheme has to be selected. This can be a static, dynamic
or hybrid scheme.

– The second key question is how to evaluate the impact of the selected miti-
gation scheme. Proper evaluation is required to ensure the reliability of the
system.

1.6. RESEARCH TOPICS
The conducted research in this dissertation can be divided into three main parts. It is
worth noting that most of the work done in this dissertation centered on the impact
of BTI on memory sense amplifier designs, while few work is on impact of aging and
mitigation of memory read-path, and write-path, respectively.
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1. Analysis of aging impact on different memory sense amplifiers.

2. Investigation of aging impact and mitigation on memory read-path.

3. Investigation of write-path aging.

ANALYSIS OF AGING IMPACT ON DIFFERENT MEMORY SENSE AMPLIFIERS

In the past, several works concentrated on the impact of BTI on the cell array while not
much work has been done with respect to the impact of BTI on memory sense ampli-
fier. Moreover, SRAM sense amplifier is a critical component of a memory system which
ensures that correct data is read out from the cell within a reasonable time due to its am-
plification nature.

Therefore, investigating and understanding the impact of BTI models on sense ampli-
fier should be explored. In this dissertation, we focus on analyzing the impact of BTI on
memory sense amplifier while considering various SA designs, technology nodes, pro-
cess variations, supply voltages, temperatures, and workloads (applications).

INVESTIGATION OF AGING IMPACT AND MITIGATION ON MEMORY READ-PATH

There are different concerns by researchers with respect to the impact of BTI to the mem-
ory systems. Some argue that either memory cell array or peripherals circuits (such as
SA, write driver etc.) are the most susceptible to aging impact. However, memory system
consists of two major operations (i.e., read and write). These two operations create two
important path to the memory system which are write-path and read-path. It is known
that memory is more sensitive to reads than writes. In this dissertation, we focus on
analyzing the aging impact of memory read-path while considering all memory compo-
nents in that path, the way they interact with each other with respect to different supply
voltages, temperatures, workloads, and technology nodes.

Another important research question is how to mitigate the most susceptible memory
components of the read-path to aging. Therefore, it is vital to develop mitigation tech-
niques to compensate for the aging effect on memory read-path. In this dissertation, we
focus on developing two mitigation schemes for the memory read-path while consider-
ing its individual components and when combined together for various workloads.

INVESTIGATION OF WRITE PATH AGING

Memory write driver is responsible to ensure that correct data is written to the memory
cell. Therefore, it is worth to investigate how aging does impact the memory write path
(write driver). In this dissertation we focus on effectively characterizing and analyzing
the actual impact of aging on write driver while taking into account various supply volt-
ages, temperatures, and technology nodes.

1.7. CONTRIBUTIONS

T HE contributions of this dissertation is directly associated to the research topics pre-
sented in the preceding section:
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1.7.1. ANALYSIS OF AGING IMPACT ON DIFFERENT MEMORY SENSE AMPLI-
FIERS

Several investigations are carried out on the impact of BTI on memory sense amplifiers
with respect to different BTI models, SA designs, technology nodes, and workloads (ap-
plications). With regard to this work, the contributions are made.

1. We investigated thoroughly and quantitatively the impact of BTI by utilizing vari-
ous workloads and supply voltages for 45 nm technology node for both Reaction-
Diffusion (R-D) and Atomistic trap-based models on SRAM standard latch sense
amplifier [176].

2. We investigated the impact of BTI on the drain-input latch sense amplifier’s sens-
ing delay and sensing voltage while considering different technology nodes such
as 90, 65, and 45 nm. In addition, we investigated the compensation techniques
for the BTI degradation on sense amplifier using supply voltage [177].

3. We analyzed the impact of BTI on the sense amplifier’s sensing delay by analyzing
the BTI stress and relaxation cycles for each individual transistor to obtain more
accurate results. These stress and relaxation cycles are workload dependent and
we defined eight realistic workloads. In addition, we investigated the impact of BTI
on the SA for deeply nano-scaled technology nodes such as 45, 32, 22, and 16 nm
under different supply voltages, temperatures and workloads [178].

4. We investigated the impact of BTI on the standard latch-type SA design as a re-
sult of its superior performance. In addition, we analyzed the impact on process,
voltage, and temperature (PVT) variations in combination with BTI for different
workloads and technology nodes [179].

5. We investigated an accurate technique to quantify the impact of variability on the
SRAM sense amplifier offset-voltage, while taking into account both process and
time-dependent variations. To our knowledge, we are the first to determine the
SA offset in the presence of all kinds of variability. The used method is accurate
in the sense that it uses the Atomic Model for aging (which is a calibrated model)
and considers the workload (as the aging variations are strongly workload depen-
dent). Guaranteeing a resilient SA needs not only a correct sensing delay, but also
an appropriate offset-voltage during the memory operational lifetime [180]. In ad-
dition, we investigated the sensitivity analysis of the SA at time zero. Then, we in-
vestigated the SA offset voltage specification while considering five global process
corners at time-zero. Moreover, we analyzed the SA offset voltage specification for
both time-zero and time-dependent variations on various supply voltages, tem-
peratures and workloads while taking into account various process corners. Fi-
nally, we analyzed the failure rate for the offset voltage specification at nominal
process corner while considering various workloads, supply voltages and temper-
atures.

6. We performed a comparative study of aging analysis while taking into account dif-
ferent supply voltages and temperatures for three memory Sense Amplifier designs
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such as Low Power (LP), Mid Power/Performance (MP), and High Performance
(HP). The evaluation metric, the Sensing Delay (SD) of the three designs is ana-
lyzed for various workloads using 45 nm technology. Furthermore, the SA tuning
technique is adopted to determine the SA offset specification of all SAs. In addi-
tion, we performed this analysis using the realistic atomistic model calibrated with
representative test data [181].

1.7.2. INVESTIGATION OF AGING IMPACT AND MITIGATION ON MEMORY READ-
PATH

With regard to the aging analysis and mitigation of the SRAM read path. We investigated
the impact of BTI on the read path of 32 nm high performance SRAM. It integrates the
impact on the memory cell, the sense amplifier, and the way they communicate to each
other. The investigation is done while taking into account various workloads and by ex-
amining both the bit-line swing which reveals the degradation of the cell and the sensing
delay which reveals the degradation of the sense-amplifier. The voltage swing on the bit
lines has a direct impact on the proper performance of the sense amplifier [182].

In addition, we proposed an appropriate technique to predict and mitigate the effect
of BTI on the read path of a high performance SRAM design. We also investigated the
effect of the memory cell, and Sense Amplifier (SA), and the way they communicate with
each other. This technique evaluates various workloads, and technology nodes while
examining both the bit-line swing and the sensing delay.

1.7.3. INVESTIGATION OF WRITE PATH AGING

With regard to memory write driver, we investigated of the impact of aging on the write
driver’s average write delay and its distribution [183]. The analysis is performed at nomi-
nal supply voltage for different technology nodes of 45, 32, and 22 nm, respectively; while
taking into account both nominal and high temperature such as 298K and 398K, respec-
tively. The sensitivity to supply voltage fluctuations and temperatures are also explored.

1.8. THESIS ORGANIZATION

T HE remainder of this dissertation is organized as follows.

Chapter 2 provides the contributions of this dissertation with respect to the analysis of
aging impact on various memory sense amplifiers. First, it presents the comparative
study of both RD and Atomistic Trap-Based BTI models used SRAM Sense Amplifier reli-
ability analysis. Second, it gives the BTI impact on the drain-input latch type sense am-
plifier for different supply voltages and technology nodes. Third, it presents combined
impact of BTI and supply voltage, temperature variation on standard latch type sense
amplifier. The latter work is extended to cover the impact on process, voltage, tempera-
ture together with aging, different workloads and technology nodes. Fourth, it presents
the proposed accurate technique to quantify the impact of variability on offset voltage
of the standard latch type sense amplifier while considering both time-zero and time-
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dependent variations. In addition, the latter is extended to analyze the sensitivity of the
sense amplifier at time-zero, failure rate analysis and their combined impact (time-zero
and time-dependent) while different process corners. Finally, it presents the compara-
tive study of the impact of aging on different sense amplifier designs while taking into
account various supply voltages and temperatures.

Chapter 3 provides the contributions of this dissertation with respect to the read path
aging. It presents the impact of BTI on a high performance SRAM, and the BTI impact
on the individual parts of memory design (i.e., the memory cell and the SA design), and
how they interact with each other. The evaluation considered metrics for the memory
cell and the sense amplifier are the sensing delay (SD) and the Bit-line swing (BLS).

Chapter 4 provides the contributions of this dissertation with respect to the write path
aging. It presents the BTI impact on the memory write driver, while taking into account
various technology nodes, supply voltages and temperatures. The evaluation metric
used for the write driver is the write delay.

Finally, the conclusion and future work are given in Chapter 5.
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Abstract—Bias Temperature Instability (BTI) in transistors
has become a key reliability bottleneck with sub-45nm CMOS
technologies. The most common models to characterize BTI are
the Reaction-Diffusion (RD) and Atomistic trap-based models.
This paper presents comparative impact analysis of RD and
Atomistic trap-based BTI models for the SRAM Sense Amplifier.
The evaluation metric, the sensing delay is analyzed for both
models for the different workloads and supply voltages for
45nm technology node. The results show that the sensing delay
degradation is slightly higher in RD model than Atomistic trap-
based model for different workloads. Nevertheless, we observe
a similar trend for both models. For example the BTI impact
degradation is 6.69% for RD model and 6.57% for Atomistic
trap-based model when worst case workload is applied for a
108s life time.

Index Terms—BTI, NBTI, PBTI, SRAM sense amplifier

I. INTRODUCTION

In recent decades, CMOS technology has been sustained
with aggressive downscaling that severely impacts the reli-
ability of devices [1,2,26]. These trends are a consequence
of advancements in the fabrication technology, introduction
of novel materials and evolution of architecture designs. Bias
Temperature Instability (BTI) (i.e., Negative BTI in PMOS
transistors and Positive BTI in NMOS transistors) is a reli-
ability failure mechanism which affects the performance of
MOS transistors by increasing their threshold voltage and
reducing their drain current (Id) over the operational lifetime
[4,21]. However, studies of such individual devices or small
composites do not allow extrapolation of these effects on larger
circuits like SRAMs.

Static Random-Access Memories (SRAM) occupy a large
fraction of semiconductor chip and play a major role in the
silicon area, performance, and critical robustness [13]. An
SRAM system consists of an array of cells, its peripherals
circuits such as row and column address decoders, control
circuits, write drivers, and sense amplifiers.

In recent years, there has been an increased attention
in modeling BTI failure mechanisms. There are two well
known BTI models (i.e., Reaction-Diffusion (RD) models and
Atomistic trap-based models) in the field of aging failure
mechanisms. Several work has been published on RD and
Atomistic models. For instance, Zafar [21] presented BTI as
a statistical mechanism based model for negative bias tem-
perature instability induced degradation. Alam [22] presented

a critical examination of the mechanics of dynamic NBTI
for PMOS. Kaczer et al. [18] proposed Atomistic trap-based
model which model BTI and Random Telegraph Noise (RTN)
behavior for Sub-45nm devices with workload dependencies.
Both models have been independently used at the gate level
by researchers. Khan et al. [16] presented BTI analysis of
different gates for the dynamic inputs using RD models while
including the periodic waveforms only. Kukner et al. [23]
analyzed BTI impact on a single inverter using Atomistic
trap-based model. However, very limited work is done in
comparing both BTI models. Kukner et al. in [19] presents
comparison of RD and Atomistic trap-based BTI models for
logic gates only while no comparison of the two models has
been reported in literature at circuit levels. Further also, Agbo
et al. in [5] analyzed an integral impact of BTI and voltage
temperature variation on SRAM sense amplifier using RD
model while including different workloads, supply voltages
and temperatures. Again, Agbo et al. in [20] investigated BTI
analysis for high performance and low power SRAM sense
amplifier designs using Atomistic model while considering
different SA designs. However, comparative analysis of RD
and Atomistic trap-based model on circuit level (including
sense amplifier) while considering different workloads and
supply voltages still needs to be explored. It is worth noting
that comparative study of both models at circuit level will
help in understanding and selection of the best suited model
for quantifying the aging rate of each memory parts required
for optimal reliable memory design. This paper focuses on the
comparative study of two different BTI models (i.e., RD and
Atomistic trap-based models) on SRAM sense amplifiers each
targeted for a different application. The standard latch-type
sense amplifier design is selected for its superior performance
and industrial representativeness [17]. The comparison of the
two BTI models impact for standard latch sense amplifier is
analyzed using different workloads and supply voltages. The
main contributions of the paper are as follows.
• Investigation of BTI impact on the sense amplifier’s sens-

ing delay, two different target BTI models are considered.
• Thorough quantitative analysis of the BTI impact using

different workloads for 45nm technology node for the
two BTI models are investigated.

• Analysis of BTI impact under different supply voltages
for SRAM sense amplifier sensing delay using different
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Fig. 1. Functional model of SRAM system

workloads for both Reaction-Diffusion (R-D) and Atom-
istic trap-based models are explored.

• Comparison between RD and Atomistic model for the
above mentioned.

The rest of the paper is organized as follows: Section II
introduces the sense amplifiers and both BTI models. Sec-
tion III provides our analysis framework, it presents also the
performed experiments. Section IV analyzes the results for
comparing both models for different workloads and supply
voltages. Finally, Section V concludes the paper.

II. BACKGROUND

This section presents the working principles of the targeted
sense amplifier. Thereafter, it explains the Reaction Diffusion
and Atomistic trap-based BTI models analyzed in this paper.
A. Memory model

Figure 1 shows a functional model of the SRAM system
[26]. A memory system is comprised of a memory cell
array, row and column address decoders, read/write circuitry,
input/output data registers and control logic. The main target
of this paper is the comparative investigation of Atomistic and
RD model on sense amplifier.

B. SRAM Sense Amplifier

Several implementations of sense amplifiers have been
proposed. In this section, first the standard latch-type SRAM
strobed sense amplifier will be addressed which is representa-
tive for industrial SA designs [17].

Standard Latch-Type Sense Amplifier (SLT SA)

A sense amplifier (SA) in SRAMs is responsible for the
amplification of a small voltage difference at the bit lines (i.e.,
BL (BLBar)) during read operations.

VddSA

Mtop

BL BLBarS

Mpass

1fF1fF

SAenable

SAenable

W/L= 5

W/L = 5

MupBarMup

W/L = 17.8

MpassBar

W/L = 17.8
Mdown

W/L= 15.5
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SBar

W/L = 5

SAenablebar

Nmos : W/L = 2.5
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W/L = 5W/L = 5

Outbar Out

Fig. 2. Standard latch-type Sense Amplifier

The structure of the Standard latch-type Sense Amplifier is
depicted in Fig. 2. The width length ratio of each transistor is
presented by W/L.

The operation of the sense amplifier comprises of two
phases. In the first phase, when SAenable is low, the access
transistors Mpass and MpassBar connect to the bitlines (i.e.,
BL and BLBar) with the internal nodes S (SBar). In this phase,
Mtop and Mbottom transistors are switched off. In the second
phase, when SAenable is high, the pass transistors disconnect
the BL (BLBar) input from the internal nodes. The cross
coupled inverters get their current from Mtop and Mbottom
and subsequently amplify the difference between S and SBar
and produce digital outputs on Out and Outbar. S (SBar) node
is actively pulled down when SBar (S) exceeds the threshold
voltage of Mdown. The positive feedback loop ensures low
amplification time and produces the read value at its output.
Moreover, all current paths are disabled when S (SBar) is at
0V and SBar (S) is at VddSA or vice versa. This process is
repeated for each read operation.

C. Reaction Diffusion Model

The Bias Temperature Instability (BTI) mechanism takes
place inside the MOS transistors and causes a threshold
voltage shift that impacts the delay negatively; its mechanism
is described below.

BTI Mechanism

BTI increases the absolute Vth value in MOS transistors.
For the PMOS, the negative Vth is further lower while for
NMOS the Vth increases. The increment in the absolute value
of the Vth in a PMOS transistor that occurs under negative
gate stress is referred to as NBTI, and the one that occurs
in an NMOS transistor under positive gate stress is known as
PBTI. For a MOS transistor, there are two BTI phases, i.e.,
the stress phase and the relaxation phase.
Recently, exhaustive efforts have been put to understand NBTI
[4,7,21]. Kaczer et al. in [7] have analyzed NBTI using an
atomistic model. Alam et al. [4] have modeled NBTI and
presented the overall dynamics of NBTI as a reaction diffusion
process. The model is usable at a higher level such as circuit
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level. In Kukner et al. in [19], both the atomistic and RD
models have been compared. The authors conclude that for
the long-term simulation time, RD model is lightweight than
the atomistic model. For this reason we select this model [4].
Stress Phase: In the stress phase, the Silicon Hydrogen bonds
(≡Si-H) break at Silicon-Oxide interface. The broken Silicon
bonds (≡Si-) remain at the interface (known as interface traps),
and the released H atoms/molecules diffuse towards the gate
oxide. The number of interface traps (NIT) generated after
applying a stress of time (t) is given by [4]:

NIT (t) =
(
No · kf
kr

)2/3

·
(
kH
kH2

)1/3

· (6 ·D0 · t)1/6 (1)

where No, kf , kr, kH, and kH2 , represent initial ≡Si-H
density, ≡Si-H breaking rate, ≡Si- recovery rate, H to H2

conversion rate, and H2 to H conversion rate inside the
oxide layer, respectively. D0=DH2 .exp(−EA/kT) [11] is the
diffusion coefficient of the produced H2 species and EA is
the activation energy, k is the boltzman constant, and T is
the temperature in Kelvin.

Relaxation Phase: In the relaxation phase, there is no ≡Si-
H breaking. However, the H atoms/molecules diffuse back
towards the interface and anneal the ≡Si- bonds. The number
of interface traps that do not anneal by the approaching H
atoms during the relaxation phase is given by [15]:

NIT (to + tr) =
NIT (to)

1 +
√

ξ·tr
to+tr

(2)

where NIT(to) is the number of interface traps at the start of
the relaxation, ξ is a relaxation coefficient with ξ=0.5 [15],
to is the duration of the previous stress phase and tr is the
relaxation duration.

Threshold voltage increment: The NIT oppose the gate
voltage which result in a threshold voltage increment (∆Vth).
The relation between NIT and ∆Vth is given by [8]:

∆Vth = (1 +m) · q ·NIT /Cox · χ, (3)

where m, q, and Cox are the holes/mobility degradation that
contribute to the Vth increment [9], electron charge, and oxide
capacitance, respectively. χ is a BTI coefficient with a value
χ=1 for NBTI and χ=0.5 for PBTI [10].

D. Atomistic Model

Kaczer et al. proposed the atomistic model in [18,19]. It
is based on the capture and emission of single traps during
stress and relaxation phases of NBTI/PBTI respectively. The
threshold voltage shift of the device ∆Vth is the accumulated
results of all the capture and emission of carriers in gate oxide
defect traps. The probabilities of the defect occupancy in case
of capture PC and emission PE are defined by [24]

PC(tSTRESS) =
τe

τc + τe

{
1− exp

[
−(

1

τe
+

1

τc
)tSTRESS

]}
(4)

PE(tRELAX) =
τc

τc + τe

{
1− exp

[
−(

1

τe
+

1

τc
)tRELAX

]}
(5)

where τc and τe are the mean capture and emission time
constants, and tSTRESS and tRELAX are the stress and
relaxation periods, respectively. [25], gives insight for the
relation between (1), (2), and the Vth.

III. ANALYSIS FRAMEWORK

A. Framework Flow

In order to evaluate the BTI impact of both models, we
replicate the flows of [5] for RD and [6] for Atomistic model.
Next, the generic inputs of both models are described.
Generic input: The general input blocks of the framework
are the technology library, Sense Amplifier design, and BTI
input parameters.
• Technology library: In this work we only use the 45nm

PTM library [27]. Note that in general any library card
can be used.

• SA design: Generally, all sense amplifier design can be
used. In this paper we focus only on the standard latch-
type SA. The SA design is described by a SPICE netlist.

• BTI parameters: The BTI induced degradation depends
strongly on the stress time duration. The stress time
defines how long the workload sequence is being applied.
The workload sequence is assumed to be repeated until
the age time is reached. To perform realistic workload
analysis, we assume that today’s application consists of
10% - 90% memory instructions and the percentage of
read instructions is typically 50% - 90%. Furthermore,
we derive from this the following cases: best case with
a stress period of 0.1 * 0.1 = 0.01, worst case with
0.9 * 0.9 = 0.81, and mid case with 0.5 * 0.5 = 0.25.
They lead to the following workload sequences: best-
case: R0R1I198, worst-case: R04I1, mid-case: (R0)I24.
In these sequences, R0 stands for read 0, R1 stands for
read 1, I for idle operation (which includes memory write
operations).

Processing: Here, we described shortly the flows of [5] RD
model and [6] Atomistic model.
• RD: There are two processing blocks, the BTI predictor

and the HSPICE simulation unit. The long term BTI
predictor uses the duty factor, frequency, and aging to
predict the interface traps/ threshold voltage increment
of each device in the sense amplifier. In addition to
workload inputs, inputs are required from the reaction-
diffusion model (such as Kf , Kr, DH , etc.), technology
parameters, and voltage temperature (VT). Once the BTI
induced VTH increments are calculated per transistor, the
original BTI free netlist will be updated. This new netlist
is simulated in HSPICE/Verilog-A. Output: Finally,
post-analysis of the results are performed for varying
voltages and temperatures in MATLAB environment.

• Atomistic: Based on the transistor dimensions and the
other specified inputs, a Control script (perl) generates
several instances of BTI augmented SRAM sense am-
plifier circuits. Every generated instance has a distinct
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number of traps (with their unique timing constants)
in each transistor, and are incorporated in a Verilog-A
module of the SA netlist. The module responds to the
every individual trap, and alters the transistors concerned
parameters such as Vth. After inserting BTI in every
transistor of the SA design, a Monte Carlo (MC) is
performed at different time steps (100 runs at each time
step) where circuit simulator (HSPICE/Spectre) is used
to investigate the BTI impact.

B. Output Metrics

In this section, the sensing delay metric used for analyzing
BTI impact on sense amplifier is described.

Sensing delay: The sensing delay metric is determined when
the trigger signal (i.e.; sense amplifier enable input signal)
reaches 50% of the supply voltage and the target (i.e.; either
out or outbar falling output signal) reaches 50% of the supply
voltage. The sensing delay is defined as the time difference
between the target and the trigger as shown in Fig. 3.

C. Experiments Performed

In this paper, three sets of experiments are performed to
analyze BTI impacts. These experiments are described below:

1 Temporal Impact Experiments: BTI impact on sensing
delay for the two models on Sense Amplifier design is
investigated for different periods of stress.

2 Workload Dependent Experiments: BTI impact on the
sensing delay for the two models using three workloads is
investigated.

3 Supply Voltage Dependent Experiments: BTI impact on
the sensing delay of the SRAM sense amplifier for varying
supply voltages (i.e., from -10% of Vdd to Vdd and +10% of
Vdd) for two workloads (i.e., worst case and best case) and
two BTI models (i.e., Atomistic trap-based and Reaction
Diffusion) is explored.

Fig. 4. Reaction Diffusion and Atomistic model BTI impact on sensing delay.

IV. EXPERIMENTAL RESULTS

In this section, we present the analysis results of the
experiments mentioned in the previous section. BTI affects
the sensing delay of the sense amplifier, i.e., the time required
to amplify the input from BL and BLBar to outputs out
and outbar (see Figures 1 and 2). In order to quantify this
delay, we simulate the initial BTI-free SA design, for 45nm
technology node and take its sensing delay as reference.
To obtain proper sensing delays, appropriate values of BL
and BLBar should be selected. For 45nm, we assume the
differential input to be 89.4mV (Vdd) [17].

A. Temporal Impact Experiments

Figure 4 shows the relative increment of the sensing delay
w.r.t. the stress time (aging) for worst-case workload for both
Atomistic model and R-D model. Both models show a similar
trends. For example, for an operation time between 100sec
and 108sec, the delay increases from 14.7ps to 15.7ps for
Atomistic model approximately 6.6% and approaches 14.7ps
to 15.6ps for R-D model which is 6.7%.

B. Workload Dependent Experiments

The BTI induced degradation is sensitive to the workload.
The workload defines when and how long each transistor is
stressed. Figure 5 shows the BTI impact on sensing delay
for both Atomistic and RD models. For the Atomistic model,
the BTI sensing delay degradation for worst case, mid case,
and best case equals 14.71ps, 14.67ps and 14.64ps at 100s
stress, respectively. At 108s they equal to 15.69ps, 15.13ps
and 14.85ps, respectively. For RD model, these values are
14.65ps, 14.55ps, and 14.50ps at 100s and 15.63ps, 15.08ps,
and 14.76ps, at 108s, respectively. Both models observe the
same trends. However, the relative numbers may differ. For
example, the relative sensing delay increment equals 6.57%
from 100s to 108s for Atomistic model when worst case is
applied. However, for RD model, this degradation at 100s
worst case is equal to 14.65ps and approaches 14.55ps and
14.50ps for mid case and best case, respectively.
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Fig. 5. Atomistic and R-D model BTI impact on sensing delay for all
workloads.

Fig. 6. Atomistic and R-D model BTI impact on varying supply voltage for
worst case workload.

There is also significant BTI impact variation for Reaction
Diffusion model. For instance, the BTI impact variation is
equal to 6.69% for worst case, and approaches 3.63% and
1.78% for mid case and best case, respectively. When com-
paring the two model w.r.t. sensing delay, in the degradation
free case, Atomistic model is 14.71ps for worst case while R-
D model is 14.65ps for worst case workload which is 0.41%
and approaches 0.76% and 0.97% for the mid case and best
case, respectively. There is significant change relatively in the
BTI induced degradation for the two models. For instance,
Reaction Diffusion model is worse than Atomistic model with
0.12% for the worst case and approaches 0.49% and 0.36%
for the mid case and worst case, respectively. Moreover, the
two models maintain the same trends for the three workloads
considered.

C. Supply Voltage Dependent Experiments

Supply voltage fluctuations generally impact the operating
condition of MOS transistors. Supply voltage variations in
a transistor can impact the sensing delay significantly as it
impacts the operational speed. In addition, variation in supply

Fig. 7. Atomistic and R-D model BTI impact on varying supply voltage for
best case workload.

voltage also affects the oxide field (capacitance) and subse-
quently the BTI impact (see Cox in Eqn. 3) for RD model. The
analysis of the supply voltage variation is performed for both
BTI models (i.e., Atomistic and Reaction Diffusion models)
and two workloads, (i.e., worst case and best case) for 45nm
technology. The supply voltage is varied between -10% and
+10% of nominal Vdd, i.e., between 0.9V and 1.1V. Figures
6 and 7 depict the BTI induced sensing delay for various
supply voltages and BTI models for the worst case and best
case workloads, respectively. From the figures we conclude
the following:
• Increasing the supply voltage reduces the sensing delay

degradation. For instance, in Figure 6, for an Atomistic
trap-based model, the BTI degradation at 100s is 12.36ps,
14.71ps and 18.80ps for +10% Vdd, nominal Vdd and
-10% Vdd, respectively. At 108s, the sensing delay equals
13.49ps, 15.68ps and 19.69ps for +10% Vdd, nominal
Vdd and -10% Vdd, respectively. The absolute numbers of
varying supply voltage for Atomistic trap-based model
maintain the claim of increase in supply voltage reduces
the sensing delay degradation. The relative increment
of the varying supply voltage for Atomistic trap-based
model shows an opposite trend, for +10% Vdd the
sensing delay increment equals 9.19% while 6.57% and
4.72% for nominal Vdd and −10% Vdd, respectively.

The figure also shows, for Reaction Diffusion model,
the BTI degradation at 100s is 12.02ps, 14.65ps and
18.43ps for +10% Vdd, nominal Vdd and −10% Vdd,
respectively. Then, for BTI induced degradation at 108s
is 12.66ps, 15.63ps and 20.09ps for +10% Vdd, nominal
Vdd and -10% Vdd, respectively. The Reaction Diffusion
model varying supply voltage absolute numbers also
maintain the claim that increasing the supply voltage
mitigates the sensing delay degradation. Furthermore, the
relative numbers for R-D model varying supply voltages
shows a consistent trend with the absolute numbers, for
+10% Vdd the sensing delay is 5.26% while 6.69% and
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9.03% for nominal Vdd and −10% Vdd, respectively.

• Figure 7 shows also increasing the supply voltage reduces
the sensing delay degradation for best case workload.
For instance, for an Atomistic model, e.g., +10% Vdd,
the BTI degradation free case is 12.41ps while 14.64ps
and 18.71ps for nominal Vdd and -10% Vdd, respectively.
Furthermore, in the BTI induced degradation at 108s,
+10% Vdd = 12.78ps and approaches 14.85ps and
18.92ps for nominal Vdd and -10% Vdd, respectively.
The absolute numbers of the best case maintains the
trend that increasing the Vdd mitigates the sensing delay
degradation. However, this trends relatively is reversed,
for e.g., +10% Vdd is equal to 3.01% while 1.43% and
1.10% for nominal Vdd and -10% Vdd, respectively.

Besides, the figure shows varying supply voltages (i.e.,
-10% Vdd, Nom. Vdd, and +10% Vdd) for RD model best
case. For instance, in BTI degradation at 100s is 11.94ps
while 14.50ps and 18.18ps for +10% Vdd, nominal Vdd
and -10% Vdd, respectively. Then, for BTI induced degra-
dation at 108s is 12.11ps, 14.76ps and 18.60ps for +10%
Vdd, nominal Vdd and -10% Vdd, respectively. For RD
model best case varying Vdd absolute numbers sensing
delay BTI impact keep to the trend that increasing the
supply voltage reduces the sensing degradation. More-
over, the same trends is observed in the relative incre-
ment, for +10% Vdd is 1.45% while 1.78% and 2.34% for
+10% Vdd, nominal Vdd and −10% Vdd, respectively. In
conclusion, both models absolute numbers for worst case
and best case workload varying supply voltage sensing
delay are consistent with the trends, increase in supply
voltages results in reduced BTI induced sensing delay
degradation. However, both models show opposite trend
relatively for increasing supply voltages in the presence
of BTI induced degradation.

D. Discussion
Reliable and robust SRAM SA designs are crucial for the

overall design of memory systems, and also to the design
community. The current analysis focused on comparative study
of both Atomistic trap-based and Reaction-Diffusion model
on standard latch type SA for different supply voltages and
workloads. Both models predict a similar reliability impact (in
terms of delay) for the considered SA. We observed slightly
higher sensing delay degradation in RD model than Atomistic
model for various workloads. The Vth for Atomistic model is
based on stochastic analysis. So the same circuit will result in
a range of sensing delay increments, while for the RD model
a single sensing delay increment value is used in our analysis.
Therefore, based on the calibrations and the stochastic nature
of Atomistic model, we conclude that it is best suited for BTI
as it also includes worst-case and best-case analysis.

V. CONCLUSION

This paper investigated the combined impact of Bias Tem-
perature Instability (BTI), different workloads and supply

voltages on the standard latch type (SLT). The sensing delay
degradation is more impacted by workload that contain more
and longer stress periods and reduces with higher supply volt-
ages. These trends have been observed by both the Reaction
Diffusion and Atomistic trap-based BTI models.

REFERENCES

[1] ITRS, “International Technology Roadmap for Semiconductor 2004”
”www.itrs.net/common/2004 update/2004update.htm.”.

[2] S. Borkar, et al “Micro architecture and Design Challenges for Giga scale
Integration”, Pro. of Intl. Sympos. Micro architecture, 2004.

[3] S. Hamdioui et al, “Reliability Challenges of Real-Time Systems in
Forthcoming Technology Nodes”, DATE, 2013.

[4] M. A. Alam and S. Mahapatra, “A Comprehensive Model of PMOS
NBTI Degradation”, Microelectronics Reliability , Vol:45, 2005.

[5] I. Agbo, et al., ”Integral Impact of BTI and Voltage Temperature Variation
on SRAM Sense Amplifier” VLSI Test Symposium , 2015.

[6] S. Khan, et al, “Bias Temperature Instability Analysis of FinFET based
SRAM cells”, DATE, 2014.

[7] B. Kaczer, et al., “Disorder-Controlled-Kinetics Model NBTI and its
Experimental Verification”, IPRS , pp: 381-387, 2005.

[8] B.C. Paul et al, “Impact of NBTI on the Temporal Performance
Degradation of Digital Circuits”, IEEE Electron Device Letter, Vol. 26,
No.8, Aug. 2005.

[9] A. T. Krishnan, et al, “NBTI impact on transistor and circuit: Models,
mechanisms and scaling effects”, IEDM, 2003.

[10] M. T. Luque, et al, “From Mean Values to Distribution of BTI
Lifetime of Deeply scaled FETs through Atomistic Understanding of the
Degradation“ Sym. on VLSI Technology, pp: 152-153, 2011.

[11] D. Varghese, et al, “On the Dispersive versus Arrhenius Temperature
Activation of NBTI Time Evolution in Plasma Nitrided Gate Oxides:
Measurements, Theory, and Implications”, IEDM, Dec. 2005, pp. 1-4.

[12] S. Zafar, et al, “A comparative study of NBTI and PBTI in SiO2/HfO2
stacks with FUSI, TiN gates”, Pro. of VLSI Technology symp., 2006.

[13] P. Pouyan, et al, “Process Variability-Aware Proactive Reconfiguration
Technique for Mitigating Aging effects in Nano Scale SRAM lifetime”,
IEEE 30th VLSI Test Symposium., 2012.

[14] B. Cheng, A. R. Brown, “Impact of NBTI/PBTI on SRAM Stability
Degradation”, IEEE ELECTRON DEVICES LETTERS, 2011.

[15] S. Kumar, C.H. Kim, S. Sapatnekar, “Impact of NBTI on SRAM Read
Stability and Design for Reliability”, ISQED, pp: 212-128, 2006.

[16] S. Khan, et al, “BTI impacts on logical gates in nano-scale CMOS
technology”, in Proc. IEEE Int. DDECS, Apr. 2012, pp. 348 - 353.

[17] S. Cosemans, “Variability-aware design of low power SRAM memo-
ries”, Ph.D Thesis Katholieke Universiteit Leuven, 2009.

[18] B. Kaczer, et al., “Origin of NBTI variability in deeply scaled pFETs”,
Reliability Physics Symposium, 2010.

[19] H. Kukner et al., “Comparison of Reaction-Diffusion and Atomistic
Trap-based Models for Logic Gates”, IEEE transactions on device and
materials reliability, 2013.

[20] I. Agbo et al., “BTI Analysis for High Performance and Low power
SRAM Sense Amplifier Designs”, MEDIAN, 2015.

[21] S. Zafar, “Statistical mechanics based model for negative bias tempera-
ture instability induced degradation”, J. Appl. Phys., vol. 97, no. 10, pp.
103709-1 - 103709-9, May 2005.

[22] M. Alam, “A critical examination of the mechanics of dynamic NBTI
for pMOSFETs”, in IEDM Tech. Dig., , Dec, 2003, pp. 14.4.1-14.4.4.

[23] H. Kukner et al, “Impact of duty factor, stress stimuli, and gate drive
strength on gate delay degradation with an atomistic trap-based BTI
model”, in Proc. Euromicro DSD Conf. DSD, Sep. 2012, pp. 1 - 7.

[24] M. Toledano-Luque et al, “Response of a single trap to AC Negative
Bias Temperature Stress”, IRPS, 2011.

[25] P. Weckx, et al, “Defect-based Methodology for Workload-dependent
Circuit Lifetime Projections-Application to SRAM”, IRPS, April 2013.

[26] S. Hamdioui, “Testing Static Random Access Memories: Defects, Fault
Models and Test Patterns”, Kluwer Academic Press Publishers, The
Netherlands, 2004.

[27] Predictive Technology Model ”http://ptm.asu.edu/”,

6

!

!

2

32 2.1 BTI IMPACT ON THE MEMORY SENSE AMPLIFIER



BTI Impact on SRAM Sense Amplifier
Innocent Agbo Seyab Khan Said Hamdioui

Delft University of Technology
Faculty of Electrical Engineering, Mathematics and Computer Science

Mekelweg 4, 2628 CD Delft, The Netherlands
{I.O.Agbo, M.S.K.Seyab, S.Hamdioui}@tudelft.nl

Abstract—Bias Temperature Instability (BTI) -Negative BTI in
PMOS and Positive BTI in NMOS transistors- has become a key
reliability bottleneck in the nano-scaled era. This paper presents
BTI impact on SRAM’s sense amplifier of different technologies,
a robust sense amplifier has a lower sensing delay and higher
sensing voltage. The results show that as technology scales down
(i.e., from 90nm to 65nm, and 45nm), BTI impact on sensing delay
increases, while that on the sensing voltage decreases, causing the
sense amplifier memory, hence to be less robust and reliable. In
addition, the paper also investigate the use of supply voltage to
reduce the BTI degradation. The result show that increasing the
power supply can reduce the sense amplifier BTI degradadtion
with 33% for sensing voltage and with 18% for sensing delay;
leading to clear tradeoff engineering question between power and
robustness.

Index Terms—BTI, NBTI, PBTI, SRAM sense amplifier

I. INTRODUCTION

In recent decades, CMOS technology has witnessed relent-
less downscaling. Forces behind the trend are advancements
in the fabrication technology, introduction of novel materials
and evolution of architecture designs. However, for circuits
based on the current CMOS technology, reliability failures
have become a major bottleneck [1]–[3]. Bias Temperature
Instability (BTI) (i.e., Negative BTI in PMOS transistors and
Positive BTI in NMOS transistors) is a reliability failure
mechanism which affects the strength of MOS transistors by
increasing their threshold voltages and reducing their drain
current (Id) over the operational lifetime [5], [7], [8].

Static Random-Access Memories (SRAM) occupies a large
part of semiconductor systems and plays a major role in the
silicon area, performance, and critical robustness [9]. Much
has been published on SRAM Test (e.g. [10]–[12]) than SRAM
reliability (e.g. BTI) as reliability challenges emerged with
technology scaling. Moreover, an SRAM system consists of
cells array, and its peripherals circuits such as column and
row address decoders, control circuits, write drivers, and sense
amplifiers. Much have been published on the BTI SRAM cell
array and few on the SRAM peripheral circuitry. For example,
Binjie et al [17] investigated NBTI impact on Static Noise
Margin (SNM) and Write Noise Margin (WNM) degradation
of 6T SRAM cell. Kumar et al [18] Analyzed the impact of
NBTI on the read stability and SNM of SRAM cells. Bansal
et al [19] presented insights on the stability of an SRAM
cell under the worst-case conditions and analyzed the effect
of NBTI and PBTI, individually and in combination. On the
other hand, few authors have focused on reliability analysis

of the address decoders. For instance, Hamdioui et al. in [20]
presented analysis of spot defects in SRAM address decoders
and in [21] identified decoder delay faults due to inter and
intra-gate resistive defects. Khan et al [22] investigated the
impact of partial opens and BTI in SRAM address decoder.
Furthermore, Menchaca et al [23] analyzed the BTI impact
on different sense amplifier designs implemented on 32nm
technology node by using failure probability (i.e., flipping
a wrong value) as a reliability metric. However, the impact
of BTI for different technology nodes and varying supply
voltages are yet to be investigated on SRAM’s sense amplifier.
Furthermore, BTI impact on other sense amplifier metrics such
as sensing delay and sensing voltage are still un-explored.

Although, it is obvious that BTI can cause timing delay
and reduce memory reliability in most of the designs. This
paper focuses on drain input latch-type sense amplifier design
due to its low power superior performance [26]. In this paper,
the parameters considered for analyzing BTI impact on sense
amplifier include sensing delay and sensing voltage. In this
regard, the main contributions of the paper are:

• Investigation of BTI impact on the sense amplifier’s
sensing delay and sensing voltage.

• Analysis of BTI impact on sense amplifier synthesis with
different technology nodes i.e., 90nm, 65nm, and 45nm.

• Investigation of supply voltage impact to compensate for
the BTI degradation on sense amplifier.

The result depicts that as technology scales down, BTI
impact on sensing delay increases, while sensing voltage
decreases with a significant margin. Furthermore, the icrease in
supply voltage leads to reduction in sensing delay and increase
in sensing voltage, thereby leading to robust sense amplifier.

The rest of the paper is organized as follows: Section
II introduces SRAM systems, drain input latch-type sense
amplifier, BTI mechanism and its model. Section III gives
the simulation setup, analysis metrics, and the experiments
performed. Section IV analyzes the result by using different
technology nodes in sense amplifier, and varying supply volt-
ages. Finally, Section V concludes the paper

II. BACKGROUND

This section explains the functional model of an SRAM
system. Afterwards, it explains the behavior of drain input
latch-type sense amplifier. Finally, it presents BTI mechanism
and its model analyzed in this paper.

978-1-4799-3525-3/13/$31.00 ©2013 IEEE
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Fig. 1. Functional model of SRAM system

A. Memory model

A Memory system comprises memory cell array, row and
column address decoders, read/write circuitry, input/output
data registers and control logic as depicted in functional model
of SRAM system in Fig. 1. [25]. However, the main focus of
the paper is SRAM sense amplifier which is responsible for
the amplification of small difference in the input signals.

SRAM Sense Amplifier

A sense amplifier (SA) in SRAMs takes a small voltage
difference at the input (i.e., BL and BLBar) shown in Fig.
2., and produce amplified signals on the output (i.e., out
and out towards memory output). There are different imple-
mentation of sense amplifier such as: strobed or non-strobed,
voltage-mode or current-mode and traditional, compensated
or calibrated sense amplifiers. Furthermore, there are several
types of strobed voltage-mode sense amplifier such as: drain-
input latch-type, gate-input stacked-latch type, look-ahead,
self-closing, pulsed current source and double-tail latch-type
strobed voltage-mode SAs. In this paper, drain-input latch-type
SRAM sense amplifier will be focused. This design selection
is based on the following advantages: (a) the design does not
draw static current, (b) easily employ positive feedback to
provide fast regeneration, (c) their design is straightforward,
(d) the energy consumption in charging and discharging these
large capacitances is reduced, and (e) the time the cell requires
to develop its swing is also reduced.

The structure of the Drain input latch-type Sense Amplifier
as depicted in Fig. 2. [26] consists pull-up transistors (i.e.,
Mup and MupBar), pull-down transistors (i.e., Mdown and
Mdownbar), two access transistors (i.e., Mpass and Mpass-
Bar), two switching current source transistors (i.e., Mtop
and Mbottom), and two inverters at the output of the Sense
Amplifier with a load capacitance of 1fF each. The pull-
up transistors and pull-down transistors are made of two
PMOS (Mup and MupBar) and two NMOS (Mdown and

SBarS

VddSA

Mtop

Mbottom

Mdown MdownBar

Mup MupBar

SAact
outout

Mpass MpassBar

1fF1fF

SAactBar

BL BLBar

Fig. 2. Drain input latch-type Sense Amplifier

MdownBar) transistors respectively, access transistors are two
NMOS devices, switching current source transistors are one
PMOS and one NMOS device at the top and bottom nodes
of the Drain input latch-type Sense amplifier. These explained
transistors/devices receive their inputs through BL and BLbar
input signals.

The operation of the sense amplifier circuitry is explained in
three phases as follows: In the first phase, if SAact is low and
SAactBar is high, the access transistors Mpass and MpassBar
connect the BL(bar) inputs with the internal nodes S(Bar).
However, when the BL input signal is pulled low, then there is
a corresponding rise in the internal node SBar. However, in this
phase Mtop and Mbottom transistors are in the off state. In the
second phase, if SAact is high and SAactBar is low, then the
pass transistors disconnect the inputs from the internal nodes.
Then, node S connects MupBar and SBar connects Mup, this
causes MupBar to be ON as Mtop pulls up the top node. This
is the source for Mup and MupBar causing current to conduct.
Furthermore, MupBar draws more current than the Mup which
leads to SBar increasing faster than S, thereby leading to quick
amplification of the input difference. Moreover, this is based
on the PMOS transistors acting as differential amplifier with
positive feedback phenomenon. Then, in the third phase, S
node is actively pulled down when SBar exceeds the threshold
of Mdown. All current paths are disabled when S is at 0V and
SBar is at V ddSA. Next, out goes quickly down when SBar
threshold exceeds the output inverter, then out is the reverse.
The process is repeated when SAact an SAactBar are restored
to their original values.

B. Bias Temperature Instability

Bias Temperature Instability (BTI) mechanism takes place
inside MOS transistors and causes a threshold shift that
translates to additional delay, as described below.

BTI Mechanism

BTI causes threshold voltage (Vth) increment to MOS
transistors. The Vth increment in a PMOS transistor that
occurs under negative gate stress is referred to as NBTI, and
the one that occur in an NMOS transistor under positive gate
stress is known as PBTI. For a MOS transistor, there are
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two BTI phases, i.e., the stress phase and the relaxation phase.

In recent times, exhaustive efforts has been put to
understand NBTI [5]–[7], [22]. Kaczer et al. in [6] have
analyzed NBTI reasonably well but have not extended their
analysis to deal with NBTI at a higher level. Alam et al. in
[5] have modeled NBTI and presented the overall dynamics
of NBTI as a reaction diffusion process. The model is usable
at a higher level such as circuit level. Since in this work, BTI
analysis is done at the circuit level, model of [5] will be used.

Stress Phase: In the stress phase, the Silicon Hydrogen bonds
(≡Si-H) break at Silicon-Oxide interface. The broken Silicon
bonds (≡Si-) remain at the interface (known as interface traps),
and the released H atoms/molecules diffuse towards the poly
gate. The number of interface traps (NIT) generated after
applying a stress of time (t) is given by [5]:

NIT (t) =

(
No.kf
kr

)2/3

.

(
kH
kH2

)1/3

.(6.DH2 .t)
1/6, (1)

where No, kf , kr, kH, and kH2 , represent initial ≡Si-H
density, ≡Si-H breaking rate, ≡Si- recovery rate, H to H2

conversion rate, and H2 to H conversion rate inside the oxide
layer, respectively. While DH2

is the hydrogen diffusion
constant.

Relaxation Phase: In the relaxation phase, there is no ≡Si-
H breaking. However, the H atoms/molecules diffuse back
towards the interface and anneal the ≡Si- bonds. The number
of interface traps that do not anneal by the approaching H
atoms during the relaxation phase is given by [18]:

NIT (to + tr) =
NIT (to)

1 +
√

ξ.tr
to+tr

(2)

where NIT(to) is the number of interface traps at the start of
the relaxation, ξ is a relaxation coefficient with ξ=0.5 [18],
to is the duration of the previous stress phase and tr is the
relaxation duration.

Threshold voltage increment: The NIT oppose the gate
stress resulting in the threshold voltage increment (ΔVth). The
relation between NIT and ΔVth is given by [4]:

ΔVth = (1 +m).q.NIT /Cox.χ.γ, (3)

where m, q, and Cox are the holes/mobility degradation
that contribute to the Vth increment [16], electron charge,
and oxide capacitance, respectively. χ is a BTI coefficient
with a value χ=1 for NBTI and χ=0.5 for PBTI [14].
Additionally, γ represents the stress duration with respect to
the total input period (i.e., activity factor) of the transistor.
The γ dependence of the ΔVth shows that transistors in a
gate/circuit that have different stress and relaxation phases
will suffer from different degradations.

Fig. 3. Metric diagram of (a) Sensing delay and (b) Sensing voltage.

Delay increment: BTI induced ΔVth of each individual
MOS transistor has its contribution to the additional delay.
A generalized formula that relates BTI induced ΔVth in a
transistor to dataline/output signal delay is given by [4], [15]:

ΔD =
n.ΔVth

(Vgs − Vth)
(4)

where n is the velocity saturation index of majority carriers
in MOS channels. Since NBTI causes ΔVth to PMOS tran-
sistor and PBTI causes ΔVth to NMOS transistor, the paper
considers the threshold voltage shifts to both types of MOS
transistors.

III. ANALYSIS FRAMEWORK

In this section describes the simulation setup, the metrics
utilized in the experiments, and the experiments conducted in
the paper.

A. Simulation Setup

A netlist of drain input latch type sense amplifier depicted in
Fig. 2 has been synthesized using different technology nodes
such as 90nm, 65nm, and 45nm PTM transistor models[1] and
simulated using HSPICE. In the BTI analysis, the impact is
added to each transistor with Verilog-A modules. Furthermore,
each module generates voltage shift increment which is a
function of the activity factor of the transistor.

B. Analysis Metrics

In this section, the metrics for analyzing BTI impact on
sense amplifier are described. First, sensing delay, and then
sensing volatge are introduced.

Sensing delay: Sensing delay metric is determined when
the trigger signal (i.e., sense amplifier enable input signal)
reaches 50% of the supply voltage and the target (i.e., either
out or out falling output signal) reaches 50% of the supply
voltage. The difference between the target and the trigger
results in sensing delay as shown in Fig. 3(a). Furthermore,
the relative variation of the sensing delay due to BTI is the
difference between the measured sensing delay when BTI is
added and referenced sensing delay when BTI is not added.
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Sensing voltage: Sensing voltage metric refers to the differ-
ence between the output signals, for instance v(out) minus
v(out) as shown in Fig. 3(b). at a fixed time (i.e., Tsens-
ing). Tsensing is initially determined as the time when the
inverted trigger signal i.e., SAE reaches 50% of the supply
voltage and one of the output signals (i.e., either out or out)
falling output signal reaches 50% of the supply voltage in the
absence of BTI. Furthermore, the relative % sensing voltage
is the difference between the measured sensing voltage and
the referenced sensing voltage divided by referenced sensing
voltage multiplied by 100.

C. Experiments Performed

In this paper, three sets of experiments are performed to
analyze BTI impacts. Initially, it presents temporal degradation
of sense amplifier parameters with time. Then, it analyzes
variation of BTI impact in different technology nodes. Finally,
it demonstrates variations of the impact with supply voltage.
These experiments are described below:
1. BTI Impact experiments: BTI impact on sensing delay and
sensing voltage of the SRAM sense amplifier is investigated.
2. Technology dependent experiments: BTI impact on the
sensing delay and sensing voltage of the SRAM sense am-
plifier synthesized from different technology nodes is investi-
gated.
3. Supply voltage dependent experiments: BTI impact
on sensing delay and sensing voltage of the SRAM sense
amplifier for a particular technology node as the supply voltage
increases in ascending order (i.e., from 90% of V dd to V dd
and 110% of V dd) is investigated as well.

IV. EXPERIMENTAL RESULTS
In this section, we present the analysis results of the

experiments mentioned in the previous section.

A. Temporal BTI Impact

Initially, BTI impact on output sensing delay signals is
presented and thereafter, BTI impact on output sensing voltage
signals is covered.

BTI Impact on sensing delay

BTI in MOS transistors of the above mentioned SRAM
sense amplifier affect activation of the amplified output signals
(i.e., output signal pulled down to zero) with respect to the
differential input. Differential inputs are fixed, choosen in such
a manner to obtain a required output signal amplification that
meets the critical timing. The differential input depends on
the technology node. For example, implementing the above
sense amplifier circuitry in 90nm the differential input signals
is 135mv, the supply voltage is 1v, and the critical timing for
which the input signal fall low is 200ps. Analysis results to
depict BTI impact on sense amplifiers sensing delay is given
in Fig. 4. The Figure shows that sensing delay as a function
of time (i.e., aging lifetime) increases as the sense amplifier
output signals ages. For this case, sensing delay increases from
30.03ps to 36.19ps which is about 20.51% increase due to BTI
impact.
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Fig. 4. BTI impact on Sensing delay for 90nm technology.
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Fig. 5. BTI impact on Sensing voltage for 90nm technology.

BTI Impact on sensing voltage

In this subsection, we explore BTI impact on the sensing
voltage metric considered in this paper. For this metric, the
difference between two output signals (i.e., vout and vout) at a
given time is considered. The difference between the signals at
the time of sensing changes with aging. For a given technology
node (i.e., 90nm), Fig. 5 plots sensing voltage variation as
a function of time (i.e., aging lifetime). This figure depicts
that sensing voltage decreases with respect to increment in
time. For this particular case, sensing voltage decreases from
448.1mv to 274.2mv with respect to the increase in time
from 100 second to 108 seconds, and this is about −38.81%
reduction in sensing voltage due to BTI impact.

B. Technology dependent BTI impact

Technology scaling down leads to oxide field increment,
and this accelerates bond breaking phenomenon of BTI im-
pact. In this section, experiments are performed for SA with
different technology nodes at a nominal voltage (i.e., 0.833X
of the standard supply voltage) to achieve the required impact
[26]. For example, standard supply voltage of 45nm node is
1.0v and when multiplied by this factor it results to 0.833v.
However, experiments are performed on different technology
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Fig. 6. Technology dependent Sensing delay.

nodes as 45nm, 65nm, and 90nm. Experiments are performed
to explore first, BTI induced sensing delay increment in dif-
ferent technologies. Thereafter, the sensing voltage technology
dependence is investigated.

Sensing delay variation

Sensing delay (i.e., interval between SAE activation and
falling output signal as shown in Fig. 3(a)) is strongly de-
pendent on technology nodes. For instance, as shown in
Fig. 6., in degradation free case, 90nm, 65nm, and 45nm
based sense amplifier have the sensing delay of 30.03ps,
26.01ps, and 24.75ps, respectively. The figure also shows
BTI induced degradation in sensing delay of sense amplifier
based on different technology nodes i.e., 31.21ps, 32.46ps,
and 36.19ps in 45nm, 65nm, and 90nm, respectively. There
is significant variation in the increment. For instance, the
variation is 20.51% in 90nm, and approaches 24.80%, and
26.10% in 65nm, and 45nm, respectively. An important point
in the result is that although the impact on 45nm is higher with
a small margin. This shows that the smaller the technology
node, the higher the impact on sensing delay.

Sensing voltage variation

Sensing voltage (i.e., voltage difference between the bit lines
at a particular instant of time as shown in Fig. 3(b)) varies sig-
nificantly with technology scaling. Fig. 7. represent reduction
in the sensing voltage with technology scaling. For instance,
in degradation free case, the sensing voltage is 448.1mv for
90nm and approaches 404.6mv and 353.6mv in 65nm and
45nm technology base sense amplifier, respectively. The figure
also shows BTI induced degradation in sensing voltage of
SA based on different technology i.e., 199.3mv, 239.4mv,
and 274.2mv in 45nm, 65nm, and 90nm, respectively. There
is significant variation in the reduction. For instance, the
variation is −38.81% in 90nm and approaches −40.83% and
−43.67% in 65nm and 45nm, respectively. This also shows
that the lower the technology node, the higher the impact on
sensing voltage.
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C. Supply voltage dependent BTI impact

This section presents result of supply voltage dependence
experiments. First, supply voltage dependence of sensing delay
is investigated. Afterwards, supply voltage dependence of
sensing voltage is explored.

Sensing delay variation

Transistors experience significant supply voltage variation
during operation. The variation affect oxide field and conse-
quently BTI impact. To investigate the variation, the supply
voltage is +/-10 of its nominal V dd. Fig. 8. shows the
investigation results. The figure shows that for the degradation
free case, by lowering the supply voltage, sensing delay
increases significantly. Additionally, impact of BTI is more
significant at lower supply voltage. Fig. 8. represent increment
in sensing delay with supply voltage reduction. For instance,
in degradation free case, the sensing delay is 22.44ps for
0.9163v and approaches 24.75ps and 26.10ps for 0.8330v and
0.7497v supply voltage, respectively. The figure also shows
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BTI induced degradation in sensing delay of sense amplifer
based on different supply voltages, i.e., 25.73ps, 31.21ps, and
38.26ps for 0.9163v, 0.8330v, and 0.7497v respectively. This
shows % increment of 14.66% for 0.9163v and 26.10% and
46.59% for 0.8330v and 0.7497v respectively. This shows that
higher supply voltage reduces the sensing delay with approx.
18% from the nominal voltage.

Sensing voltage variation

In this section, supply voltage dependence of sensing volt-
age is presented. Supply voltage varies significantly with
sensing voltage. To investigate the variation, Fig. 9. shows the
results. The figure shows that for the degradation free case
by increasing the supply voltage, sensing voltage increases
significantly. Besides, impact of BTI is more significant at
higher supply voltage. Fig. 9. represent increment in sensing
voltage with supply voltage increment. For instance, in degra-
dation free case, sensing voltage is 350.2mv for 0.7497v and
approaches 353.6mv and 363.9mv for 0.8330v and 0.9163v
supply voltage, respectively. The figure also shows BTI in-
duced degradation in sensing voltage of sense amplifer based
on different supply voltages, i.e., 141.1mv for 0.7497v and
approaches 199.3mv and 266.2mv for 0.8330v and 0.9163v,
respectively. This shows % reduction of sensing voltage is
−26.85% for 0.9163v and −43.64% and −59.71% for 0.833v
and 0.7497v respectively. This implies that the higher supply
voltage, BTI degradation with 33% for sensing voltage from
the nominal supply voltage.

V. CONCLUSION

This paper investigates the impact of Bias Temperature
Instability (BTI) on drain input latch-type memory sense
amplifier of different technologies. First, BTI impact increases
the sensing delay and reduces the sensing voltage causing the
memory sense amplifier to be less reliable and robust. Second,
increase in supply voltage per technology node compensate the
sensing delay and sensing voltage causing the sense amplifier
to be more robust and reliable. These results are validated with
HSPICE.
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Abstract—With the continuous downscaling of CMOS tech-
nologies, ICs become more vulnerable to transistor aging mainly
due to Bias Temperature Instability (BTI). A lot of work is
published on the impact of BTI in SRAMs; however most of
the work focused mainly on the memory cell array. An SRAM
consists also of peripheral circuitries such as address decoders,
sense amplifiers, etc. This paper characterizes the combined
impact of BTI and voltage temperature fluctuations on the
memory sense amplifier for different technology nodes (45nm
up to 16nm). The evaluation metric, the sensing delay (SD),
is analyzed for various workloads. In contrast to earlier work,
this paper thoroughly quantifies the increased impact of BTI
in such sense amplifiers for all the relevant technology scaling
parameters. The results show that the BTI impact for nominal
voltage and temperature is 6.7% for 45nm and 12.0% for 16nm
when applying the worst case workload, while this is 1.8% for
45nm technology and 3.6% higher for 16nm when applying the
best case workload. In addition, the results show that the increase
in power supply significantly reduces the BTI degradation; e.g.,
the degradation at −10%Vdd is 9.0%, while this does not exceed
5.3% at +10%Vdd at room temperature. Moreover, the results
that the increase in temperature can double the degradation; for
instance, the degradation at room temperature and nominal Vdd

is 6.7% while this goes up to 18.5% at 398K.
Index Terms—BTI, NBTI, PBTI, SRAM sense amplifier

I. INTRODUCTION

In recent decades, CMOS technology has been sustained
with aggressive downscaling that severely impacts the reliabil-
ity of devices [1,2,28]. These trends are due to advancements
in the fabrication technology, introduction of novel materials
and evolution of architecture designs. Bias Temperature In-
stability (BTI) (i.e., Negative BTI in PMOS transistors and
Positive BTI in NMOS transistors) is a reliability failure
mechanism which affects the performance of MOS transistors
by increasing their threshold voltage and reducing their drain
current (Id) over the operational lifetime [5,11]. However,
studies of such individual devices or small composites do
not allow extrapolation of these effects on larger circuits like
SRAMs.

Static Random-Access Memories (SRAM) occupy a large
fraction of semiconductor chip and play a major role in the
silicon area, performance, and critical robustness [12]. An
SRAM system consists of an array of cells, its peripherals
circuits such as row and column address decoders, control
circuits, write drivers, and sense amplifiers. Designing an
optimal reliable memory system requires the consideration of
all its sub-parts, i.e., their degradation rate depends on the
application (e.g. workload, temperature, etc); for instance, the

aging rate of the sense amplifier may differ from that of the
memory array and other peripheral circuits.

Many publications analyzed the BTI impact on SRAM cell
array, while very limited work is published on the SRAM
peripheral circuitry. For instance, Binjie et al. [17] investigated
NBTI impact on Static Noise Margin (SNM) and Write Noise
Margin (WNM) degradation of 6T SRAM cell. Kumar et al.
[18] Analyzed the impact of NBTI on the read stability and
SNM of SRAM cells. Andrew [19] investigated the mechanism
of NBTI degradation on SRAM metrics such as SNM. Bansal
et al [20] presented insights on the stability of an SRAM cell
under the worst-case conditions and analyzed the effect of
NBTI and PBTI, individually and collectively. Rodopoulos et
al. [22] investigated the atomistic pseudo-transient BTI sim-
ulation with built-in workloads. Khan et al [23] investigated
BTI analysis of FinFET based SRAM cell.

On the other hand, few authors have focused on reliability
analysis of the SRAM peripheral circuit. Khan et al. [21]
investigated the impact of partial opens conjuction BTI in
SRAM address decoders. Menchaca et al. [24] analyzed the
BTI impact on different sense amplifier designs implemented
on 32nm technology node by using failure probability (i.e.,
flipping a wrong value) as a reliability metric. Agbo et al.
[25] investigated the BTI impact on SRAM drain-input latch
type sense amplifier design implemented on 90nm, 65nm, and
45nm for different supply voltages by using sensing delay and
sensing voltage as reliability metrics. However, quantitative
analysis of BTI impact of peripheral circuits (including sense
amplifiers) while considering different workloads, tempera-
tures, supply voltages and how they correlate with technology
scaling is still to be explored. It is worth noting that under-
standing and quantifying the aging rate of each memory part
is needed for optimal reliable memory design; this is because
the different parts may degrade with different rates depending
e.g. on the workload (application).

This paper focuses on standard latch-type sense amplifier
design due to its superior performance [30] and analyzes the
BTI impact for different temperatures and supply voltages, and
different workloads. The main contributions of the paper are
as follows:

• Investigation of BTI impact on the sense amplifier’s
sensing delay. In contrast to previous work, we analyze
the BTI stress and relaxation cycles for each transistor
individually to obtain more accurate results. These stress
and relaxation cycles are workload dependent. In this

2.3 BTI IMPACT ON THE MEMORY SENSE AMPLIFIER

2

39



Write Driver
Sense

Amplifier

Chip Select
and

Read/Write

Address Address
Latch

R
o
w

 D
e
co

d
e
r

N

R

Memory Cell Array

CS,
R/W

C Column Decoder

BLs

WLs

Data Out

D D

Data In
Data-out
Register

Data-in
Register

Fig. 1. Functional model of SRAM system

work we define eight realistic workloads.
• Investigation of BTI impact on different workloads for

different technology nodes.
• Thorough quantitative analysis of the BTI impact on the

sense amplifier for deeply nano-scaled technology nodes,
i.e., 45nm, 32nm, 22nm, and 16nm.

• Analysis of BTI impact under different supply voltages
and temperatures on the SRAM sense amplifier sensing
delay using different workloads.

The rest of the paper is organized as follows: Section
II introduces the SRAM model, standard latch-type sense
amplifier, BTI mechanism and its model. Section III provides
our analysis framework, analysis metric, and the performed
experiments. Section IV analyzes the result for different
technology nodes, workloads, varying supply voltages and
temperatures. Finally, Section V concludes the paper.

II. BACKGROUND

This section presents first the functional SRAM model.
Afterwards, it focuses on the behavior of the standard latch-
type sense amplifier. Finally, it explains the BTI mechanisms
and its model analyzed in this paper.

A. Memory model

Figure 1 depicts a functional model of the SRAM system
[28]. A memory system is comprised of a memory cell
array, row and column address decoders, read/write circuitry,
input/output data registers and control logic. The main focus
of the paper is the sense amplifier.

SRAM Sense Amplifier

Several implementations of sense amplifiers have been
proposed. In this paper, the standard latch-type SRAM strobed
sense amplifier will be addressed which is representative for
industrial SA designs [30].

The structure of the Standard latch-type Sense Amplifier is
depicted in Fig. 2. The width length ratio of each transistor is
presented by W/L.

VddSA
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Fig. 2. Standard latch-type Sense Amplifier

The operation of the sense amplifier consists of two phases.
In the first phase, when SAenable is low, the access transistors
Mpass and MpassBar connect to the BL (BLBar) with the
internal nodes S (SBar). In this phase, Mtop and Mbottom tran-
sistors are switched off. In the second phase, when SAenable
is high, the pass transistors disconnect the BL (BLBar) input
from the internal nodes. The cross coupled inverters get their
current from Mtop and Mbottom and subsequently amplify the
difference between S and SBar and produce digital outputs on
Out and Outbar. S (SBar) node is actively pulled down when
SBar (S) exceeds the threshold voltage of Mdown. The positive
feedback loop ensures low amplification time and produces
the read value at its output. Moreover, all current paths are
disabled when S (SBar) is at 0V and SBar (S) is at VddSA or
vice versa. This process is repeated for each read operation.

B. Bias Temperature Instability

BTI mechanism takes place inside the MOS transistors
and causes a threshold voltage shift that impacts the delay
negatively; its mechanism is described below.

BTI Mechanism

BTI increases the absolute Vth value in MOS transistors.
For PMOS, negative BTI (NBTI) reduces the Vth while for
NMOS, positive BTI (PBTI) the Vth increases. Recently,
exhaustive efforts have been put to understand NBTI [5,10,11].
Kaczer et al. in [10] have analyzed NBTI using an atomistic
model. Alam et al. [5] have modeled NBTI and presented
the overall dynamics of NBTI as a reaction diffusion process.
The model is usable at a higher level such as circuit level. In
Kukner et al. in [26], both the atomistic and RD models have
been compared. The authors conclude that for the long-term
simulation time, RD model is lightweight than the atomistic
model. For this reason we select this model [5]. For a MOS
transistor, there are two BTI phases, i.e., the stress phase and
the relaxation phase.
Stress Phase: In the stress phase, the Silicon Hydrogen bonds
(≡Si-H) break at Silicon-Oxide interface. The broken Silicon
bonds (≡Si-) remain at the interface (known as interface traps),
and the released H atoms/molecules diffuse towards the gate
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oxide. The number of interface traps (NIT) generated after
applying a stress of time (t) is given by [5]:

NIT (t) =

(
No · kf
kr

)2/3

·
(
kH
kH2

)1/3

· (6 ·D0 · t)1/6 (1)

where No, kf , kr, kH, and kH2
, represent initial ≡Si-H

density, ≡Si-H breaking rate, ≡Si- recovery rate, H to H2

conversion rate, and H2 to H conversion rate inside the
oxide layer, respectively. D0=DH2 .exp(−EA/kT) [6] is the
diffusion coefficient of the produced H2 species and EA is
the activation energy, k is the boltzman constant, and T is
the temperature in Kelvin.

Relaxation Phase: In the relaxation phase, there is no ≡Si-
H breaking. However, the H atoms/molecules diffuse back
towards the interface and anneal the ≡Si- bonds. The number
of interface traps that do not anneal by the approaching H
atoms during the relaxation phase is given by [18]:

NIT (to + tr) =
NIT (to)

1 +
√

ξ·tr
to+tr

(2)

where NIT(to) is the number of interface traps at the start of
the relaxation, ξ is a relaxation coefficient with ξ=0.5 [18],
to is the duration of the previous stress phase and tr is the
relaxation duration.

Threshold voltage increment: The NIT oppose the gate
voltage which result in a threshold voltage increment (∆Vth).
The relation between NIT and ∆Vth is given by [4]:

∆Vth = (1 +m) · q ·NIT /Cox · χ, (3)

where m, q, and Cox are the holes/mobility degradation that
contribute to the Vth increment [16], electron charge, and
oxide capacitance, respectively. χ is a BTI coefficient with
a value χ=1 for NBTI and χ=0.5 for PBTI [14].

III. ANALYSIS FRAMEWORK

In this section, the analysis framework of the standard latch
type sense amplifier circuit is described. Furthermore, the
workloads used in performing the experiment are explained.
Thereafter, the output performance metric is presented. Finally,
the conducted experiments are presented.
A. Framework Flow

Figure 3 depicts a flexible and generic BTI framework for
the standard latch type sense amplifier circuit. The framework
evaluates the BTI impact for different designs, technologies,
workload under normal conditions and considering VT (i.e.,
voltage, and temperature) variations. The framework consist
of a MATLAB and HSPICE working environment. The MAT-
LAB environment typically is used for pre-processing and
post-processing, it prepares BTI augmented files to run in
HSPICE. The results of HSPICE that simulates the BTI aug-
mented netlist, are subsequently post-processed in MATLAB.
Furthermore, the framework analysis is divided into three
parts (i.e., input, processing, and output blocks) and they are
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HSPICE Environment
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Fig. 3. Analysis framework for the standard latch sense amplifier circuit.

explained next.
Input: The general input blocks of the framework are the SA

design, technology library, workload, and voltage temperature
(VT). They are explained as follows.

• SA design: Generally, all sense amplifier design can be
used. In this paper we focus only on the standard latch
type sense amplifier. The SA design is described by an
HSPICE netlist.

• Technology library: Different technology nodes are con-
sidered in this work, they are 45nm, 32nm, 22nm, and
16nm and are obtained from PTM library cards [31].

• VT: This block specifies the temperatures and voltages.
In this paper, we restrict ourselves to temperatures T1 =
298K, T2 = 348K, and T3 = 398K and supply voltages
V1 = -10%Vdd, V2 = Vdd, and V3 = +10%Vdd. Note that
each technology has its own nominal voltage.

• Workload: The shift in threshold voltage is a function
of stress and relaxation durations of the transistors. This
implies that BTI degradation depends on the amount of
ON and OFF (idle) states of the input patterns which
translates to workload. To perform this analysis, we
assume that today’s application consists of 10% - 90%
memory instructions and the percentage of read instruc-
tions is typically 50% - 90%. Furthermore, we derive
from this the following cases: best case with stress period
of 0.1 * 0.1 = 0.01, worst case with 0.9 * 0.9 = 0.81, and
mid case: 0.5 * 0.5 = 0.25. They lead to the following
workload sequences: S1: R0I99, S2: R0R1I198, S3:
R04I1, S4: (R0R1)4I2, S5: (R0)I24, S6: (R0R1)I24,
S7: (R0)I50, and S8: (R0R1)I50. In these sequences,
R0 stands for read 0, R1 stands for read 1, I for idle
operation (which includes memory write operations). For
example, S1: R0I99 is workload where read 0 is followed
by 99 idle operations. The best and worst case will be
analyzed in most detail.

The workload inputs are typically characterized by their duty
factor, frequency, and aging (or stress time). The BTI impact
sensitivity is highly dependent on the input stimulus clock
cycle (i.e., frequency), its aging and duty factor (DC stress or
AC stress) w.r.t., the affected device or circuitry.

i Frequency The BTI induced degradation depends on the
signal frequency to the sense amplifier design. In this
experiment, the frequencies considered for the SA design
are 1.32GHz, 1.89GHz, 2.70GHz, and 3.86GHz for 45nm,
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32nm, 22nm, and 16nm technology nodes, respectively.
ii Aging The BTI induced degradation depends strongly on

the stress time. The stress time defines how long the
workload sequence is being applied. A workload sequence
is assumed to be repeated until the age time is reached.

iii Duty Factor The input signal is a function of the duty
factor that affects the BTI induced degradation of the sense
amplifier design. The duty factor of the input SA enable
signal (see Figure 4.) is approximately 0.48. This applies
only to read operations. During write or idle operations,
SAenable signal is disabled. From the waveform analysis,
we extract for all transistors individually their stress and
relaxation cycles; thereby is able to obtain accurate duty
cycles for each transistor. This enhances the accuracy of
our simulation results. Based on the duty factor and age
time, interface traps (Eqns. 1 and 2) or threshold voltage
increments (Eqn. 3) can be attributed to all transistors in
an accurate manner.

Processing: There are two processing blocks, the BTI pre-
dictor and the HSPICE simulation unit. The long term BTI
predictor uses the duty factor, frequency, and aging to pre-
dict the interface traps/ threshold voltage increment of each
device in the sense amplifier. In addition to workload inputs,
inputs are required from the reaction-diffusion model (such
as Kf , Kr, DH , etc.), technology parameters, and voltage
temperature (VT). Once the BTI induced VTH increments are
calculated per transistor, the original BTI free netlist will be
updated. This new netlist is simulated in HSPICE/Verilog-A.
Output: Finally, post-analysis of the results are performed for
varying voltages and temperatures in MATLAB environment.

B. Output Analysis Metrics
In this section, the sensing delay metric used for analyzing

BTI impact on sense amplifier is described.
Sensing delay: The sensing delay metric is determined when

the trigger signal (i.e., sense amplifier enable input signal)
reaches 50% of the supply voltage and the target (i.e., either
out or outbar falling output signal) reaches 50% of the supply
voltage. The difference between the target and the trigger

Fig. 5. BTI impact on Sensing delay.

results in sensing delay as shown in Fig. 4. Furthermore,
the relative variation of the sensing delay due to BTI is the
difference between the measured sensing delay when BTI is
added and referenced sensing delay when BTI is not added.
C. Experiments Performed

In this paper, four sets of experiments are performed to
analyze BTI impacts. These experiments are described below:

1 BTI Impact Experiments: BTI impact on sensing delay of
the SRAM sense amplifier is investigated.

2 Workload Dependent Experiments: BTI impact on the
sensing delay of the SRAM sense amplifier for different
workloads on different technology nodes is investigated.

3 Technology Dependent Experiments: BTI impact on sens-
ing delay using different technology nodes is investigated.

4 Supply Voltage and Temperature Dependent Experi-
ments: BTI impact on sensing delay of the SRAM sense
amplifier for varying supply voltages (i.e., −10%Vdd, Vdd
and +10% Vdd) and temperatures (i.e., 298K, 348K and
398K) for different technology nodes are explored.

IV. EXPERIMENTAL RESULTS
In this section, we present the analysis results of the

experiments mentioned in the previous section.

A. Temporal BTI Impact
The BTI in MOS transistors affect the sensing delay of the

sense amplifier, i.e., the time required to amplify the input
from BL and BLBar to outputs Out and Outbar (see Figure
2). In order to quantify this delay, we simulate the initial
BTI-free SA design, for each technology node and take their
sensing delays as references. To obtain proper sensing delays,
appropriate values of BL and BLBar should be selected. For
45nm, we assume the differential input to be 100mV (Vdd)
[30]. Subsequently, we modify this differential voltage in
such a way to meet up with the frequencies of the lower
technology nodes. Note that the transistors are scaled with
each technology.
Figure 5 shows the relative increment of the sensing delay
w.r.t., the stress time (aging) for workload S3 using 45nm
technology. The figure shows a quadratic delay increment with
respect to the stress time. For example, after 108sec the delay
increments equals 6.69% due to BTI.
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Fig. 6. Workload dependent Sensing delay.

B. Workload Dependency

The BTI induced degradation is sensitive to the workload.
Hence, this workload-dependent behaviour is one of the main
contributions of this study. A better understanding of this
behaviour will strongly help to select the proper mitigation
schemes and to reduce the cost for highly dynamic cost-
sensitive embedded systems. The workload defines when and
how long each transistor is stressed. Figure 6 shows the
relative BTI induced sensing delay for sequences S1, S2, S3,
S4, S5, S6, S7, and S8 respectively. There is a significant
variation in the relative sensing delay increment. For instance,
workload sequence, S2 (R0R1I198) has a lower impact as it
is activated (stressed) only 1% of the signal duration than the
other workloads, whereas workload sequence, S3 (R04I1) has
the highest impact as it is activated (stressed) 80% of the signal
duration. The remaining workloads result in a delay increment
between the extreme cases S2 and S3. The same trends are
observed for the other technology nodes.

C. Technology Dependency

CMOS technology scaling results in an apparent oxide field
increment which speeds up the BTI covalent bond breaking
phenomenon and thus the BTI induces threshold voltage.
Therefore, it is essential to evaluate the reliability of different
technology nodes. Experiments are performed at nominal
supply voltage and temperature (T1 = 298K) for different
technology nodes with their corresponding supply voltages
1.0V, 0.9V, 0.8V, and 0.7V for 45nm, 32nm, 22nm, and
16nm, respectively. Here, we focus only on the best and
worst case workloads S2 and S3 respectively. Experiments are
performed to investigate the impact of BTI on sensing delay
for different technologies for worst and best case workloads,
i.e., workloads S3 and S2, respectively. Figure 6 depicts the
sensing delay of these experiments for a stress time of 108s.
The figure shows for both the worst case and best case
workloads that the relative delay increment increases with
advanced technology nodes. However, this increment is larger
for the worst case workload. For instance, the variation for the
worst case workload increases from 6.7% for 45nm to 12.0%
for 16nm, while for the best case the increment is 1.8% for
45nm and 3.6% for 16nm only.
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Fig. 7. BTI impact on Sensing delay for all technology nodes.
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Fig. 8. Worst case sensing delay for supply voltage and temperature variations.

Low Vdd(0.9V) Nom. Vdd(1.0V) High Vdd(1.1V)
0

1

2

3

4

5

6
45nm

S
en
si
ng
 d
el
ay
 r
el
. %
 d
eg
ra
da
ti
on

T
1
: 298K

T
2
: 348K

T
3
: 398K

Fig. 9. Best case sensing delay for supply voltage and temperature variations.

D. Supply Voltage and Temperature Dependency

Conventionally, supply voltage and temperature fluctuations
impact the operating condition of MOS transistors. Supply
voltage variations in a transistor can impact the sensing
delay significantly as it impacts the operational speed. In
addition, variation in supply voltage also affects the oxide field
(capacitance) and subsequently the BTI impact (Cox in Eqn.
3). The analysis of the supply voltage variation is performed
on two workloads, (i.e., worst-case (S3) and best-case (S2))
for 45nm technology. The supply voltage is varied between
-10% and +10% of nominal Vdd, i.e., between 0.9V and 1.1V.
Figures 8 and 9 depict the BTI induced sensing delay for
various supply voltages and temperatures for the worst-case
and best-case workloads, respectively. The figures show for
different voltages, i.e., low Vdd (Low Vdd = 0.9V), nominal
Vdd (Nom. Vdd = 1.0V), and high Vdd (High Vdd = 0.9V) and

2.3 BTI IMPACT ON THE MEMORY SENSE AMPLIFIER

2

43



temperatures (i.e., T1 = 298K, T2 = 348K, and T3 = 398K) the
impact on the sensing delay (vertical axis). From the figures
we conclude the following:

• Increasing the temperature leads to a higher BTI induced
degradation. For example, in Figure 8, for a fixed supply
voltage, e.g., Vdd = 1.1V, the BTI induce degradation
is 5.3% for T1, and while 8.9% and 13.9% for T2 and
T3, respectively. In addition to that, the same trend is
observed at Vdd = 1.0V and Vdd = 0.9V. In Figure 9, for
considering Vdd = 1.1V as a fixed reference, the relative
sensing delay degradation becomes 1.5% for T1 while
2.5% and 3.6% for T2 and T3, respectively.

• Increasing the supply voltage reduces the sensing delay
degradation. For instance, in Figure 8, for a fixed tem-
perature, e.g., T1, the BTI induced degradation on the
sensing delay at 108s is 9.0% for low Vdd, while 6.7%,
and 5.3% for nominal Vdd and high Vdd, respectively.
Moreover, the same trend is observed at T2 and T3.
In Figure 9, for fixed T1, the relative sensing delay
degradation is 2.3% for Vdd = 0.9V, while 1.8% and 1.5%
for Vdd = 1.0V and Vdd = 1.1V, respectively.

• The performance degradation is much higher for the
worst-case workload (S3) as compared to the best-case
workload (S2). For instance, in Figure 8, at low Vdd and
T3 = 398K, the sensing degradation is 31.3% while in
Figure 9, for the same voltage and temperature, the BTI
induced degradation is only 4.7%.

In conclusion, based on the experiments, it is extremely impor-
tant for designers to include proper design margins to guaran-
tee the life-time operation of the considered SA circuitry under
given operating conditions (such as voltage and temperature).
In order to design a reliable memory system, designers need to
understand the degradation of each sub-component. Based on
such information, monitoring and mitigation schemes might be
considered for SAs. For example, a sensing delay monitoring
circuit could be used as sensor to adaptively control the supply
voltage. Another approach could focus on redesigning more
robust SA, by increasing the drive strength (or device width)
of critical transistors [29].

V. CONCLUSION

This paper investigated the combined impact of Bias Tem-
perature Instability (BTI), voltage and temperature variation
and different workloads on the standard latch type memory
sense amplifier for different technologies. The results show
that the sensing delay degradation is strongly workload depen-
dent and reaches up to 12.8%. Both the scaling and increase
in temperature severely impact the BTI degradation. Increas-
ing the supply voltage reduces the BTI induced degradation
leading to more reliable and robust sense amplifiers, but at
the cost of a higher power consumption. Optimizing a reliable
memory system requires the consideration of all its sub-parts,
i.e., their degradation rate depends on the application (e.g.
workload, temperature, etc); for instance, the aging rate of the
sense amplifier may differ from that of the memory array and
other peripheral circuits.
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Abstract— The CMOS technology scaling faced over the past
recent decades severe variability and reliability challenges. One
of the major reliability challenges is bias temperature instabil-
ity (BTI). This paper analyzes the impact of BTI on the sensing
delay of standard latch-type sense amplifier (SA), which is one
of the critical components of high performance memories; the
analysis is done by incorporating the impact of process, voltage,
and temperature variations (in order to investigate the severity
of the integral impact) and by considering different workloads
and four technology nodes (i.e., 45, 32, 22, and 16 nm). The
results show the importance of taking the SA degradation into
consideration for robust memory design; the SA degradation
depends on the application and technology node, and the sensing
delay can increase with 184.58% for the worst case conditions
at 16 nm. The results also show that the BTI impact for nominal
conditions at 16 nm reaches a 12.10% delay increment. On top
of that, when extrinsic conditions are considered, the degradation
can reach up to 168.45% at 398 K for 16 nm.

Index Terms— Bias temperature instability (BTI), negative
BTI (NBTI), positive BTI (PBTI), process variations, static
RAM (SRAM) sense amplifier (SA).

I. INTRODUCTION

TECHNOLOGY scaling poses major reliability challenges
due to both intrinsic and extrinsic variations.

The variability of intrinsic device parameters are worsening
in each CMOS technology generation; this is the result of
unavoidable imperfections during fabrication and the introduc-
tion of new materials [1]. In addition, extrinsic variations in
Vdd and temperature are consequences of changing operational
and environmental conditions and also impact the transistors.
On top of them, the intrinsic degradation of the devices causes
major reliability challenges [2]–[4]. Bias temperature instabil-
ity (BTI) [i.e., negative BTI (NBTI) in pMOS transistors and
positive BTI (PBTI) in nMOS transistors] is a major reliabil-
ity failure mechanism that affects the performance of MOS
transistors by increasing their threshold voltage and reducing
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their drain current (Id ) over the operational lifetime [5], [9].
Hence, it impacts the robustness of both logic (such as CPUs)
and memory [such as static RAM (SRAM)] circuits. Hence,
analyzing the integral impact of all of these variables is needed
in order to quantify the impact and degradation appropriate for
the design for reliability solutions.

SRAM occupies a large fraction of semiconductor chip
and plays a major role in the silicon area, performance, and
critical robustness [10]. An SRAM system consists of an
array of cells, its peripheral circuits such as row and column
address decoders, control circuits, write drivers, and sense
amplifiers (SAs).

Designing an optimal reliable memory system requires a
deep understanding of the way it degrades in order to provide
appropriate design-for-reliability schemes.

Many publications analyzed the BTI impact on SRAM cell
array, while very limited work is published on the SRAM
peripheral circuitry. Cheng and Brown [11] investigated the
NBTI impact on static noise margin (SNM) and write noise
margin degradation of the 6T SRAM cell. Kumar et al. [12]
analyzed the impact of NBTI on the read stability and
SNM of SRAM cells. Carlson [13] investigated the mecha-
nism of NBTI degradation on SRAM metrics such as SNM.
Kang et al. [14] studied the estimation of statistical variation in
temporal NBTI degradation and its impact on lifetime circuit
performance. Weckx et al. [15] analyzed the implications of
BTI-induced time-dependent statistics on yield estimation of
digital circuits. Bansal et al. [16] presented insights into the
stability of an SRAM cell under the worst case conditions
and analyzed the effect of NBTI and PBTI, individually and
collectively. Rodopoulos et al. [17] investigated the atom-
istic pseudotransient BTI simulation with built-in workloads.
Wang et al. [18] investigated the statistical reliability analysis
of NBTI impact on FinFET SRAMs and mitigation technique
using independent gate devices. Khan et al. [19] investigated
the BTI analysis of FinFET-based SRAM cell.

On the other hand, few authors have focused on reliability
analysis of the SRAM peripheral circuit. Khan et al. [20]
investigated the impact of partial opens and BTI on an SRAM
address decoder.

In addition to that, Menchaca and Mahmoodi [21] analyzed
the BTI impact on different SA designs implemented on a
32-nm technology node using failure probability (i.e., flipping
a wrong value) as a reliability metric. Agbo et al. [22]–[25]
investigated the BTI impact on the SRAM drain-input latch-
type SA design implemented on 90, 65, and 45 nm for different

1063-8210 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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supply voltages using sensing delay and sensing voltage as
reliability metrics. Agbo et al. [26] investigated a comparative
BTI impact for SRAM cell and SA designs, while considering
different applications and using swing delay and sensing delay
as evaluation metrics.

The above statement clearly shows that most of the works
focused on the SRAM cell. In addition, incorporating both
variability and reliability are not explored very well. It is worth
noting that understanding and quantifying the aging rate of
each memory part/component is needed for an optimal reliable
memory design; this is because the different parts may degrade
with different rates depending on the workload (application).

This paper analyzes the degradation of the SA, a critical
component of a memory especially for high-performance
applications. This paper focuses on the standard latch-type
SA design due to its superior performance [27] and analyzes
process, voltage, and temperature (PVT) variations in combi-
nation with BTI for different workloads and technology nodes.
The main contributions of this paper are as follows:

1) investigation of the BTI impact on the SA’s sensing
delay using eight realistic workloads;

2) thorough quantitative analysis of the BTI impact on the
SA for four technology nodes, i.e., 45, 32, 22, and
16 nm;

3) investigation of the BTI impact on different workloads
for different technology nodes;

4) different supply voltage impact analyses on SRAM SA
sensing delay for different workloads;

5) investigation of different temperature impacts on SA for
various technology nodes;

6) analysis of the integral impact of BTI and process
variation on SA’s sensing delay.

The rest of this paper is organized as follows. Section II
introduces the functional model of SRAM system, the standard
latch-type SA, the BTI mechanism and its model, and the
variations targeted in this paper. Section III provides our
analysis framework and analysis metric, and it also presents
the performed experiments. Section IV reports, analyzes, and
discusses the results. Finally, Section V concludes this paper.

II. BACKGROUND

This section presents the electrical model of the SA
considered in this paper.

Subsequently, it presents the BTI mechanism and its model.
Finally, it models the process and environmental variations
considered in this paper.

A. SRAM Sense Amplifier

Several implementations of SAs have been proposed.
In this paper, the standard latch-type SRAM strobed SA
will be addressed, which is representative of industrial SA
designs [27].

The structure of such an SA is depicted in Fig. 1. The
width/length ratio of each transistor is presented by W/L.
The operation of the SA consists of two phases. In the first
phase, when SAenable is low, the access transistors Mpass
and MpassBar connect to the BL(BLBar) with the internal

Fig. 1. Standard latch-type SA.

nodes S(SBar). In this phase, Mtop and Mbottom transistors are
switched OFF. In the second phase, when SAenable is high, the
pass transistors (i.e., Mpass and MpassBar) disconnect the BL
and BLBar inputs from the internal nodes. The cross-coupled
inverters get their current from Mtop and Mbottom and
subsequently amplify the difference between S and SBar and
produce digital outputs on out and outbar. The S(SBar) node
is actively pulled down when SBar(S) exceeds the threshold
voltage of Mdown. The positive feedback loop ensures low
amplification time and produces the read value at its output.
Moreover, all current paths are disabled when S(SBar) is at 0 V
and SBar(S) is at Vdd or vice versa. This process is repeated
for each read operation.

B. Bias Temperature Instability

The BTI mechanism takes place inside MOS transistors and
causes a threshold voltage shift that negatively impacts the
delay; its mechanism is described in the following section.

1) BTI Mechanism: BTI increases the absolute Vth value in
MOS transistors. For pMOS, NBTI reduces the Vth, while for
nMOS, PBTI increases the Vth.

Recently, exhaustive efforts have been put to understand
NBTI [5], [9], [29]. Alam and Mahapatra [5] have modeled
NBTI and presented the overall dynamics of NBTI as a reac-
tion diffusion (RD) process. Nevertheless, this model seems to
fail to explain the BTI degradation in the recovery phase [28].
Kaczer et al. [29] have analyzed NBTI using an atomistic
model. The difference between the RD model and atomistic
model is that the latter is based on the calibrations and its
stochastic nature, while RD is based on deterministic nature.
In [30], both the atomistic and RD models have been studied
and compared. The results revealed that RD and atomistic
models show similar trends. When only long-term reliability
effects (across years) need to be studied, then the RD model
is more suitable than the atomistic model because of its
lightweight nature. In the context of this paper, this is our
focus, so we opted for the RD model published in [5]. The
model has two BTI phases, i.e., the stress phase and the
relaxation phase.

Stress phase: In the stress phase, the silicon hydrogen
bonds (≡Si–H) break at the silicon–oxide interface. The
broken silicon bonds (≡Si−) remain at the interface (known as
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interface traps) and the released H atoms/molecules diffuse
toward the gate oxide. The number of interface traps (NIT)
generated after applying a stress of time (t) is given by [5]

NI T (t) =
(

No ·k f ·Eox
kr

)2/3 ·
(

kH
kH2

)1/3 · (6 · D0 · t)1/6 (1)

where No, kf , kr, kH, and kH2 represent the initial ≡Si–H
density, ≡Si–H breaking rate, ≡Si− recovery rate,
H to H2 conversion rate, and H2 to H conversion rate inside
the oxide layer, respectively, while Eox = (Vgs − Vth)/Tox
is the electric field across the gate oxide, which causes the
breaking of silicon hydrogen bond at the interface, which is
associated with kf [6]–[8]. D0=DH2 · exp(−EA/kT) [31] is
the diffusion coefficient of the produced H2 species and EA
is the activation energy, k is the Boltzmann constant, and T
is the temperature in Kelvin.

Relaxation phase: In the relaxation phase, there is
no ≡Si–H breaking. However, the H atoms/molecules diffuse
back toward the interface and anneal the ≡Si− bonds. The
number of interface traps that do not anneal by the approach-
ing H atoms during the relaxation phase is given by [12]

NI T (to + tr ) = NI T (to)

1 +
√

ξ ·tr
to+tr

(2)

where NIT(to) is the number of interface traps at the start of
the relaxation, ξ is a relaxation coefficient with ξ = 0.5 [32],
to is the duration of the previous stress phase, and tr is the
relaxation duration.

Threshold voltage increment: NIT opposes the gate voltage,
which results in a threshold voltage increment (�Vth). The
relation between NIT and �Vth is given by [33]

�Vth = (1 + m) · q · NI T /Cox · χ (3)

where m, q , and Cox are the holes/mobility degradation that
contributes to the Vth increment [34], electron charge, and
oxide capacitance, respectively. χ is a BTI coefficient with
a value χ = 1 for NBTI and χ = 0.5 for PBTI [32]. CMOS
technology scaling results in an apparent oxide field increment
and this speeds up the covalent bond breaking phenomenon of
BTI impact. Therefore, it is essential to evaluate the reliability
of these technologies.

Delay increment: BTI-induced �Vth of each individual
MOS transistor has its contribution to the additional delay.
A generalized first-order equation that relates BTI-induced
�Vth in a transistor to dataline/output signal delay is given
by [33], [35]

�D = n · �Vth

(Vgs − Vth)
(4)

where n is the velocity saturation index of majority carriers
in MOS channels. Since NBTI causes �Vth to the pMOS
transistor and PBTI causes �Vth to the nMOS transistor, this
paper considers the threshold voltage shifts for both types of
MOS transistors.

C. Variations

Variability has caused significant drifts from the predicted
specification for a chip. These can be classified into intrinsic

process, extrinsic environmental, and aging variations. Each is
described next.

D. Process Variations

Process variation is an important concern for the
SRAM SA’s sensing delay [36] and caused by the imperfect
circuit manufacturing process. They affect several transis-
tor parameters including the effective channel length (Leff ),
oxide thickness (tox), dopant concentration (Na), and transistor
width (w). There are two sources of variation: systematic
variation and random variation. In this paper, only
random variations are considered. The random variation can be
described by a probability distribution. Here, we focus only on
the Vth variation at time zero, which is the most important [36].
The standard deviation (SD) of the Vth shift is given by

σVth0 = A�VTH√
2W L

(5)

where A�VTH is Pelgrom’s constant [37], and W and L are
the transistor width and length, respectively. The integration
of two independent random Vth values result in factor 2 at the
denominator.

E. Environmental Variations

Variations also occur due to environmental sources.
We focus on the impact of temperature and supply voltage
in this paper.

1) Temperature Variation: The temperature parameter fluc-
tuations impact the operating condition of MOS transistors;
the dependence of threshold voltage and temperature (VT) is
given by [38]

Vth = Cv t − Qss

Co
+ �ms (6)

where Cvt is a constant that represents Fermi potential, the
surface charge is Qss at the Si–SiO2 interface, the gate oxide
capacitance is Co, and work function difference �ms is a
function of the temperature [38]

�ms = −0.61 − �F (T ). (7)

Here, �F (T) is Fermi potential. Expression (8) shows that the
work function difference reduces with respect to an increase
in temperature and therefore leads to a threshold voltage
decrement.

2) Supply Voltage Variation: The supply voltage fluctu-
ations affect the operating speed of MOS transistors [36].
For example, variations in switching activity lead to uneven
power/current demand across the die/circuitry and may cause
logic failures [36]. In addition, transistor subthreshold leak-
age variations create an uneven load on the supply voltage
network. A reduction in the supply voltage degrades the
performance of the circuit/transistors and an increment in
supply voltage enhances the performance.

F. Aging Variations

As already mentioned, BTI is one of the major mechanisms
causing the aging of chips and induces Vth shifts. However,
the BTI-induced Vth is a stochastic process for time t > 0.
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Fig. 2. Analysis framework for the standard latch SA circuit.

Si–H covalent bonds at the interface undergo stochastic fluc-
tuations effected by random dopant fluctuations for time t > 0
(see equation 1).

The SD of the Vth variation caused by the interface traps is
given by [14]

σ�Vth(t) =
√

qtoxμ(�Vth)

(1 + m)εox AG
(8)

where q is the charge, tox is the oxide thickness, μ is the
mean of the BTI-induced threshold voltage shift, m is the
mobility, εox is the oxide electric field, and AG is the effective
area (W ∗ L).

Finally, the process and BTI-induced variation can be
modeled together [18] using (5) and (8); the result is

σVth(t) =
√

σ 2
V th0 + σ 2

�Vth(t)
. (9)

III. ANALYSIS FRAMEWORK

In this section, the analysis framework of the standard latch
SA circuit is described. Thereafter, the output performance
metric is presented. Finally, the conducted experiments are
presented.

A. Framework Flow

Fig. 2 depicts a flexible and generic BTI framework
for the standard latch-type SA circuit. The framework
evaluates the BTI impact for different designs, technologies,
and workloads under normal conditions and considering VT
variations. The framework consists of MATLAB and HSPICE
working environments. The MATLAB environment typically
is used for preprocessing and postprocessing; it prepares
BTI-augmented files to run in HSPICE. The results of
HSPICE, which simulates the BTI-augmented netlist, are sub-
sequently postprocessed in MATLAB. The analysis framework
is divided into three blocks (i.e., input, processing, and output
blocks) and they are explained next.

1) Input: The input blocks of the framework are the SA
design, technology library, workload, and VT specification.
They are explained as follows.

1) SA Design: In general, all SA designs can be
used. In this paper, we focus only on the standard
latch-type SA. The SA design is described by an
HSPICE netlist. The differential input depends on the

technology node. For example, implementing the above
SA circuitry in 45 nm requires a differential input signal
of 100 mV.

2) Technology Library: Different technology nodes are
considered in this paper; they are 45, 32, 22, and 16 nm
and are obtained from PTM library cards [39].

3) PVT: This block defines the process, temperature, and
voltage variations. In this paper, we restrict ourselves to
the random or local variations of the threshold voltage
and use 1000 Monte Carlo runs for each experiment.
We consider temperatures T1 = 298 K, T2 = 348 K,
and T3 = 398 K and supply voltages V1 = −10%Vdd,
V2 = Vdd, and V3 = +10%Vdd. Note that each
technology has its own nominal voltage.

4) Workload: The shift in threshold voltage is a function
of stress and relaxation durations of the transistors. This
implies that BTI degradation depends on the number
of ON and OFF (idle) states of the input patterns,
which translates into workload. To perform realistic
workload analysis, we assume that today’s application
consists of 10%–90% memory instructions and the
percentage of read instructions is typically 50%–90%.
We derive from this the following workload sequences:
S1: R0I 99, S2: R0R1I 198, S3: R04 I 1, S4: (R0R1)4 I 2,
S5: (R0)I 24, S6: (R0R1)I 24, S7: (R0)I 50, and
S8: (R0R1)I 50. In these sequences, R0 stands for
read 0, R1 stands for read 1, and I for idle operation
(which includes memory write operations). For example,
S1: R0I 99 is the workload where read 0 is followed by
99 idle operations. The best and worst case sequences
(i.e., S2 and S3, respectively) will be analyzed in most
detail.

The workload inputs are typically characterized by their duty
factor, frequency, and aging (or stress time). The BTI impact
sensitivity is highly dependent on the input stimulus clock
cycle (i.e., frequency), its aging, and duty factor (dc stress or
ac stress) with respect to the affected device or circuitry.

1) Frequency: The BTI-induced degradation depends on the
signal frequency to the SA design. In this experiment,
the frequencies considered for the SA design are 1.32,
1.89, 2.70, and 3.86 GHz for the 45-, 32-, 22-, and
16-nm technology nodes, respectively. A design version
is generated for each targeted frequency by scaling the
device technology with a scale factor >= 0.7 and by
selecting appropriate device dimensions [40].

2) Aging: The BTI-induced degradation strongly depends
on the stress time. The stress time defines how long
the workload sequence is being applied. A workload
sequence is assumed to be repeated until the age time
is reached.

3) Duty Factor: The input signal is a function of the duty
factor that affects the BTI-induced degradation of the
SA design. The duty factor of the input SAenable signal
(see Fig. 2.) is approximately 0.48. This applies only
to read operations. During write or idle operations, the
SAenable signal is disabled. From the waveform analy-
sis, we extract for all transistors individually their stress
and relaxation cycles, thereby obtaining accurate duty
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Fig. 3. Metric diagram of sensing delay.

cycles for each transistor. This enhances the accuracy
of our simulation results. Based on the duty factor and
age time, interface traps ((3), (2)) or threshold voltage
increments (3) can be attributed to all transistors in an
accurate manner.

2) Processing: There are two processing blocks, the BTI
predictor and the HSPICE simulation unit. The long-term
BTI predictor uses the duty factor, frequency, and aging to
predict the interface traps/threshold voltage increment of each
device in the SA. In addition to workload inputs, inputs are
required from the RD model (such as K f , Kr , and DH ),
technology parameters, and the VT. Once the BTI-induced
VTH increments are calculated per transistor, the original
BTI-free netlist will be updated. This new netlist is simulated
in HSPICE/Verilog-A.

3) Output: Finally, postanalysis of the results is performed
for varying voltages and temperatures using the MATLAB
environment.

B. Output Analysis Metrics

In this section, the sensing delay metric used for analyzing
the BTI impact on SA is described.

1) Sensing Delay: The sensing delay metric is determined
when the trigger signal (i.e., SAenable input signal) reaches
50% of the supply voltage and the target (i.e., either out
or outbar falling output signal) reaches 50% of the supply
voltage. The difference between the target and the trigger
results in sensing delay as shown in Fig. 3. Furthermore,
the relative variation of the sensing delay due to BTI is
the difference between the measured sensing delay when
BTI is added and referenced sensing delay when BTI is not
added.

C. Simulation-Based Experiments Performed

In this paper, six sets of experiments are performed
to analyze BTI impacts. These experiments are described
as follows.

Fig. 4. BTI impact on Sensing delay for the 45-nm technology.

1) Temporal BTI Impact Experiments: The BTI impact on
sensing delay of the SRAM SA is investigated.

2) Workload-Dependent BTI Impact Experiments: The BTI
impact on the sensing delay of the SRAM SA for
different workloads on different technology nodes is
investigated.

3) Technology-Dependent BTI Impact Experiments: The
BTI impact on sensing delay of the SRAM SA synthe-
sized from different technology nodes is investigated.

4) Supply-Voltage-Dependent Experiment: The BTI impact
on sensing delay of the SRAM SA for three supply
voltages (i.e., from −10% of Vdd to Vdd and +10% of
Vdd) for different technology nodes is presented.

5) Temperature-Dependent Experiments: The BTI impact
on sensing delay of the SRAM SA for three temperatures
(i.e., 298 K, 348 K, and 398 K) for different technology
nodes is explored.

6) Combined Impact of BTI- and PVT-Dependent Experi-
ments: The combined BTI and PVT impact on the SA
sensing delay for the best and worst case workloads
for different technology nodes, supply voltages, and
temperatures is analyzed.

IV. SIMULATION RESULTS

In this section, we present the analysis results of the
experiments mentioned in the previous section.

A. Temporal BTI Impact

Fig. 4 shows the BTI impact of workload S3 on the sensing
delay for different aging times for nominal supply VT. Fig. 4
shows that the sensing delay increases as the SA ages. For this
workload, the sensing delay increases from 14.10 to 15.11 ps
(7.16% increase) caused by the BTI only.

B. Workload-Dependent BTI Impact

The BTI-induced degradation is sensitive to the applied
workloads.
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Fig. 5. Workload-dependent sensing delay.

Fig. 6. BTI impact on sensing delay for all technology nodes.

Fig. 5 shows the BTI-induced degradation of the SA for the
eight workloads defined in Section III at nominal supply VT
for 3 operational years.

Fig. 5 shows a large variation in the relative sensing
delay increment. For instance, workload S2 is impacted the
lowest by BTI (1.90% degradation), whereas S3 the most
(7.16% degradation). This can be explained by the severity
of the workload. We define S2 and S3 as the best and worst
case workloads, respectively.

C. Technology-Dependent BTI Impact

Fig. 6 depicts the relative BTI impact on the sensing delay
for different technology nodes for the best case and worst case
workloads at nominal supply VT. Note that the nominal supply
voltage equals Vdd = 1.0 V for 45 nm, Vdd = 0.9 V for 32 nm,
Vdd = 0.8 V for 22 nm, and Vdd = 0.7 V for 16 nm.

Fig. 6 shows that the sensing delay degradation is obviously
dependent on the applied workload. For example, for the
22-nm technology node, the BTI-induced degradation is 9.50%
for the worst case workload and only 2.72% for the best case
workload, respectively.

Fig. 7. Worst case sensing delay for supply VT variations for the 45-nm
technology.

Fig. 6 also shows that the sensing delay degradation
increases for smaller feature sizes irrespective of the two
workloads. For instance, for the worst case workload, the
degradation is 7.16% for the 45-nm technology node, 8.08%
for the 32-nm technology node, 9.50% for the 22-nm tech-
nology node, and 12.34% for the 16-nm technology node.
Especially at the lower nodes, the BTI may significantly
impact the device reliability.

D. Supply-Voltage-Dependent BTI Impact

Figs. 7 and 8 depict the BTI-induced sensing delay for
the 45-nm technology node, for the worst case and best case
workloads at various supply voltages and temperatures. Figs. 7
and 8 show for each VT experiment the impact on the sensing
delay (on the horizontal axis). Note that only 1000 Monte
Carlo simulations have been performed for each experiment
due to computational constraints. The 1000 simulations are
grouped in 50 bins (see the blue curves in Figs. 7 and 8)
with their frequency being plotted on the vertical axis. On top
of these bins, a normal distribution is fit (see the red curves
in Figs. 7 and 8), which reflects and follows the �Vth
distribution due to BTI degradation. The vertical green lines in
Figs. 7 and 8 present the mean degradation of the sensing delay
(in percentage for each experiment). For example, for the worst
case workload with Vdd = 0.9V and temperature T1 = 298 K,
the mean sensing delay μ = 9.63% and the SD σ = 0.27%.
In this section, we discuss only the results of the voltage
experiments for nominal temperature T1 = 298 K.

From Figs. 7 and 8, we conclude that the BTI-induced
degradation is significantly impacted by the voltage variations
and workload. This is true for both the mean and SD. For
instance, for the worst case workload (at T1), the BTI-induced
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Fig. 8. Best case sensing delay for supply VT variations for the 45-nm
technology.

mean degradation on sensing delay is 9.63% at 0.9 V, while
only 5.20% at 1.1 V. For the best case workload, these values
are 2.29%, 1.90%, and 1.46%, respectively. Moreover, the SD
of the sensing delay for the worst case workload at T1 is 0.27%
at 0.9 V, while 0.12% at 1.0 V and 0.07% for Vdd = 1.1 V. For
the best case workload, the SDs of the degradation equally are
0.11%, 0.05%, and 0.03% for supply voltages 0.9 V, 1.0 V,
and 1.1 V, respectively. Hence, at a higher voltage, the relative
degradation and its spread are lower for both workloads. Note
that it is about relative impact and not the absolute one.
The absolute impact at higher voltage is larger than at lower
voltage.

Fig. 8 shows similar data as Fig. 7 but for the best case
workload. We observe similar trends as for the worst case
workload. The mean and SD of the degradation reduces for
higher Vdd (for temperature fixed at T1 = 298 K). However,
they differ in amplitude with respect to the best case workload.
For example, the mean and SD at T1 and Vdd = 0.90V are
2.29% and 0.11%, respectively, for the best case workload,
while 9.63% and 0.27%, respectively, for the worst case
workload.

E. Temperature-Dependent BTI Impact

Figs. 7 and 8 also show the BTI impact for various
temperatures. Note that the temperature is varied between
298 K and 398 K. Figs. 7 and 8 show that both the mean
and SD of the degradation are significantly impacted by the
temperature, especially at −10% supply voltage.

For example, for the worst case workload as shown in Fig. 7,
the mean sensing delay degradation is 9.63% for Vdd = 0.9V
and T1 = 298 K and equals 18.03% for T2 = 348 K and
33.34% for T3 = 398 K. For the same conditions, the SD

Fig. 9. Worst case SD for −10% Vdd for various nodes and temperatures.

Fig. 10. Worst case SD for Nom. Vdd for various nodes and temperatures.

increases from 0.27% (at T1) to 1.67% (at T3). At a higher
voltage, the same trends are observed with lower impact. For
example, the mean degradations at Vdd = 1.1 V and T1 equal
5.20% and 8.97% at T3.

From this, we deduce that the lower the operational voltage,
the higher the impact of temperature. Similar observations can
be made from Fig. 8 for the best case workload.

F. Combined Impact of BTI- and
PVT-Dependent Experiments

Figs. 9–11 depict the sensing delay for the worst case work-
load for the three supply voltages, respectively. In Figs. 9–11,
our analysis focused on both the mean μ (denoted by the
opaque markers) BTI-induced impact and the SD σ (denoted
by the edges of the vertical lines). Figs. 9–11 show the impact
of technology and temperature for each voltage value. Note
that Figs. 7 and 8 depict only the VT impact for the 45-nm
technology.

From Figs. 9–11, we conclude the following.

1) For newer technology, the BTI impact worsens; this
conclusion is in line with Fig. 6. This conclusion can be
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Fig. 11. Worst case SD for +10% Vdd for various nodes and temperatures.

TABLE I

FAILING POINTS AT −10% Vdd FOR WORST CASE WORKLOAD

easily made as all graphs are monotonically increases.
However, the relative degradation increases with a higher
temperature. For example, after an operation of 108 s for
temperature T 1 = 298 K, the BTI-induced mean degra-
dation is 10.13% for 45 nm, while 13.42%, 20.02%, and
32.78% for 32, 22, and 16 nm, respectively. In addition,
for temperature T 3 = 398 K, the degradation is up to
4.00× more for 45 nm, while 4.73×, 6.75×, and 5.60×
more for 32, 22, and 16 nm, respectively. Furthermore,
the mean sensing delay degradation reduces with 10%
increase in supply voltage. For example, the degradation
reduces for T 1 = 298 K up to 1.51× for 45 nm, while
1.66× for 32 nm, and 2.15× for 22 nm, and only 2.71×
for 16 nm. Moreover, for T3 = 398 K, the BTI impact
degradation reduces up to 2.20× for the 45-nm node,
2.82× for the 32-nm node, 4.81× for the 22-nm node,
and only 4.38× for the 16-nm node.

2) The SD is the highest for lower technology nodes, higher
temperatures, and lower voltages. For example, after an
operation of 108 s of T 1, the degradation distribution is
0.27% for 45 nm, while 0.60%, 1.64%, and 5.69% for
the 32-, 22-, and 16-nm nodes, respectively. On top of
that, the SD for a higher temperature, i.e., T 3 = 398 K,
is up to 9.63× more for the 45-nm node, while 13.15×,
19.51×, and 12.72× for the 32-, 22-, and 16-nm nodes,
respectively.

Table I provides information regarding failed simulation
(i.e., signal flipped at the output). They only occurred for
the advanced nodes (i.e., 22 and 16 nm) at −10% Vdd and
at high temperatures (i.e., 348 K and 398 K). This shows
that scaling and bad operating conditions may significantly

Fig. 12. Best case SD for −10% Vdd for various nodes and temperatures.

Fig. 13. Best case SD for Nom. Vdd for various nodes and temperatures.

impact the reliability. For example, 663 out of 1000 points
failed at 22 nm for T 3. At 16 nm, even failing points have
been observed at T 2, while 986 (which includes almost the
entire set) points failed at T 3.

Figs. 12–14 show similar trends but for the best case
workload. The impact of this workload on the sensing delay
is, however, much less. For example, the mean degradation
reduces up to 4.52× at 298 K to 8.26× at 398 K for
45 nm, while this is only 4.44× to 8.33×, 4.23× to 11.93×,
and 5.20× to 9.75× for the 32-, 22-, and 16-nm nodes,
respectively. On top of that, the degradation deviation reduces
up to 3.86× at 298 K to 13.00× at 398 K for 45 nm,
while 3.75× to 21.32× for the 32-nm node, 4.56× to 32.32×
for the 22-nm node, and only 6.05× to 26.52× for the
16-nm node. Furthermore, the mean sensing delay and devia-
tion degradation reduces as the supply voltage rises by 10%.
For example, the relative mean degradation also reduces up
to 3.47× at 298 K to 3.56× at 398 K for 45 nm, while
3.06× to 3.04×, 3.23× to 3.03×, and 2.78× to 2.84× for
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Fig. 14. Best case SD for +10% Vdd for various nodes and temperatures.

32, 22, and 16 nm, respectively. On top of that, the deviation
degradation also reduces up to 2.33× at 298 K to 3.00× at
398 K, while this is only 2.17× to 3.08×, 2.44× to 2.90×,
and 2.05× to 3.00× for the 32-, 22-, and 16-nm nodes,
respectively.

G. Discussion

The SRAM SA robustness and reliability are critical for the
overall design of memory systems. The present analysis shows
that the BTI-induced sensing delay of standard latch-type SA
is a function of process variations, varying supply voltages
and temperatures, different technology nodes, and workloads.
Evaluating the simulation results with respect to degradation,
we observe the following.

1) The SA sensing delay degradation is clearly influenced
or impacted by the application, i.e., by the workloads
it is exposed to. In case an application is read inten-
sive, a second parallel SA scheme can be exploited to
minimize the performance loss, by sharing the read oper-
ations between the two SAs. This, however, doubles the
area.

2) The BTI-induced degradation is more significant at
lower nodes; this could lead to read failures at lower
supply voltage. This suggests that there must be a
tradeoff between performance and reliability.

3) A higher supply voltage reduces sensing delay’s mean
degradation irrespective of the workload and tempera-
ture. This indicates that a tradeoff is possible among
BTI degradation, power consumption, and the latency.

4) A higher junction temperature increases sensing delay’s
mean degradation.
Hence, proper cooling or reducing the SA activity may
also reduce the degradation. For example, switching
the SA OFF while using the secondary SA reduces the
degradation impact.

Therefore, for future designs, SA designers need to consider
proper safe margins for critical environmental conditions and
long-term operations.

V. CONCLUSION

This paper investigated the combined impact of BTI, process
variations, various supply voltages and temperatures, and
different workloads on standard latch-type memory SA for
different technologies. The results show that the sensing
delay degradation is strongly workload dependent. Both the
scaling and increase in temperature severely impact the BTI
degradation. Increasing the supply voltage reduces the
BTI-induced degradation leading to more reliable and robust
SAs, but at the cost of a higher power consumption.
Nevertheless, process and BTI variations reduce the reliability
and may even cause failures. Optimizing a reliable memory
system requires the consideration of all its subparts, i.e., their
degradation rate depends on the application (e.g., workload
and temperature), for instance, the aging rate of the SA may
differ from those of the memory array and other peripheral
circuits.
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Abstract—Nowadays, typical (memory) designers add design
margins to compensate for uncertainties; however, this may be
overestimated leading to yield loss, or underestimated leading
to reduced reliability designs. Accurate quantification of all
uncertainties is therefore critical to provide high quality and
optimal designs. These uncertainties are caused by zero-time
variability (due to process variability), and by run-time vari-
ability (due to environmental variabilities such as voltage and
temperature, or due to temporal variability such as aging). This
paper uses an accurate methodology to predict the impact of
both zero- and run-time variability on the offset voltage of
sense amplifiers while considering different workloads and PVT
variations for a pre-defined failure rate. The results show a
marginal impact of environmental run-time variability on the
offset specification when considering zero-time variability only,
while this becomes significant (up to 2×) when incorporating
aging run-time variability. The results can be used to quantify
whether the required offset voltage is met or not for the targeted
lifetime; hence, enable the designer to take appropriate measures
for an efficient and optimized design, depending on the targeted
application lifetime.

Index Terms—Offset voltage, zero-time variability, run-time
variability, SRAM sense amplifier

I. INTRODUCTION

In recent decades, CMOS technology has been sustained
with aggressive downscaling that poses major challenges
on the reliability of devices [1–3]. The sources of this
unreliability in todays technologies are mainly caused due to
variability during manufacturing or at run-time [1]. As a result
of the manufacturing process, devices will suffer from process
variations, which changes the properties of the manufactured
devices from the targeted ones. Hence, similar manufactured
devices end up having different characteristics, referred to as
process or time-zero variation. On the other hand, run-time
variations cause the device properties to change and/or
degrade during their operational lifetime. Such variations
are mainly due to environmental variations such as supply
voltage fluctuations and temperature variations, and temporal
or aging variations such as Bias Temperature Instability
[4]; both show a severe impact with CMOS scaling [1]. All
these variations cause the devices to behave differently than
intended, which may cause the devices (or circuits) to fail if
appropriate measures are not taken. Designers usually use a
conservative guardbanding and apply extra design margins [5]
to ensure the correct operation for the worst-case variations
during the targeted circuit lifetime. However, a pessimistic

guardbanding leads to either yield or performance loss, while
an optimistic guardbanding increases the test escapes and
in-field failures. Therefore, an accurate estimation of the
impact of all kinds of variations at circuit level (and also at
the architecture level) is needed to obtain a high quality and
optimal design. In this paper, we focus on the estimation of
sense amplifier (SA) offset voltage using the integral impact
of process and run-time variations, especially investigating
the contribution of run-time variability due to aging to
the overall impact as compared with zero-variability and
environment variability; this guides the designers to optimize
the guardbands and margins depending on the targeted
product quality and application lifetime. Note that the SA
delay, which is an integral part of the path delay and strongly
related to the offset-voltage, plays a key role in defining
memory design margins. For a fixed sensing delay, the higher
the offset the more time needed for the read operation, as
more time will be needed to discharge one of the cell’s bitlines.

Only limited work has been presented for the
characterization of the offset voltage in SAs. In [6], the
authors presented a tunable SA to cope with with-in
die variations; the authors estimated the offset voltage
at design time based on process variations. In [7], the
authors characterize the SA Input Offset by a physical
circuit monitoring (implemented in real silicon) in order to
estimate the yield. In [8], the authors presented a scheme
to determine the signal margins for DRAM SAs based on
offset distribution measurements. Prior work mainly focused
on time-zero variation. Methods to estimate the SA offset
voltage in the presence of both manufacturing and run-time
variability at design stage are still missing.

This paper uses an accurate method to estimate the impact
of variability on the SRAM sense amplifier offset-voltage,
while considering both process and run-time variation. To
the best knowledge of the authors, this is the first work
to determine the SA offset in the presence of all kind of
variability. The used method is accurate in the sense that
it uses the Atomic Model for aging (which is a calibrated
model [9,10]) and considers the workload dependency
(as the aging variations are strongly workload dependent
[11,12]). Guaranteeing a resilient SA requires not only a
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Fig. 1. Standard latch-type Sense Amplifier

correct sensing delay, but also an appropriate offset-voltage
during the memory operational lifetime. The results show
incorporating the run-time variability due to the aging in the
estimation worsens the impact on the offset-voltage with a
factor 2 at least.

The rest of the paper is organized as follows. Section II
provides a background w.r.t. the targeted standard latch-type
sense amplifier and variability sources. Section III provides
the proposed methodology for offset voltage quantification.
Section IV analyzes the results. Finally, Section V concludes
the paper.

II. BACKGROUND

First the standard latch-type sense amplifier is presented,
and thereafter, the sources of variability considered in this
paper are discussed.

A. Sense Amplifier

Figure 1 depicts the structure of the Standard latch-type
Sense Amplifier; it is responsible for the amplification of
a small voltage difference between BL and BLBar during
read operations. The operation of the sense amplifier consists
of two phases. In the first phase, when SAenable is low,
the access transistors Mpass and MpassBar connect to the
BL (BLBar) with the internal nodes S (Sbar). In the second
phase, when SAenable is high, the pass transistors disconnect
the BL (BLBar) input from the internal nodes. The cross
coupled inverters get their current from Mtop and Mbottom
and subsequently amplify the difference between S and Sbar
and produce digital outputs on Out and Outbar. The positive
feedback loop ensures low amplification time and produces
the read value at its output.

B. Variation sources

The four sources of variability investigated in this paper
are briefly described next.

Process variations: These affect the circuit at time t = 0 and
consist of variations in several parameters including effective

channel length (L), oxide thickness (tox), dopant concentration
(Na), and transistor width (W). There are two sources of
variation, i.e., systematic and random variation. We focus
only on random process variation. It can be described by a
probability distribution and can be modeled by Vth variation.
The standard deviation of the Vth shift is given by:

σVTH0
=

AΔVTH√
2W L

(1)

where AΔVTH
is the Pelgrom’s constant [14], W and L

the transistor width and length, respectively.

Temperature variation: They impact the operating condition
of MOS transistors. The dependence of threshold voltage and
temperature is given by [24].

Vth = Cvt −
Qss

Co
+Φms (2)

where Cvt is a constant that represents the fermi potential,
surface charge Qss at the Si-SiO2 interface, gate oxide capac-
itance Co and work function difference Φms is a function of
the temperature [24].

Φms = −0.61− ΦF (T ) (3)

Here ΦF (T) is Fermi potential. Expression (3) shows that
work function difference reduces with respect to increase
in temperature and therefore leads to a threshold voltage
decrement.

Supply voltage variation: Supply voltage fluctuations
affect the operating speed of MOS transistors. The variation
in switching activity across the die/circuitry leads to an
uneven power/current demand and may lead to logic failures
[13]. Furthermore, transistor subthreshold leakage variations
impact the uneven distribution of supply voltage across the
circuitry as well [13]. Hence, reducing the supply voltage
degrades the performance of the circuit/transistors and raising
supply voltage compensates/enhances the performance and
significantly reduces circuit failure rates as a result of
variability [13].

Aging Variations: There are different aging mechanisms such
as Bias Temperature Instability (BTI) [4], Hot Carrier Injection
[15], and Time Dependent Dielectric Breakdown [16]; BTI
is considered to be the most important of them; therefore it
is the focus of this paper. BTI has two main components
i.e., Negative (BTI) and Positive (BTI). Atomistic model is
proposed to accurately model BTI [9]; it induces threshold
voltage variation for time t > 0 and is based on the capture
and emission of single traps during stress and relaxation phases
of NBTI/PBTI, respectively. The threshold voltage shift of
the device ΔVth is the accumulated result of all the capture
and emission of carriers in gate oxide defect traps. The
probabilities of the defect occupancy in case of capture PC

and emission PE are defined by [18] as:
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Fig. 2. Offset voltage specification flow.

PC(tSTRESS) =
τe

τc+τe

{
1− exp

[
−( 1

τe
+ 1

τc
)tSTRESS

]}
(4)

PE(tRELAX) = τc
τc+τe

{
1− exp

[
−( 1

τe
+ 1

τc
)tRELAX

]}
(5)

where τc and τe are the mean capture and emission time
constants, and tSTRESS and tRELAX are the stress and re-
laxation periods, respectively. Furthermore, BTI induced Vth is
an integral function of capture emission time map, workloads,
duty factor and transistor dimensions, which gives the mean
number of available traps in each device [11]; the model also
incorporates the temperature impact [9,10].

III. PROPOSED METHODOLOGY

Figure 2(a) depicts a generic flow to determine the offset
voltage specification. It consists of five steps. The first four
steps are based on 400 Monte Carlo simulations and are
repeated for each experiment. Step 5, the offset specification
is based on the entire population. Each of the steps is
described next in more details.

1. Simulate BTI: We use the approach in [19] to perform the
BTI simulations; they are based on the model described in
Section II. The simulations are controlled by a Perl script that
generates an initial instance of the BTI augmented SRAM
sense amplifier design, based on transistor dimensions, stress
time, duty factor and frequency. Every generated instance has
a distinct number of traps (with their unique timing constants)

in each transistor, and are incorporated in a Verilog-A module
of the SA netlist. The module responds to the every individual
trap, and alters the transistors concerned parameters. All these
parameters can be effectively modeled by a voltage source
(the so called BTI-induced threshold voltage) as shown in
Figure 2(b). The severity of the BTI impact depends on
the workload, temperature, etc. The workload sequence is
assumed to be replicated once completed until the age time
is reached. Based on the workload, we extract individual
duty factors for each transistor based on the waveforms
and workload sequence. This enhances the accuracy of our
simulation results.

2. Process results and update netlist: In this step, the BTI
induced Vth shifts of each individual transistor are extracted
from the previous step and injected as a voltage source to the
netlist. Note that due to the stochastic nature of BTI, each
instantiation will have different threshold voltage shifts.

3. Simulate process variations: The next step simulates
the process variations as shown in Figure 2(c). Here we
follow the same approach as in [6] where the time zero
Vth variations are modeled by voltage sources. We use the
build-in Monte Carlo simulations in Spectre [20] to create a
normal distribution for each transistor with a zero mean and
a sigma expressed by Equation 1.

4. Calculate minimum offset voltage: The SA offset voltage
is crucial for the correct operation of any SA design. The
minimum offset voltage of a specific SA instance is the
voltage difference between SA inputs (Bit lines) where the
cross-coupled inverters of the SA remain in their metastable
point. This minimum offset voltage is determined by applying
a binary search on the input voltage and is affected by
process, temperature, voltage and aging variations.

5. Calculate offset specification: The offset specification of
the SA is calculated based on 400 Monte Carlo samples and
depends on the desired failure rate or yield. In a good SA
design, the offset voltage has a nearly normal distribution and
therefore the relation between this distribution and failure rate
can be summarized as:

∫ VOffset

Vin=−VOffset

N (μMC , σMC) = 1− fr (6)

In this equation, Vin presents the input voltage of the SA,
Voffset the offset voltage specification, N a normal distribu-
tion of the offset voltages obtained from step 4, μMC and σMC

their mean and standard deviation, and fr the failure rate. The
equation states that all SA instantiations that require an offset
outside the range [-Voffset , +Voffset] result in failures. The
objective is to find the SA offset specification VOffset. At
time t=0, this equation can be solved as follows [21]:

VOffset = |normvinv( fr2 , μMC = 0, σMC)| = f(fr) · σMC (7)
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In this equation, norminv presents the normal inverse
cumulative distribution function which provides the offset
voltage for a given fr, μMC=0 and σMC . The equation can
be simplified as shown at right-hand side; here f is a function
that presents a constant depending on fr. In this work we
assume a constant failure fr=10−9 leading to f(fr)=6.1;
therefore, for time t=0 we obtain VOffset = 6.1 · σMC . The
right-hand side of Equation 7 is only valid when μMC = 0.
However, depending on the workload for time t>0 aging
can shift this distribution (i.e., have a non-zero mean); this
invalidates Equation 7. As a consequence, we determine
VOffset directly from Equation 6 by solving this equation
numerically.

IV. SIMULATION RESULTS

In this section, we present the performed experiment, and
the obtained results.

A. Experiments Performed

In order to investigate the impact of both zero-time vari-
ability and run-time variability, we performed two sets of
experiments.

• Process variation (PV): In this experiment the impact
of process variation is analyzed, while considering first
the voltage variations (i.e., -10% Vdd, nom. Vdd=1.0V,
and +10% Vdd) and thereafter the temperature variations
(i.e., 298K, 348K, and 398K).

• Process and aging variation: In this experiment, we
analyzed the combined effect of both time-zero and aging
variability; also here the experiments are performed for
different voltages and temperatures. Moreover, all these
experiment are done while considering three different
workloads in order to show the dependency on the run-
time applications. We assume that 80% of the executed
instructions (e.g., by a CPU) are read instructions (which
activate the SA). In addition, we define three sequences
to present the 80% of the reads: {r0} (all the reads are
0), {r1} (all the reads are 1) and {r0r1} (50% {r0} and
50% {r1}). Note that the aging variability is workload
dependent, while PV is not.

B. Simulation Results

Process variability: The results of the process variation for
different voltages and temperatures are explained next.

• Voltage Dependency: Figure 3 shows the offset voltage
distribution for the three supply voltages at nominal
temperature at time-zero. The figure shows that the offset
distributions are similar and that the impact of voltage
variations is marginal (less than 5%). For example, w.r.t.
nominal Vdd a reduction of 4.2% is observed for +10%
Vdd, while an increase of 2.5% for -10% Vdd.

• Temperature Dependency: Figure 4 shows the offset
voltage distribution for the three temperatures at nominal
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Fig. 3. Supply voltage impact at time-zero.
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Fig. 4. Temperature impact at time-zero.

voltage at time-zero. The figure shows that the offset
voltage distributions are nearly the same; hence the
impact of temperature variations on the voltage offset
is marginal. For instance, the offset specification is
90.2mV at 298K while 93.6mV at 398K (an increase of
only 3.8%). Note that the mean in Figs. 3 and 4 should
ideally be zero; a small error (worst case of 0.19mV)
occurs due to the Monte Carlo simulations.

Process and aging variability: The results of the voltage
and temperature experiments done for both process and aging
variations are provided next.

• Voltage Dependency: Fig. 5 shows the voltage depen-
dency of the offset voltage for different workloads at
298K. In addition to the baseline plot (time-zero variabil-
ity), the figure depicts 6 plots: 2Vdd’s (-10% and +10%) ×
3 workloads; the plots for nominal Vdd are not included
for clarity. However they are added to Table I, which
presents the information of Fig. 5 in another format; the
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Fig. 5. Voltage impact at run-time.

TABLE I
VOLTAGE IMPACT AT RUN-TIME.

Aging(s) Workload Vdd. μ σ offset
(V ) (mV) (mV) (mV)

0 − Nom. 0.1 14.8 90.3
108 {r0} −10% 11 15.2 102.0
108 {r0} Nom. 17.3 15.7 111.6
108 {r0} +10% 25.8 15.6 119.5
108 {r1} −10% -11 15.2 102.4
108 {r1} Nom. -17.2 15.6 110.6
108 {r1} +10% -25.3 14.8 114.0
108 {r0r1} −10% -0.09 14.8 90.6
108 {r0r1} Nom. -0.2 16.2 98.8
108 {r0r1} +10% -0.001 16.4 100.0

μ, σ and the offset voltage are also included. Note that the
offset voltage distribution for {r0r1} at -10%Vdd is almost
the same as the baseline, hence they are coincident.
The figure shows that depending on the workload, the
offset distribution may shift to the left or right; workload
{r1} causes a shift to the left, {r0} to the right, while
{r0r1} has a nearly zero mean (slight error due to Monte
Carlo simulations). This can be explained by the way the
workload stresses the SA devices (see Fig. 1); e.g., {r0}
stress the transistors Mdown and MupBar of the cross-
coupled inverters all the time, {r1} stresses the other
devices of the inverters, while {r0r1} balances the stress
on all devices.
Moreover, the figure shows that a voltage increase
severes the shift as it accelerates the BTI mechanism.
Note that although at time 0 the voltage impact is
marginal (see Fig. 3), the accelerated aging due to
voltage is more significant. For example, for {r0} at
nominal Vdd, a 17.3mV shift is observed, while this
is 25.8mV for +10% Vdd (see Table I). A second
observation from the figure and table reveals that the σ
increases with aging, even if balanced workload {r0r1}
is applied. Both the average shift and increase in σ
lead to much higher offset requirement. For example, at
nominal Vdd, the required offset voltage is only 90.3mV
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Fig. 6. Temperature variation at run-time.

TABLE II
TEMPERATURE VARIATION AT RUN-TIME.

Aging(s) Workload Temp. μ σ offset
(K) (mV) (mV) (mV)

0 − 298 0.1 14.8 90.3
108 {r0} 298 17.3 15.7 111.5
108 {r0} 348 45.0 16.8 145.6
108 {r0} 398 79.1 17.9 186.5
108 {r1} 298 -17.2 15.6 110.6
108 {r1} 348 -44.2 16.3 142.0
108 {r1} 398 -76.8 17.0 178.6
108 {r0r1} 298 -0.2 16.2 98.8
108 {r0r1} 348 -0.02 17.5 107.1
108 {r0r1} 398 0.2 18.8 114.8

when zero-time variability is considered; however, this
is 111.6mV (which is an increase of 24%) when {r0}
is applied and run-time variability is considered. It is
worth noting that applying a balanced workload {r0r1}
results in an offset specification of 98.8mV (which is
only an increase of 9.4%); this indicates the importance
of balanced workload for optimal designs.

• Temperature Dependency: Fig. 6 shows the temperature
dependency of the offset voltage at nominal Vdd. In
addition to the baseline plot (time-zero variability), Fig. 6
depicts 6 plots: 2 temperatures (298K and 398K) × 3
workloads; the plots for temperature 348K are not in-
cluded for clarity. However, they are included in Table II.
The figure shows similar trends as in Fig. 5, but the
impact is more severe.
The offset specification is strongly dependent on both
the workload and temperature. The shift for unbalanced
workload is significant, while this is very marginal for
balanced workload. The higher the temperature, the larger
the shift. E.g., at T = 398K, the {r0} causes an offset
voltage shift of 79mV! This is 76% more than the shift
at T = 348K. Another important observation is that
irrespective of the workload, the required offset voltage
is higher when considering run-time variation. Obviously,
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the offset voltage increase is much higher for unbalanced
workloads and higher temperatures.
Moreover, the figure and table show that σ increases
with temperature for all workload. Both the mean shift
and standard deviation lead to much higher offset voltage
specification irrespective of the workload; the higher the
temperature, the higher the required offset voltage. E.g.,
the offset specification at T = 298K is just 90.3mV when
only zero-time variability is considered, while this is
186.5mV (i.e., an increment of 106.5%!) at 398K for
workload {r0}. Note that applying a balanced workload
minimizes the impact; e.g., an offset specification of
114.8mV (this is up to 27.1%) is obtained at 398K when
{r0r1} is applied.

C. Discussion

The proposed methodology for offset voltage quantification
is unique not only in the sense that it uses an accurate
BTI model and involves the workload dependency, but also
because it involves both the zero-time variability as well
as run-time variability. The obtained results clearly show
that using only environmental run-time variability while
considering zero-time variability analysis is not accurate
enough. The offset voltage difference between time-zero and
run-time variability can be as big as a factor of two.

Moreover, the dependency of offset voltage on workload
(application) has been shown to be significant. Applying
balanced workload results in reduced impact. Hence,
thinking about incorporating some features in the circuits to
internally create a balance workload during the lifetime of
the application is important for optimal and reliable designs.
Schemes such as bit-flipping [23] can be useful.

Finally, it is worth noting that the presented methodology
of Figure 2 can be extended to any digital circuit, as long
as there is a clear metric (such as offset specification) to be
evaluated. For example, the critical paths in a pipeline stage
can be evaluated based on the path delay metric.

V. CONCLUSION

This paper used an accurate offset voltage quantification
method for the sense amplifier, considering both time-zero
and run-time variability; the method takes into considera-
tion process, voltage, and temperature variations, as well
as degradation due to aging. The method incorporated also
the workload dependency. The results showed a marginal
impact of temperature and voltage on offset specification when
considering process variability only, while this becomes more
significant (up to 2×) when adding the run-time variability
due to aging. Hence, ignoring the run-time variability is not
suitable for a reliable and robust design. The proposed method
gives designers a better way of determining the offset voltage
specification which reduces the probability of having over- or
under-design margins.
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1 INTRODUCTION
In the past decades, CMOS technology has undergone assertive down-scaling that causes significant
bottleneck on the reliability of devices [ITRS 2005]. Nowadays, the unreliability sources of nano-
scaled technologies are mostly induced by manufacturing or time-dependent variability [ITRS
2005]. During the manufacturing process, devices are affected by process variation, which changes
the properties of the manufactured devices from the targeted ones. Consequently, the process or
time-zero variation [Borkar 2004; Wang et al. 2007] is referred to as similar manufactured devices
end up having various characteristics.

They can be further classified into global (i.e., different process corners) and local (i.e., mismatch)
variations.

In addition, time-dependent variations result in the device properties to vary and/or degrade
during their operational lifetime. Such variations are mostly as a result of environmental variations
for instance, supply voltage variations and temperature fluctuations [Borkar 1999; Hamdioui et al.
2013; Marinissen et al. 2016; Ray et al. 2016], and temporal or aging variations for example, Bias
Temperature Instability (BTI); both depict an extremely growing effect with CMOS scaling [Alam
and Mahapatra 2005; Kaczer et al. 2011; Zafar et al. 2006]. All these variations result in the devices
to behave in a different manner than proposed, which may result in the devices (or circuits) to fail
if adequate measures are not taken. Designers normally utilize a conservative guard-band and use
extra design margins [Jeong et al. 2009] to assure the proper operation for the worst-case variations
until the aimed circuit lifetime. Nevertheless, a pessimistic guard-band guides to either yield or
performance loss, whilst an optimistic guard-band enhances the test escapes and in-field failures.
Therefore, it is crucial to consider all kinds of variations for both manufacturing and time-dependent
to estimate their impact accurately to prevent an overly pessimistic design. Guaranteeing a resilient
Sense Amplifier (SA) requires not only a correct sensing delay, but also an appropriate offset-voltage
during the memory operational lifetime.

Much work has been done on the impact of reliability on Static Random Access Memory (SRAM)
cell array but not much work has been investigated for the offset voltage characterization in SAs.
Kumar et al. [Kumar et al. 2006] and Andrew [Carlson 2007] investigated the impact of Negative
Bias Temperate Stability (NBTI) on the read stability and the Static Noise Margin (SNM) of SRAM
cells. Khan et al. [Khan et al. 2014] analysed the impact of BTI on FinFET based memory cells
for different SRAM designs using SNM, Read Noise Margin (RNM) and Write Triple Point (WTP)
as metrics. In [Cosemans et al. 2008], the authors investigated a tunable SA to deal with with-in
die variations; the authors predicted the offset voltage at design time built on process variations.
In [Abu-Rahma et al. 2011], the authors distinguished the SA Input Offset by a physical monitoring
circuit (implemented in silicon) in order to estimate the yield. In [Vollrath 2002], the authors
investigated a technique to ascertain the signal margins for Dynamic Random Access Memory
(DRAM) SAs built on offset distribution quantification. The above prior work only focused on
time-zero variation. It is crucial to use the right techniques to quantify the offset voltage. Hence, in
our previous work [Agbo et al. 2016], we presented an accurate technique to estimate the impact
of both time-zero and time-dependent variability on the offset voltage of sense amplifiers, while
considering various workloads and process voltage temperature (PVT) variations. However, the
impact of global process variation has not been considered. In addition, both SA’s sensitivity and
reliability failure analysis have not been explored yet.

In this respect, the main contributions of the paper are:

• Sensitivity analysis of the SA.
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• Investigation of the SA offset voltage specification while considering five global process
corners at time-zero.

• Thorough voltage, temperature and workload analysis of process and time-dependent varia-
tion on the offset voltage specification while considering different process corners.

• Failure rate analysis for the offset voltage specification at Nominal process corner, while
considering different workloads, supply voltages, and temperatures.

The results show that by incorporating time-zero and time-dependent variability, the offset
voltage specification worsens for the Fast-Slow (FS) corner with a factor up to 3× as compared to
the Slow-Fast (SF) corner. Hence, it is of great importance to take this into consideration when
designing robust and reliable memory systems.

The rest of the paper is organized as follows. Section 2 provides a background with respect
to the targeted standard latch-type sense amplifier and variability sources. Section 3 discusses
the proposed methodology for offset voltage quantification. Section 4 presents the experiments
performed. Section 5 analyzes the sensitivity and time-zero variability results. Section 6 analyzes
both the time-zero and time-dependent variability results. Section 7 analyzes the reliability failure
rate results. Section 8 discusses the crucial messages of the paper. Finally, Section 9 concludes the
paper.

2 BACKGROUND
The standard latch-type sense amplifier which is used in this work is first presented. Thereafter,
the variability sources studied in this paper are explained.

2.1 Sense Amplifier
Fig. 1 shows the structure of Standard Latch-Type Sense Amplifier (SLTSA) [Cosemans 2009], it
is in-charge for the amplification of a small voltage change between BL and BLBar during read
operations. It produces amplified signals on the output (i.e., Out and Outbar). The circuit consists
of pull-up transistors (i.e., Mup and MupBar), pull-down transistors (i.e., Mdown and MdownBar),
two access transistors (i.e., Mpass and MpassBar), two current source transistors (i.e., Mtop and
Mbottom), and two inverters at the output of the Sense Amplifier each with a load capacitance of
1fF. The internal cross coupled inverters consist of two pull-up transistors Mup and MupBar and
two pull-down transistors Mdown and MdownBar. They have BL and BLBar as inputs and produce
amplified outputs (i.e., Out and Outbar).

The operation of the sense amplifier comprises of two stages. In the first stage, while SAenable
is low, the access transistor Mpass connects BL with the internal node S while the access transistor
MpassBar connects BLBar with the internal node SBar. In this stage, Mtop and Mbottom transistors
are turned off. In the second stage, while SAenable is high, the access transistors disconnect the
BL(BLBar) input from the internal nodes. The cross coupled inverters obtain their current from
Mtop and Mbottom and afterward amplify the change in voltage between S and Sbar. S(SBar) node is
actively pulled down when SBar(S) exceeds the threshold voltage of Mdown. The positive feedback
loop ensures low amplification time and produces the read value at its output. All current paths are
disabled when S(SBar) is at 0V and SBar(S) is at Vdd or vice versa. This process is repeated for each
read operation.

2.2 Variation sources
In this paper we analyzed four sources of variability as explained next.
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Vdd

OutOutbar

Fig. 1. Standard latch-type Sense Amplifier.

Process variations (PV): These impact the circuit at time t = 0 and comprise of variations in
various parameters incorporating effective channel length (L), oxide thickness (tox), dopant concen-
tration (Na), transistor width (W), and threshold voltage Vt . The variations can be classified into
local and global variations. Each is briefly described.

• Local variation: Local variation can be modeled by variation in Vth with a standard deviation
equal to:

σVTH 0 =
A∆VTH√

2WL
(1)

where A∆VTH is the Pelgrom’s constant [Pelgrom et al. 1989], andW is the transistor width
while L is the transistor length.

• Global variation: Global process variations are typically a consequence of wafer etching and
deviations during the lithography process [Weste and Harris 2010]. These variations are
constant over larger areas, and lead to different process corners. In this work we consider
the following corners: typical-typical (TT), fast-fast (FF), slow-slow (SS), slow-fast (SF) and
fast-slow (FS). The TT, FF, and SS are uniform corners since they impact both NMOS and
PMOS devices uniformly. However, FS and SF cause an unequal switching in the circuit [Weste
and Harris 2010].

Temperature variation: They affect the operating condition of MOS transistors. An increase in
temperature causes a threshold voltage reduction (which has a positive effect on delay), and a
carrier mobility decrement (which has a negative impact on delay and consequently leakage current
increment [Wang et al. 1971]).
The reliance of the threshold voltage on the temperature is stated by [Wang et al. 1971]:

Vth = Cvt − Qss

Co
+ Φms (2)
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where Cvt is a constant that denotes the fermi potential, Qss denotes the surface charge at the
Si-SiO2 interface, Co denotes the gate oxide capacitance and Φms denotes the change in work
function depending on the temperature, T [Wang et al. 1971] as stated next:

Φms = −0.61 − ΦF (T ) (3)
Here ΦF (T) represents the Fermi potential. Expression (3) depicts that the change in work func-

tion reduceswith respect to a rise in temperature and therefore causes a threshold voltage decrement.

Supply voltage variation: The change in supply voltage impacts the operating speed of MOS
transistors. The fluctuation in switching activity across the die/circuitry causes an irregular
power/current demand and may cause logic failures [Sapatnekar 2011]. In addition, transistor
sub-threshold leakage fluctuations affect the irregular distribution of supply voltage across the
circuitry as well [Sapatnekar 2011]. Thus, reducing the supply voltage degrades the performance
of the circuit/transistors and raising supply voltage compensates/improves the performance and
significantly reduces circuit failure rates due to variability [Sapatnekar 2011].

Aging Variations and modeling: There are various aging techniques such as Bias Temperature
Instability (BTI) [Kaczer et al. 2011], Hot Carrier Injection [Kamal et al. 2012], and Time Depen-
dent Dielectric Breakdown [Choudhury et al. 2010]; BTI is assessed to be the most significant of
them [Grasser et al. 2011; Kaczer et al. 2010; Rodopoulos et al. 2011; Weckx et al. 2013]; hence it
is the focal point of this paper. BTI has two major components i.e., Negative (BTI) and Positive
(BTI). Atomistic model is proposed to correctly model BTI [Kaczer et al. 2005, 2010; Kukner et al.
2014a,b]; it impacts threshold voltage fluctuation for time t > 0 and is founded on the capture
and emission of single traps during stress and relaxation stages of NBTI/PBTI, respectively. The
threshold voltage variation of the device ∆Vth is the amassed result of all the capture and emission
of carriers in gate oxide defect traps. The probabilities of the defect occupancy in case of capture
PC and emission PE are defined by [Toledano-Luque et al. 2011] as:

PC (tSTRESS ) = τe
τc + τe

{
1 − exp

[
−( 1

τe
+

1
τc
)tSTRESS

]}
(4)

PE (tRELAX ) = τc
τc + τe

{
1 − exp

[
−( 1

τe
+

1
τc
)tRELAX

]}
(5)

where τc is the mean capture time constant and τe is the mean emission time constant, while
tSTRESS is the stress period and tRELAX is relaxation period. Moreover, BTI impacted Vth is a
combined function of capture emission time map, workloads, duty factor and transistor dimensions,
which gives the average number of available traps in each device [Weckx et al. 2013]; the model
also consists the temperature impact [Grasser et al. 2011; Kaczer et al. 2010].

3 PROPOSED METHODOLOGY
Fig. 2(a) shows a comprehensive flow to ascertain the offset voltage specification of the SA ex-
plained. It comprises of five steps. The first four steps are based on 400 Monte Carlo simulations
and are replicated for each experiment. Step 5 ascertains the offset specification based on the whole
population. Each of the steps is explained next in more details.

1. Simulate BTI: First the SA netlist is generated using 45-nm PTM high performance library [PTM
2012]. To simulate the BTI, we use the atomistic model described in Section 2. The simulations
are regulated by a Perl script that produces different instantiations where the BTI induced Vth
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Fig. 2. Offset voltage specification flow.

distribution depends on the transistor dimensions, stress time (3 years), duty factor (which depends
on the workloads that will be described in Section 4) and frequency (1.32 GHz) [Borkar 1999].
Every produced instance has a certain number of traps (with their unique timing constants) in each
transistor, and are integrated in a Verilog-A module of the SA netlist. The module reacts to every
individual trap, and changes the transistors concerned parameters. All these parameters can be
effectively modeled by a voltage source (the so called BTI-induced threshold voltage) as depicted in
Fig. 2(b). The severity of the BTI effect depends on the workload, temperature, etc. The workload
sequence is supposed to be replicated once completed until the age time of three years is attained.
Dependent on the workload, we obtain individual duty factors for each transistor depended on the
waveforms and workload sequence. This improves the accuracy of our simulation results.

2. Process results and update netlist: In this step, the BTI induced Vth shift of each individual
transistor is obtained from the earlier step and injected as a voltage source (see Fig. 2(b)) to the
netlist. Note that as a result of the stochastic nature of BTI, each instantiation will have varying
threshold voltage shift.

3. Simulate process variations: The next step simulates the time zero variations as depicted in
Fig. 2(c). Here we follow the same technique as in [Cosemans et al. 2008] where the process Vth
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variations are modeled by a voltage source, Vpv . We utilize the build-in Monte Carlo simulations in
Spectre [Cadence 2016] to allocate a Vpv based on a normal distribution for each transistor with a
zero mean and a sigma related by Eqn. 1.

4. Calculate minimum offset voltage: The SA input voltage is vital for accurate operation of
any SA design. We define the minimum offset voltage of the SA as the lowest voltage where the SA
still successfully completes a read 0 and 1 operations. This voltage can be found for each specific
SA instance by looking for the input voltage where the cross-coupled inverters of the SA remain in
their metastable point, i.e., where the output starts to change its value. In this work, the minimum
offset voltage is determined by applying a binary search on the SA input voltage while considering
a sufficient input voltage range (e.g., from -200mV to 200mV). It is worth noting that the offset
voltage specification is impacted by process, temperature, voltage, aging variations and workload.

5. Calculate offset specification: The offset specification of the SA is computed based on 400
Monte Carlo samples and depends on the desired failure rate or yield. In a good SA design, the offset
voltage has a nearly normal distribution and this means that the relation between this distribution
and failure rate can be summarized as [Cosemans 2009]:

∫ VOf f set

Vin=−VOf f set

N(µMC ,σMC ) = 1 − fr (6)

In this equation, Vin presents the input voltage of the SA, VOf f set means the offset voltage
specification, N is the probability density function (PDF) of the normal distributed offset voltages
obtained from step 4; µMC and σMC are mean and standard deviation, while fr the failure rate. The
equation states that all SA instantiations that need an offset outside the range [-VOf f set , +VOf f set ]
result in failures. The objective is to find the SA offset specification VOf f set . At time t=0, this
equation can be solved as follows [Cosemans 2009]:

VOf f set = |norminv( fr2 , µMC = 0,σMC )| = f (fr ) · σMC (7)

where norminv presents the normal inverse cumulative distribution function providing the offset
voltage for a given fr , µMC=0 and σMC . The equation can be simplified as depicted at right-hand
side, here f is a function that presents a constant depending on fr . However, depending on the
workload for time t>0 aging can shift this distribution (i.e., have a non-zero mean); this invalidates
Equation 7. As a consequence, we determine VOf f set directly from Equation 6 by solving this
equation numerically. In this work a failure rate fr=10−9 leading to f (fr )=6.1 is assumed. This
means that for time t=0 we obtain VOf f set = 6.1 · σMC . The right-hand side of Equation 7 is only
valid when µMC = 0.

4 EXPERIMENTS PERFORMED
In this work, we performed four sets of experiments for the different process corners while con-
sidering the impact of both zero-time variability and time-dependent variability on the offset
specification. They are:

• Sensitivity analysis: The sensitivity analysis for the SA’s offset voltage specification is
performed for five process corners (i.e., Nominal (Nom.), Fast-Fast (FF), Fast-Slow (FS), Slow-
Fast (SF), and Slow-Slow (SS)); this analysis is done without the BTI impact. The target is to

ACM Transactions on Design Automation of Electronic Systems, Vol. 9, No. 4, Article 39. Publication date: March YYYY.

2

68 2.6 BTI IMPACT ON THE MEMORY SENSE AMPLIFIER



39:8 Agbo, I. O. et al

Table 1. Sensitivity analysis at time-zero.

σ offset voltage.
Process due to Pass due to Pull-down due to Pull-up overall offset
corners transistors Transistors Transistors (mV) spec.

(mV) (mV) (mV) (mV)
Nom. 0.17 11.16 0.69 15.84 96.06
FF 0.40 11.46 0.80 16.26 96.41
FS 0.28 11.77 0.55 16.69 101.00
SF 0.06 10.68 0.91 15.17 92.30
SS 0.13 10.83 0.60 15.37 94.30

investigate the contribution of each transistor to the offset voltage specification. During this
sensitivity analysis, only the results of the pass transistors, pull-down and pull-up transistors
are reported. Note that the transistors Mtop and Mbottom of Fig. 1 do not impact the offset
voltage specification, since the transistorsMtop andMbottom are common to the cross-coupled
inverters of the SA. We have verified this in simulation.

• Process variation (PV): The impact of process variation on the offset voltage specification is
performed for all process corners, while considering different voltages (i.e., -10%Vdd , nominal
Vdd=1.0V, and +10%Vdd ) and temperatures (i.e., nominal temperature=298K, 348K, and 398K).

• Process and aging variation: We examine the combined effect of both time-zero and
time-dependent variability (for 3 years) for the five process corners. The examination is
performed while considering varying supply voltage, temperature conditions, and workloads.
We suppose that 80% of the executed instructions (e.g., by a CPU) are read instructions (which
activate the SA). Furthermore, we define three distinct sequences to introduce the 80% of
the reads: {r0} (all the reads are 0), {r1} (all the reads are 1) and {r0r1} (50% {r0} and 50% {r1}).
It is worth noting that the aging variability is workload dependent, while PV is not. The
explanation for the workload stresses have been given in [Agbo et al. 2016].

• Reliability failure analysis: In this experiment, failure rate analysis is performed for
nominal the process corner, while considering various supply voltages, temperatures, and
workloads.

5 TIME-ZERO VARIABILITY
5.1 A Sensitivity analysis
Table 1 depicts the results of the sense amplifier’s sensitivity analysis due to time-zero variability.
Note that the sensitivity analysis of the individual transistors (i.e., pass transistors, pull-down and
pull-up transistors) is performed using the same approach as explained in Step 5 of Section III, but
it considers only process variations.

The table reports the standard deviation of the input voltage of the SA of all the process corners
considering PV in individual transistors (column 2 to column 4) and PV in all transistors (column
5). The last column provides the offset voltage specification (derived from Eqn. 6). The table shows
that the pull-down transistor is the most dominant contributor to the offset voltage specification,
irrespective of the process corner. For example, at nominal process corner, the standard deviation
due to the pull-down transistor is 11.16mV, while this does not exceed 0.17mV and 0.69mV for the
pass transistor and pull-up transistor, respectively. The pull-down transistors are mostly responsible
for discharging the inputs to the SA after being pre-charged; in case these pull-down transistors
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Table 2. Voltage and temperature impact at time-zero.

Values Vdd Temp.
(mV) -10% Nom. +10% 298K 348K 398K

Nom. corner
µ 0.09 0.12 0.15 0.12 0.12 0.13
σ 16.0 15.7 15.4 15.7 16.3 16.9

Offset 97.51 96.06 94.03 96.06 99.51 103.5

FF corner
µ 0.15 0.19 0.21 0.19 0.18 0.17
σ 16.2 15.8 15.4 15.8 16.5 17.1

Offset 99.17 96.41 93.95 96.4 100.6 104.6

FS corner
µ 0.12 0.14 0.16 0.14 0.15 0.18
σ 16.8 16.5 16.2 16.5 17.4 18.4

Offset 102.7 101.0 99.0 101.0 106.1 112.7

SF corner
µ 0.06 0.10 0.15 0.10 0.093 0.097
σ 15.3 15.1 14.7 15.1 15.5 15.9

Offset 93.6 92.3 90.1 92.3 94.6 96.9

SS corner
µ 0.07 0.08 0.10 0.08 0.10 0.12
σ 15.5 15.4 15.3 15.4 16.0 16.8

Offset 94.90 94.29 93.20 94.30 97.70 102.4

are implemented with the fast corner library (i.e., they have a lower Vth ), the impact of local PV is
larger, leading to a larger offset voltage impact. In addition, the table also shows that the shift in
offset voltage is the worst (5%) in case of FS process corner as compared with nominal case, while
the SF corner reduces the offset specification voltage with 4.1%.

5.2 Process variability
The results of the impact of PV experiments, varying supply voltages, and temperatures on the
voltage offset are discussed next.

Voltage Dependency
Fig. 3 depicts the probability density function (PDF) of the normal distributed offset voltages of
three process corners (i.e., FS, Nom., and SF) for two voltages (i.e., -10%Vdd and +10%Vdd ) at nominal
temperature at time-zero. The y-axis represents the PDF, while the x-axis represents the minimum
offset voltage of the SA denoted as Vin. The plots for the two other process corners (i.e., FF and
SS) are omitted for clearness. Note that the results for FF and SS are within the boundaries of FS
(max value) and SF (min values). Nevertheless, they are all included in Table 2 which presents all
voltage dependency results; the µ, σ and the offset voltage specification are also added. The figure
clearly shows that the voltage offset specification dependency on the varying supply voltage at
time-zero is marginal, irrespective of the three process corners; the voltage offset increment does
not exceed 2.4% in the worst case, which is for SF corner. Note that the mean in Table 2 should
be zero for all the process corners; however a small error occurs as a result of the Monte Carlo
simulations. Note also that relatively the lower the supply voltage, the higher the required voltage
offset specification, irrespective of the process corner. For example, at FF corner the offset voltage is
99.17mV at -10%Vdd while this is 93.95mV at +10%Vdd . This can be explained by the impact of PV;
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Fig. 3. Supply voltage impact at time-zero for three process corners.
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Fig. 4. Temperature impact at time-zero for three process corners.

the lower the Vdd the higher the impact of PV.

Temperature Dependency
Fig. 4 depicts the PDF of the offset voltage distribution of three process corners (FS, Nom., and
SF) for two temperatures (298K and 398K) at nominal supply voltage. The plots for the other two
process corners (FF and SS) are omitted for the same reasons as for Fig. 3. Nevertheless, they are
all included in Table 2. The figure and table show that the offset voltage specification increases
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Fig. 5. Voltage impact at time-dependent for Nominal corner.

Table 3. Voltage impact at time-dependent.

Nominal FF FS SF SS
Aging WL Vdd. µ σ offset µ σ offset µ σ offset µ σ offset µ σ offset
(s) (V ) (mV) (mV) (mV) (mV) (mV) (mV) (mV) (mV) (mV) (mV) (mV) (mV) (mV) (mV) (mV)
0 − Nom. 0.1 15.7 96.1 0.2 15.8 96.4 0.1 16.5 101.0 0.1 15.1 92.3 0.1 15.4 94.3

108 {r0} −10% 11.5 16.0 107.3 11.9 16.3 109.9 12.0 16.8 112.9 11.2 15.3 103.2 11.1 15.5 104.0
108 {r0} Nom. 18.1 16.6 117.7 18.4 16.8 119.5 28.9 17.8 135.6 17.6 16.0 113.3 17.5 16.2 114.6
108 {r0} +10% 27.2 16.7 127.1 27.4 16.8 127.9 28.3 17.5 133.2 26.5 16.0 122.5 26.6 16.3 124.5
108 {r1} −10% -11.4 16.0 107.5 -11.7 16.3 109.5 -11.8 16.9 113.0 -11.2 15.4 103.3 -11.0 15.6 104.4
108 {r1} Nom. -17.9 16.5 117.0 -18.0 16.7 117.9 -28.5 17.0 130.6 -17.5 15.9 112.7 -17.5 16.2 114.5
108 {r1} +10% -26.8 15.9 122.2 -26.8 16.0 122.5 -27.9 16.7 128.2 -26.1 15.3 117.6 -26.4 15.7 120.6
108 {r0r1} −10% 0.1 15.7 96.0 0.2 15.8 96.6 0.1 16.5 100.9 0.1 15.1 92.3 0.1 15.4 94.0
108 {r0r1} Nom. -0.2 17.1 104.6 -0.1 17.3 105.5 -0.2 18.0 109.9 -0.2 16.4 100.5 -0.2 16.7 102.2
108 {r0r1} +10% 0.0 17.3 105.6 0.1 17.5 106.7 0.1 18.1 110.9 -0.0 16.6 101.5 -0.0 16.9 103.1

with temperature, reaching 12% for T=398K FS (worst case) as compared with T=298K. The figure
and table also show that the average, µ=0, irrespective of the process corners. Note that higher
temperatures lead to higher σ shifts, irrespective of the process corners; this is caused by the impact
of temperature on the Vth . Vth reduces with temperature; therefore, the impact of PV is bigger at
higher temperatures. For example, at nominal corner the standard deviation is 15.7mV at 298K
and 16.9mV at 398K; an increment of 7.6%. In conclusion, the impact of PV at time zero on the
SA voltage offset is marginally dependent on supply voltage (only 2.4% increment), while it is
reasonably dependent on the temperature (up to 12% increment).

6 TIME-DEPENDENT VARIABILITY
The same experiments of the previous section will be performed but now considering both time-zero
and time-dependent variability. As time-dependent variability is workload dependent, also different
workloads will be analyzed.
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Fig. 6. Voltage impact at time-dependent for both SF & FS corner at +10% Vdd .

6.1 Voltage Dependency
Fig. 5 depicts the PDF of the offset voltage for different supply voltages and workloads using the
Nominal process corner at 298K. For the sake of clarity, only Nominal corner has been provided.
The other cases can be found in Table 3. The figure shows 6 plots: 2Vdd ’s (-10% and +10%Vdd ) × 3
workloads (see Section IV). The plots for the nominal Vdd ’s and for the other process corners are
left out for clarity reasons; nevertheless, all the results are listed in Table 3. The figure depicts that
unbalanced workloads shift the mean offset voltage distribution to the right (for {r0}) or left (for
{r1}), while the mean shift of balanced workloads ({r0r1}) equals zero. Although local PV causes
mean shifts, BTI might influence them. Note that in BTI only stressed transistors are impacted
and therefore an unbalanced workload will lead to an unbalanced cross coupled inverter pair
(see transistorsMup,Mupbar ,Mdown, andMdownbar in Fig. 1). This will favor either {r0} or {r1}
operations and eventually cause the means to shift.

The figure also shows that this mean offset voltage shift worsens for higherVdd . AVdd increment
accelerates the BTI process due to a larger electrical field across the gate. This mean shift eventually
impacts the BTI offset voltage specification negatively. For example, in Fig. 5 and Table 3, for {r0}
at Nom.Vdd , the mean shift is 18.1 mV, while this is 27.2 mV at +10%Vdd and 108s. The figure and
table also show that the standard deviation of the offset voltage shift marginally increases both for
unbalanced and balanced workloads. Furthermore, the combined impact of both mean and standard
deviation offset voltage shift significantly increases the offset voltage specification for unbalanced
workloads (up to 127.1 mV); while this marginally increases for the balanced workloads (up to
105.6 mV).

Table 3 also tabulates the results of the other process corners. The table depicts that the offset
voltage specification significantly increases at 108s with respect to time-zero at Nom.Vdd , irrespec-
tive of the process corners. For example, at time-zero and FF corner, the offset voltage specification
is 96.4mV at time-zero while it increases to 119.5mV at 108s, (which is up to 23.6%); similar results
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Table 4. Temperature variation at time-dependent.

Nominal FF FS SF SS
Aging WL Temp. µ σ offset µ σ offset µ σ offset µ σ offset µ σ offset
(s) (K ) (mV) (mV) (mV) (mV) (mV) (mV) (mV) (mV) (mV) (mV) (mV) (mV) (mV) (mV) (mV)
0 − 298 0.1 15.7 96.1 0.2 15.8 96.4 0.1 16.5 101.0 0.10 15.1 92.3 0.1 15.4 94.3

108 {r0} 298 18.1 16.6 117.7 18.4 16.8 119.5 18.8 17.5 123.5 17.6 16.0 113.3 17.5 16.2 114.6
108 {r0} 348 47.7 18.1 156.5 49.1 18.6 160.7 50.5 19.5 167.3 46.1 17.2 149.0 46.5 17.7 152.9
108 {r0} 398 87.1 20.3 208.9 89.1 20.6 212.6 94.8 22.7 231.1 82.5 18.7 194.5 86.3 20.4 208.6
108 {r1} 298 -17.9 16.5 117.0 -18.0 16.7 117.9 -18.6 17.4 122.7 -17.5 15.9 112.7 -17.5 16.2 114.5
108 {r1} 348 -46.6 17.5 151.3 -47.6 17.7 153.9 -49.0 18.6 160.4 -45.2 16.6 144.8 -45.4 17.1 147.9
108 {r1} 398 -83.0 18.6 194.4 -84.9 18.9 198.2 -89.0 20.1 209.5 -79.4 17.4 183.9 -81.6 18.3 191.5
108 {r0r1} 298 -0.2 17.1 104.6 -0.1 17.3 105.5 -0.2 18.0 109.9 -0.2 16.4 100.5 -0.2 16.7 102.2
108 {r0r1} 348 0.0 18.8 114.8 0.1 19.2 117.1 0.1 20.1 122.5 -0.0 17.8 109.0 0.0 18.4 112.3
108 {r0r1} 398 0.3 20.7 126.6 0.3 21.1 129.1 0.4 22.7 138.5 0.2 19.3 118.1 0.3 20.5 125.5

but with different degradations are obtained for the other corners. For FS, this increment is 34.3%,
while for SF only 11.5%.

The table further reveals that the impact of Vdd is marginal on the voltage specification. For
example, for the Nominal corner at +10%Vdd the mean and sigma are -26.8mV and 15.9mV for
workload {r1} and they are equal to -17.9mV and 16.5mV at Nom.Vdd .

Fig. 6 depicts the PDF of the offset voltage for the extreme voltage condition i.e., (+10% Vdd )
for both FS (worst case) and SF (best case) process corners, irrespective of the applied workloads.
The figure shows that at 108s and +10% Vdd , the offset voltage distribution is wider for FS pro-
cess corner than for SF process corner; overall FS has a high offset voltage specification. This is
due to an increase in both µ and σ offset shift (see Table 3). For example, the offset voltage shift
at {r0} is 122.5mV for SF corner while this is only 133.2mV for FS corner (which is up to 8.7% higher).

6.2 Temperature Dependency
Fig. 7 depicts the PDF of the offset voltage for various temperatures, and workloads for the Nominal
process corner at nominal voltage. In addition to the time-zero plot; the figure also depicts six plots
with respect to time-dependent variability, two temperatures (298K and 398K) × 3 workloads. The
plots for 348K and the other four process corners (i.e., FF, FS, SF, and SS) are omitted due to limited
space. However, their results are included in Table 4.

Fig. 7 shows that the average offset voltage shift increases significantly at a high temperature
(398K) for the unbalanced workloads, while the mean offset shift is zero for the balanced workload.
For example, at 108s and 298K, the mean offset voltage shift is 18.1mV while this increases to
87.1mV at 398K (this is up to 381.2%!) for the unbalanced workload (results of {r0} are taken). The
figure and Table 4 also show that a temperature rise increases the standard deviation, irrespective
of the workloads. For example, at 108s and for 298K the standard deviation equals 16.6mV while
this is 20.3mV at 398K (this increases up to 22.3%) for {r0} workload.

The figure and in particular Table 4 show that the offset voltage specification increases signifi-
cantly, especially for the unbalanced workload. This can be explained by the increment in σ and µ
(for unbalanced workloads) when the temperature increases.

The higher the temperature, the larger the offset voltage specification; e.g., at 398K the {r0}
causes an offset voltage specification of 208.9mV for nominal corner, while this is 117.7mV at 298K
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Fig. 7. Temperature impact at time-dependent for Nominal corner.
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Fig. 8. Temperature impact at time-dependent for both FS & SF corner at 398K.

(this increases up to 77.5%). Obviously, the offset voltage specification increment is much higher
for the FS process corner, unbalanced workload, and higher temperature. Note that applying a
balanced workload can reduce the impact of offset voltage specification at time-dependent and
higher temperature (up to 4×) in the worst case.
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Fig. 9. Voltage impact at time-dependent failure rate analysis for Nominal corner.

Fig. 8 depicts the PDF of the offset voltage for extreme temperature conditions, i.e., 398K for
both FS (worst case) and SF (best case) process corners, irrespective of the applied workloads. Fig. 8
shows a similar trend as Fig. 6; however the offset distribution is wider at higher temperature. This
is attributed to the severity of temperature impact on the BTI Vth . Note that critical temperatures
impact the offset voltage more than the supply voltage, irrespective of the process corners and
workloads.

7 RELIABILITY FAILURE ANALYSIS
This section performs reliability failure analysis for the sense amplifier and analyzes the failure
rate over time. Both the impact of voltage and temperature are considered.

7.1 Methodology
To evaluate the added value of our framework, we will be analyzing the failure rate based on an
offset voltage specification which is determined by the previous work. Previously, this offset voltage
specification is solely derived from time-zero variations [Agbo et al. 2016]. We add a 10% margin for
aging and use our methodology to examine how the failure rate increases over time when actual
workloads and aging are considered. The reason for selecting a 10% margin is due to the fact that it
is a classical margin for the Design for Manufacturability (DFM) in the ITRS 2005 edition [ITRS
2005; Jeong et al. 2009]. In order to obtain the failure rate fr over time, Eqn. 6 will be solved for
different time steps.

fr (t) = 1 −
∫ VOf f set

Vin=−VOf f set

N(µMC ,σMC , t) (8)

In order to obtain fr at time t, both VOf f set (i.e., the offset voltage specification from time-zero
plus 10% margin) and the distribution of the input voltages of the SA N ( µMC , σMC , t) must be
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Fig. 10. Temperature impact at time-dependent failure rate analysis for Nominal corner.

known. The offset voltage specification at time-zero for a failure rate of 10−9 equals 6.1σ using
only local process variation [Cosemans 2009]; subsequently, by adding a 10% margin, we obtain
the interval values from -VOf f set and VOf f set of the integral in Eqn 8. For example, in Table 4 the
offset specification is 96.1 mV at time 0 (solely based on 6.1σ as average is 0 using a failure rate
fr=10−9) for the Nominal corner. Adding the 10% margin leads to an offset specification of 105.7
mV, which is used in the experiments of the following subsections. The distribution of the input
offset voltages (i.e., N ( µMC , σMC , t)) will be simulated for different time steps, similarly as done
for 108s in Tables 3 and 4. Next, we will analyze the impact of voltage and temperature for different
workloads.

7.2 Voltage dependency
Fig. 9 depicts the failure rate for the balanced and unbalanced workloads for the various supply
voltages for the Nominal process corner. The same 10−9 failure rate as for time-zero is used as a
reference. Note that for the unbalanced workload only {r0} has been added as {r1} gives similar
results. Note that ideally they lead to the same results.

The figure shows that after a certain amount of time, the failure rate starts to increase exponen-
tially. This effect is worse for unbalanced workloads and higher Vdd . The 10% added margin to the
time-zero offset specification is enough to keep the failure rate below 10−9 for balanced workloads.
For example, at 108s and for -10%Vdd the failure rate for the balanced {r0r1} workload is 0.33×10−9

which is 67% less than the targeted failure rate, while this is 34% and 3.4% less for Nom.Vdd and
+10%Vdd , respectively. However, for the unbalanced workload at -10%Vdd , the failure rate exceeds
10−9 by 84.8% after an operational life time of 108s, while for the Nom.Vdd the failure rate already
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increases with 562.5% after 107s. Hence, more SAs than expected will fail if previous methods based
on time-zero will be used. Therefore, it is important to characterize the degradation accurately and
have mitigation schemes to remedy the unreliability of the SA.

7.3 Temperature dependency
Fig. 10 shows a similar graph as Fig. 9 but for different temperatures. The figure also shows that
the failure rate strongly increases with the temperature and that the time-zero approach fails
significantly. The figure shows that at 398K, also balanced workloads do not meet the target of 10−9

failure rate after 108s. The above results can be even worse for different process corners. Therefore,
our presented framework is required to accurately determine the offset voltage specifications.

8 DISCUSSION
Memory sense amplifier robustness and reliability are very important for the overall design of
memory systems. The presented analysis showed that the offset voltage specification and failure
rate of the SA design are dependent on the process corner, supply voltage, temperature, workload
etc. After the evaluation of the simulation results, we conclude the following:

• The offset voltage specification at time-zero variability is marginal for varying supply voltage
and this is significant for varying temperature; however, the offset voltage specification is
higher for the FS corner as compared to the other process corners.

• The offset voltage specification at time-dependent variability and at varying supply voltage
for the 5 process corners maintain a unique trend with respect to the average shift, standard
deviation and its offset shift; however, the FS process corner proves to be the worst corner
while SF is the least impacted corner.

• The offset specification at time-dependent variability and at varying temperature for the
various process corners, irrespective of the workloads follow the same trend; however, the
offset specification is more severe at higher temperature and for unbalanced workloads,
irrespective of the process corner being considered. Note that efficient application of balanced
workload can reduce the impact of offset specification at time-dependent variability and 398K
(up to 4×), irrespective of the process corner considered.

• The proposed technique for offset voltage computation is unique not only in the sense that it
utilizes an accurate BTI model and involves the workload dependency for various process
corners, but also because it integrates both the zero-time variability as well as time-dependent
variability. The extracted results clearly show that using only environmental time-dependent
variability for various process corners while considering zero-time variability analysis is
not accurate enough. The change in offset voltage between time-zero and time-dependent
variability for the different process corners is maximum for FS corner and minimum for the
SF. Hence, the other three process corners fall in between the two extreme corners.

• In addition, the dependency of offset voltage on workload (application) has been depicted
to be significant. Applying balanced workload results in reduced impact. Thus, thinking
about integrating some features in the circuits to internally create a balance workload during
the lifetime of the application is crucial for optimal and reliable designs. Schemes such as
bit-flipping [Gebregiorgis et al. 2015] can be useful.

• Our failure analysis results in Section 7 showed that the observed failure rate can be much
higher than expected when factors such as workloads, voltage, temperature etc. are not
properly considered. Hence, insufficient margins will increase the number of failing devices
with needlessly high costs.
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• The failure rate results show that adding a 10% margin for the offset voltage specification at
time-zero is typically sufficient. However, the failure rate is much worse at high temperatures,
irrespective of the workloads and added margins.

• Finally, it is worth noting that the described technique of Fig. 2 can be extended to any digital
circuit, as long as there is an obvious metric (for example offset specification) to be quantified.
For instance, the critical paths in a pipeline stage can be computed based on the path delay
metric.

9 CONCLUSION
This paper investigated an accurate methodology to thoroughly analyse the impact of time-zero
and time-dependent variation on offset voltage specification for an SRAM SA design utilizing
45 nm PTM high performance library. The technique considers also the sensitivity analysis, five
global process corners (for both time-zero and time-dependent) while taking into account different
supply voltages, temperatures, and workloads, and failure analysis as well as degradation as a result
of aging. The results of this investigation show that at time zero variation the SA offset voltage
specification sensitivity analysis is clearly dominated by the pull down transistors which means that
SA designers should be more concerned on the pull down transistors for a better SA offset voltage
specification quantification. Furthermore, at time zero variability the offset voltage specification
is marginally dependent on varying supply voltages and temperatures. However, this becomes
more significant when time-dependent variability for unbalanced workloads are taken into account
which implies that balanced workloads can reduce the offset voltage specification impact (up to 4×)
in the worst case. In addition, at time-dependent variability the SAs failure rate are mainly not met,
hence it is critical to characterize the degradation accurately and provide mitigation techniques
to compensate the SA unreliability. The proposed technique gives designers a preferable way of
ascertaining the offset voltage specification; hence, aiding designers in making appropriate design
choices based on the workloads and environmental conditions.
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Abstract—With the continuous downscaling of CMOS tech-
nologies, ICs become more vulnerable to transistor aging mainly
due to Bias Temperature Instability (BTI). This paper presents
a comparative study of the BTI impact while considering vary-
ing supply voltages and temperatures for three memory sense
amplifier (SA) designs: low power (LP), mid power/performance
(MP), and high performance (HP). As an evaluation metric, the
sensing delay (SD) of the three designs is analyzed for various
workloads using 45nm technology. The results show that HP
SA degrades faster than MP SA and LP SA irrespective of the
workload, supply voltage, and temperature. At nominal supply
voltage and temperature, HP degrades up to 1.62× faster than
MP, and up to 1.94× faster than LP designs for the worst case
workload. In addition, the results show that an increase of 10% in
power supply has a marginal impact on the relative degradation.
In contrast, the results show that a temperature increment
significantly worsens the BTI impact. Finally, the results show
that for 16nm technology, BTI impact becomes worse and even
causes read failures. This clearly indicates that designing for
reliability is not only strongly application dependent, but also
technology node dependent. Hence, one has to carefully consider
the targeted application, design, and technology node in order to
provide appropriate solutions.

Index Terms—BTI, NBTI, PBTI, SRAM sense amplifier

I. INTRODUCTION

In recent decades, CMOS technology has been sustained
with aggressive downscaling that severely impacts the variabil-
ity and reliability of devices [1–3], originating from manufac-
turing (i.e., time-zero) and run-time operation, (i.e., from tem-
perature, voltage, aging), respectively. [1]. Bias Temperature
Instability (BTI) (i.e., Negative BTI in PMOS transistors and
Positive BTI in NMOS transistors) is an aging reliability fail-
ure mechanism which affects the performance of MOS tran-
sistors by increasing their threshold voltage and reducing their
drain current (Id) over the operational lifetime [4,5]. However,
studies of such individual devices or small composites do not
allow extrapolation of these effects on larger circuits like Static
Random-Access Memories (SRAMs). SRAMs, which are an
integral part of any SoC today and occupy a large fraction of
today’s chips, play a major role in performance, and are critical
for system robustness [6]; an SRAM system consists of an
array of cells, and peripheral circuitry facilitates the read and
write access to the cells; examples are row and column address
decoders, control circuits, write drivers, and sense amplifiers.
In this work we focus on the SRAM sense amplifier which is
a key component that ensures that data is correctly read from
the cell array.

Limited work has been published in the area of SA degra-
dation. The authors in [7] analyzed the time zero variability
of SRAM sense amplifier systems to determine the offset
specification for LP designs. However, they did not take the
run-time variability into account. In [8], the authors presented
a scheme to determine the signal margins for DRAM SAs
based on offset distribution measurements. Also for runtime
variability limited work has been published. For example,
Menchaca et al. [9] analyzed the BTI impact on different SA
designs (i.e., current and voltage mode SA) implemented in
32nm technology node using failure probability (i.e., flipping
a wrong value) as a reliability metric. Agbo et al. [10]
investigated the BTI impact on LP drain-input latch type
sense amplifier design implemented in 90nm, 65nm, and 45nm
for different supply voltages by using sensing delay and
sensing voltage as reliability metrics. The same authors [11]
investigated the integral impact of BTI and voltage temperature
variation on HP standard latch type SA using sensing delay as
reliability metric. From the above, we conclude that no prior
work discussed the run-time variability of different types of
sense amplifiers (i.e., HP, MP, and LP).

This paper focuses on the aging analysis of three different
SRAM sense amplifier designs using the realistic atomistic
model calibrated with representative test data. The method
in [7] is adopted to determine the SA offset specification
of all SAs. Subsequently, the BTI impact for each design
is analyzed using different workloads, temperatures, voltages,
and technology nodes. The results are analyzed and compared
relatively to each others.

The rest of the paper is organized as follows. Section II
introduces the BTI mechanism, its model, and the architectures
of the sense amplifier designs. Section III provides our analysis
and simulation framework, and presents also the performed
experiments. Section IV analyzes the result for different sense
amplifier designs, varying supply voltages, temperatures and
technology nodes. Finally, Section V concludes this paper.

II. BACKGROUND

This section briefly discusses bias temperature instability
mechanism and its model which is used in this work. There-
after, it presents the three targeted sense amplifiers.

A. Bias Temperature Instability
The Bias Temperature Instability (BTI) mechanism takes

place inside MOS transistors and increases the absolute Vth
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Fig. 1. Standard latch-type Sense Amplifier

value of the transistors [4,12]. The Vth increment in a PMOS
transistor occurs under negative gate stress and is referred
to as NBTI, while in an NMOS transistor this occurs under
positive gate stress, and is known as PBTI. Note that for a
MOS transistor, there are two BTI phases, i.e., the stress phase
and the relaxation phase.

Recently, exhaustive efforts have been put to understand
NBTI [4,5,12]. Kaczer et al. in [12,14] have analyzed NBTI
using an atomistic model. Alam et al. [4] have modeled NBTI
and presented the overall dynamics of NBTI as a reaction
diffusion process. In this work, we use the atomistic model
as it produces more accurate results than the RD model [13].
The atomistic model is based on the capture and emission of
single traps during stress and relaxation phases of NBTI/PBTI
respectively. The threshold voltage shift of the device ΔVth

is the accumulated results of all the capture and emission of
carriers in gate oxide defect traps. The probabilities of the
defect occupancy in case of capture PC and emission PE are
defined by [13]:

PC(tSTRESS) =
τe

τc + τe

{
1− exp

[
−( 1

τe
+

1

τc
)tSTRESS

]}
(1)

PE(tRELAX) =
τc

τc + τe

{
1− exp

[
−( 1

τe
+

1

τc
)tRELAX

]}
(2)

where τc and τe are the mean capture and emission time
constants, and tSTRESS and tRELAX are the stress and
relaxation periods, respectively. Furthermore, BTI induced Vth

is an integral function of Capture Emission Time (CET) map
[15], workloads, duty factor and transistor dimensions, which
gives the mean number of available traps in each device.

B. Sense Amplifiers

In this paper, we select three sense amplifier designs:
standard latch-type sense amplifier is representattive for HP
industrial SA designs [7], look-ahead type sense amplifier [16],
and double-tail latch-type sense amplifier [17]. They target
high performance, inter-mediate performance/power and low
power respectively.

Figure 1 depicts the standard latch-type sense amplifier [7],
it amplifies a small voltage difference between BL and BLBar

Mupleft Mupright

Fig. 2. The Look ahead type Sense Amplifier

Fig. 3. The Double tail latch type Sense Amplifier

during read operations, and produces them at the output (i.e.,
Out and Outbar). The positive feedback loop (created by cross-
coupled inverters) ensures low amplification time and produces
the read value at its output.

Figure 2 depicts the Look-ahead type SA [16] which con-
sists of two stages. In the first stage, when SAenable=0V, S and
Sbar are charged up and the inputs BL and BLBar are passed
to nodes S1 and S1bar, respectively. In the second stage, the
cross-coupled inverters will start the amplification process.

Figure 3 introduces the double-tail latch-type SA [17].
It uses two tails, one for capturing the input and one for
amplification and latching. Initially, when SAenable=0V, Mtop
and Mbottom are disabled. Thereafter, when SAenable=1V,
the capturing tail will charge up nodes S and Sbar; their
charge time depends on the inputs BL and BLBar. The
ΔS=VS−VSbar creates a voltage difference at Q and Qbar
through transistors Min2left and Min2right. The amplification
and latch tail will amplify this voltage difference.

III. ANALYSIS FRAMEWORK

In this section, the analysis framework, the sense amplifier
offset specification and the conducted experiments are pre-
sented.

A. Framework Flow

Figure 4 depicts our generic simulation framework to
evaluate the BTI impact on the three considered sense
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Fig. 4. Analysis framework.

amplifier designs. It uses HSPICE/Spectre simulator and has
the following components.

Input: The general input blocks of the framework are the
technology library, Sense Amplifier design, and BTI input
parameters. They are explained as follows.

• Technology library: Two technology nodes are considered
in this work, they are 16nm and 45nm obtained from PTM
library cards [19]. For the LP SA we use the LP library,
while for the MP SA and HP SA the HP library. Note
that in general any library card can be used.

• SA design: Generally, any sense amplifier design can be
used. In this paper we focus only on the standard latch-
type SA, look-ahead type SA, and double-tail latch-type
SA. The SA designs are described by a SPICE netlist.

• BTI parameters: The BTI induced degradation depends
strongly on the stress time duration. The stress time
defines how long the workload sequence is being applied.
The workload sequence is assumed to be replicated once
completed until the age time is reached. To perform
realistic workload analysis, we assume that today’s ap-
plication consists of 10%−90% memory instructions and
the percentage of read instructions is typically 50%-
90%. Furthermore, we derive from these the two extreme
workload cases: worst case: 0.9∗0.9=81% and best case:
0.1∗0.1=1%. In addition, we define a mid case workload.
This leads to the following workload sequences: R04I1

for worst-case, R0R1I198 for best-case, and (R0)I24 for
mid-case, where, R0 stands for read 0, R1 stands for read
1, I for idle operation (which includes memory write oper-
ations). For example, R0R1I198 is a workload describing
a read 0 and a read 1 performed after each 198 idle
operations. For each transistor, we extract its individual
duty factor based on the workload and waveform analysis.
This enhances the accuracy of our simulation results. This
block also specifies the temperatures and voltages.

Processing: Based on the transistor dimensions and other
specified inputs, a Control script (perl) generates several
instances of BTI augmented SRAM sense amplifier designs.
Every generated instance has a distinct number of traps

0 100 200 300 400 500

1.0V

0.5V

0.0V

1.0V

0.5V

V(SAE)

V(out)
V(outbar)

SCHEMATIC OF SENSING DELAY

TIME(ps)

Sensing delay

Fig. 5. Metric diagram of Sensing delay.

(with their unique timing constants) in each transistor, and
are incorporated in a Verilog-A module of the SA netlist
[20]. The module responds to the every individual trap,
and alters the transistors concerned parameters such as Vth.
After inserting BTI in every transistor of the SA design, a
Monte Carlo (MC) simulation is performed at different time
steps (100 runs at each time step) where circuit simulator
(HSPICE/Spectre) is used to investigate the BTI impact.

Output: Finally, statistical post-analysis of the results are
performed for varying supply voltages, temperatures and tech-
nology nodes in MATLAB environment. The raw outputs are
measured directly from HSPICE/Spectre and used to deter-
mine the sensing delay. The sensing delay metric is determined
when the trigger signal (i.e., sense amplifier enable input
signal) reaches 50% of the supply voltage and the target
(i.e., either out or outbar falling output signal) reaches 50%
of the supply voltage. The difference between the target and
the trigger signals is the sensing delay as shown in Fig. 5.
Furthermore, the impact of the BTI degradation is measured
as the relative difference between the sensing delay with and
without BTI.

B. SA offset specification

SA offset voltage is crucial for the correct operation of
any SA design. In this work, three SA designs are considered
and each of them requires a minimum offset voltage for its
operation. In order to accurately determine the SA offset
voltage, the impact of process variation on VTH (which is
the most critical) is determined, which is thereafter used to
measure the impact on the SA offset voltage. The sigma of
the VTH distribution is given by:

σVTH0
=

AΔVTH√
2WL

(3)

where AΔVTH is the Pelgroms constant [18], W and L the
transistor width and length, respectively. While taking this into
consideration for each transistor, 100 Monte Carlo simulations
are performed on each SA. The minimum offset voltage of
a specific SA instance is the voltage difference between SA
inputs (Bit lines) where the cross-coupled inverters of the
SA remain in their metastable point. This offset voltage is
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Fig. 6. BTI impact on sensing delay for three SA designs and workloads.

determined by applying a binary search on the input voltage
while monitoring the SAs output. This procedure is repeated
for all the Monte Carlo instantiations. Because in a good SA
design, the offset voltage has nearly normal distribution, the
selected SA offset voltage to achieve sufficient yield is 6σ for
a 10−9 failure rate [7]. For our 45nm designs, we determine
the offset specifications to be 89.4mV for HP SA, 104.08mV
for MP SA, and 99.5mV for LP SA, while for 16nm design,
the offset specification is 225.8mV for HP SA [7].

C. Experiments Performed

In this paper, four sets of experiments are performed.

1 BTI Impact Experiments: BTI impact on sensing delay
of three SA designs and for different workloads at nominal
supply voltage and nominal temperature is investigated.

2 Supply Voltage Dependent Experiments: BTI impact on
the sensing delay for different SRAM sense amplifiers for
varying supply voltages (i.e., from −10% of Vdd to Vdd and
+10% of Vdd) and two workloads (i.e., best case and worst
case) is investigated.

3 Temperature Dependent Experiments: BTI impact on
sensing delay for different SRAM sense amplifiers for
three temperatures (i.e., 298K, 348K and 398K) and two
workloads (i.e., best case and worst case) is explored.

4 Technology Dependent Experiments: BTI impact on sens-
ing delay for HP SA for two technology nodes (i.e., 16nm
and 45nm) using worst case workload is investigated.

IV. EXPERIMENTAL RESULTS

This section, presents the analysis results of the experiments
mentioned in the previous section.

A. BTI Impact Experiments

Figure 6 shows the relative increment of the sensing delay
w.r.t. the stress time (aging), up to 3 years degradation (108s)
for the three SA designs and the three workloads (i.e., best
case, mid case and worst case). In order to quantify this delay,
we simulate the initial BTI-free SA designs and use their
sensing delays as references. In this paper, our analysis focus
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Fig. 7. Supply voltage dependent Sensing delay for best case workload.
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Fig. 8. Supply voltage dependent Sensing delay for worst case workload.

both on the average (i.e., diamond marker) sensing delay and
its distribution (i.e., +/-3σ denoted by the edges of the vertical
lines in the figure).

The figure shows that the degradation is strongly dependent
on the design type and the workload. HP SA degrades on
average faster irrespective of workloads than the MP and LP
SA designs. For example after an operation of 108s for worst
case workload, the BTI induced mean degradation is 6.8%
for HP SA while 4.2% and 3.5% for MP SA and LP SA
designs, respectively. In addition, the degradation is worst
for worst case workload as in this case the SA is stressed
most; this applies to all designs. The figure also shows that
the degradation distribution maintains a distinctive behavior
for each SA and workloads. LP SA degradation distribution
is wider than the HP SA and MP SA for the worst case
workload. For example after an operation of 108s for worst
case workload, the BTI induced +3σ variation for LP SA is
4.5% while 3.9% and 3.4% for HP SA and MP SA designs,
respectively. Besides, the same trend is observed for best case
workload while for mid case workload, HP SA and LP SA BTI
induced +3σ are approx. 3.4% and 2.4% for MP SA design.
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B. Supply Voltage Dependent experiments

Figures 7 and 8 depict the relative BTI induced sensing
delay (i.e., average and +/-3σ variation) for the three SA
designs for the various supply voltages and for the best case
and worst case workloads, respectively. Note that nominal
Vdd = 1.0V for HP SA and MP SA, while 1.1V for LP SA.

Figure 7 shows that HP SA is most sensitive to supply
voltage; increasing Vdd from -10% to +10% leads to a 3×
increase in the relative degradation. For example, after an op-
eration of 108s for HP SA, the BTI induced mean degradation
on sensing delay is 2.63% for +10% Vdd, and only 0.87%
for -10% Vdd. However, the degradation of MP SA and LP
SA are marginal. The figure also shows that the degradation
distribution maintains a distinctive behavior for each SA and
supply voltages. LP SA degradation distribution is the widest
irrespective of the supply voltages considered, and the relative
delay increment at +3σ equals (w.r.t. to average) 3.8% for 108s
at nominal Vdd.
Figure 8, shows for worst case workload, similar trends as
Figure 7 for the relative sensing degradation. However, the
degradation is much faster (up to 4.33× faster at -10% Vdd to
3.57× at +10% Vdd for HP SA, while this is only 3.73× to
3.49× and 3.25× to 3.01× for MP SA and LP SA designs,
respectively). In addition the degradation distribution is also
wider (up to 1.92× wider at +10% Vdd to 1.52× at -10% Vdd

for HP SA, while this is 1.47× to 1.22× and 1.42× to 1.49×
for MP SA and LP SA designs, respectively).

C. Temperature Dependent experiments

Figures 9 and 10 depict the relative BTI induced sensing
delay (i.e., average and +/-3σ variation) for the various SA
designs and for different temperatures using the best case and
worst case workloads, respectively.

Figure 9 shows that the BTI induced relative sensing delay
degradation increases with increase in temperature irrespective
of the design type. Moreover, HP SA degrades faster (up to
1.4× for MP SA and 1.5× for LP SA designs) at 398K. For
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Fig. 10. Temperature dependent Sensing delay for worst case workload.
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Fig. 11. BTI impact on Sensing delay for two technology nodes.

example after an operation of 108s, the BTI induced mean
degradation increases from 1.94% at 298K to 11.74% at 398K
for HP SA, while this is only 1.32% to 8.51% and 1.21% to
8.09% for MP SA and LP SA designs, respectively. The figure
also shows that the +3σ degradation distribution widens with
increase in temperature irrespective of the SA design, and that
the LP SA distribution is the widest at all temperatures. For
example after an operation of 108s at 398K, the BTI induced
degradation distribution is 6.96% for LP SA, while this is
5.50% and 3.98% for HP SA and MP SA designs, respectively.
Figure 10 representing the results for the worst case workload
shows similar trends as Figure 9. However, the degradation
is much faster (up to 5.5× at 398K for HP SA). Also the
degradation distribution widens (up to 10.06× at 398K for
HP SA).

D. Technology Dependent experiments

Figure 11 depicts the relative BTI induced sensing delay
for two technology nodes (i.e., 16nm and 45nm) for HP SA
at 398K using worst case workload. Clearly, the BTI induced
relative degradation increases significantly at lower nodes,
leading to read failures.

Figure 12 depicts the BTI induced read failures for 16nm
node for HP SA using worst case workload at 398K; the figure
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Fig. 12. BTI impact on read failures for 16nm technology node.

also shows the % of read operations that return a wrong value
1 instead of 0. Note that the sensing delay is allowed to be
as much as possible. This clearly indicates that using design
margin to compensate for degradation is not going to work at
lower technology node. It is worth noting that no read failures
were observed for 45nm node.

E. Discussion

Memory SA robustness and reliability are very crucial for
the overall design of memory systems. The current analysis
shows that the degradation and its distribution of each SA
design is a function of supply voltage, temperature, workload
and technology scaling etc. Examining the simulation results
with regard to degradation and its distribution we conclude the
following:

• HP SA degrades faster than other SA type regardless
of the workload, supply voltage, and temperature; the
degradation goes up to 65% (for the 45nm technology
considered here); this indicates that BTI may be a serious
concern and it may even worst for smaller technologies.
Using design margin to compensate for reliability, as it
is today, may not be applicable in the future any more.

• The distribution does not maintain the same trend as the
degradation with regard to SA types, power, temperature,
and workloads. The LP SA distribution widens more than
other SA design. This implies a clear trade-off between
degradation and distribution in selecting SA design that
meet the reliability needs.

• The degradation worsens with scaling for HP SA which
causes read failures for the worst case workload; this
shows that a more effective mitigation techniques is
required at lower technology node.

• The impact of aging on peripheral devices such as SA
designs show that there is need to review and analyze
the impact of aging on all memory parts and not only the
memory cell array as it is usually the case.

• Understanding and quantifying the aging rate of the
different parts of memory system is needed for reliable
and optimal SRAM designs.

• Designers must be aware of both the average degradation

and its distribution for all parts of a memory system (cell
array, SA, decoders, write drivers, etc.) and the way they
interact together to ensure correct operational life time.

• Designers urgently need to look at mitigation techniques
which do take the workload, suppy voltage, temperature,
and technology dependence into account.

V. CONCLUSION

This paper investigated the comparative study of the impact
of BTI, supply voltage and temperature variation and different
workloads for HP SA, MP SA, and LP SA designs for 45nm
technology node. In this paper, we have shown that the sensing
delay degradation is more impacted by worst case workload
for the different SA design at 108s operational time. Increasing
the supply voltage increases the BTI induced degradation
in relative term while reduces in absolute terms leading to
more reliable and robust sense amplifiers. Finally, an increase
in temperature causes significant increase in sensing delay
degradation, thereby severely impacts the reliability of the
sense amplifier.

REFERENCES

[1] ITRS, “International Technology Roadmap for Semiconductor 2004”
”www.itrs.net/common/2004 update/2004update.htm.”.

[2] S. Borkar, et al “Micro architecture and Design Challenges for Giga scale
Integration”, Pro. of Intl. Sympos. Micro architecture, 2004.

[3] S. Hamdioui et al, “Reliability Challenges of Real-Time Systems in
Forthcoming Technology Nodes”, DATE, 2013.

[4] M. A. Alam and S. Mahapatra, “A Comprehensive Model of PMOS
NBTI Degradation”, Microelectronics Reliability , Vol:45, 2005.

[5] S. Zafar, et al, “A comparative study of NBTI and PBTI in SiO2/HfO2
stacks with FUSI, TiN gates”, Pro. of VLSI Technology symp., 2006.

[6] P. Pouyan, et al, “Process Variability-Aware Proactive Reconfiguration
Technique for Mitigating Aging effects in Nano Scale SRAM lifetime”,
IEEE 30th VLSI Test Symposium., 2012.

[7] S. Cosemans, “Variability-aware design of low power SRAM memories”,
Ph.D Thesis Katholieke Universiteit Leuven, 2009.

[8] M. H. Abu-Rahma, et al., ”Characterization of SRAM sense amplifier
input offset for yield prediction in 28nm CMOS”, IEEE CICC, pp.1-4,
Sep. 2011.

[9] R. Menchaca, H. Mahmoodi, “Impact of Transistor Aging Effects on
Sense Amplifier Reliability in Nano-Scale CMOS”, 13th Int’l Sym. on
Quality Electronic Design, 2012.

[10] I. Agbo, et al., “BTI Impact on SRAM Sense Amplifier”, 8th IDT,
16-18 Dec. 2013.

[11] I. Agbo, et al., “Integral Impact of BTI and Voltage Temperature
Variation on SRAM Sense Amplifier”, 33rd VTS, 27-29 Apr. 2015.

[12] B. Kackzar, et al., “Disorder-Controlled-Kinetics Model NBTI and its
Experimental Verification”, IPRS , pp: 381-387, 2005.

[13] H. Kukner et al, “Comparison of Reaction-Diffusion and Atomistic
Trap-based Models for Logic Gates”, IEEE transactions on device and
materials reliability, 2013.

[14] B. Kaczer, et al., “Origin of NBTI variability in deeply scaled pFETs”,
Reliability Physics Symposium, 2010.

[15] S. Khan, et al, Bias Temperature Instability Analysis of FinFET based
SRAM cells, DATE, 2014.

[16] T. Asano, et al, “Low-Power Design Approach of 11FO4 256-Kbyte
Embedded SRAM for the Synergistic Processor Element of a Cell
Processor”, IEEE micro, Oct. 2005, pp. 30-38.

[17] D. Schinkel, et al, “A Double-Tail Latch-Type Voltage Sense Amplifier
with 18ps Setup+Hold Time”, IEEE ISSCC, 2007, pp. 314-605.

[18] M. J. M. Pelgrom, et al, “Matching properties of MOS transistors”,
IEEE J. Solid-State Circuits , Vol. 24, no. 5, pp. 1433-1439, Oct. 1989.

[19] Predictive Technology Model ”http://ptm.asu.edu/”,
[20] B. Kaczer, et al., “Atomistic approach to variability of bias-temperature

instability in circuit simulations”, Proc. of IRPS, April, 2011.

2.7 BTI IMPACT ON THE MEMORY SENSE AMPLIFIER

2

87





3
BTI IMPACT AND MITIGATION ON

THE MEMORY READ-PATH

The content of this chapter incorporates the following research articles:

1. I. O. Agbo, M. Taouil, S. Hamdioui, P. Weckx, S. Cosemans, F. Catthoor, W. Dehaene,
Read path degradation analysis in SRAM, 2016 21th IEEE European Test Sympo-
sium (ETS), pp. 1–2, May 2016, Amsterdam, The Netherlands.

2. I. O. Agbo, M. Taouil, D. Kraak, S. Hamdioui, P. Weckx, S. Cosemans, F. Catthoor, W.
Dehaene, Impact and Mitigation of SRAM Read Path Aging, Microelectronics Relia-
bility Journal, accepted for publication.

89

doi=10.1109/ETS.2016.7519325
doi=10.1109/ETS.2016.7519325


Read Path Degradation Analysis in SRAM
Innocent Agbo Mottaqiallah Taouil Said Hamdioui

Delft University of Technology
Faculty of Electrical Engineering, Mathematics and CS

Mekelweg 4, 2628 CD Delft, The Netherlands
{I.O.Agbo, M.Taouil, S.Hamdioui}@tudelft.nl

Pieter Weckx1,2 Stefan Cosemans1 Francky
Catthoor1,2 and Wim Dehaene2

1imec vzw., Kapeldreef 75, B-3001, Leuven, Belgium
2Katholieke Universiteit Leuven, ESAT, Belgium

{Pieter.Weckx, stefan.cosemans, Francky.catthoor}@imec.be
wim.dehaene@esat.kuleuven.be

Abstract—This paper investigates the impact of aging in the
read path of 32nm high performance SRAM; it combines the
impact on the memory cell, on the sense amplifier, and on the
way they interact. The analysis is done while considering different
workloads and by inspecting both the bit-line swing (which reflect
the degradation of the cell) and the sensing delay (which reflects
the degradation of the sense-amplifier); the voltage swing on the
bit lines has a direct impact on the proper functionality of the
sense amplifier. The results show that in addition to the sense
amplifier degradation, the cell degradation also contributes to the
sensing delay increase; the share of this contribution depends on
the cell design. Moreover, this sensing delay becomes worst at
stressy workloads.

I. INTRODUCTION

It is well recognized that technology scaling is posing major
reliability challenges on electronics reliability [1–3]; e.g., it
decreases their lifetime. A common practice in industry is
the use of conservative guard-band and application of extra
design margins to compensate for the aging impact. Accurate
prediction of such impact is crucial for the realization of
optimal designs. Obviously, an electronic system consists of
different parts; hence, accurate aging prediction needs to
consider not only all the different parts of the system, but
also the way they interact, and how they all contribute to the
overall degradation of the system. For instance, when it comes
to SRAMs (the topic of this paper), predicting the impact
of aging by only focusing on the memory array, or by only
combining the individual impacts of each components, will
lead to optimistic or pessimistic results.

Very limited work is published on the quantification of
the degradation impact while considering all the memory
components and their interactions. Li [4] analyzed the lifetime
prediction of each individual transistor for the entire SRAM
and for different reliability mechanism (i.e., HCI, TDDB,
NBTI). However, this analysis did not involve the workload,
which has been shown to have a large impact on the degra-
dation rates [5]. The above clearly shows that an appropriate
approach that accurately predict the impact of aging while
considering all memory components, the way they interact as
well as affect different workloads are required.

This paper analyzes the impact of Bias Temperature In-
stability (BTI) on the read path consisting of an SRAM cell
and sense amplifier (SA). The analysis uses the Atomistic
Model for aging (which is a calibrated BTI model [6–8]) and
considers the workload dependency (as the aging variations
are strongly workload dependent [5]). To measure both the
impact of the cell and SA appropriate workloads are defined
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Fig. 1. Metric diagram of (a) Bit-line swing BLS and (b) Sensing delay SD.

while using the bit-line voltage swing and SA sensing delay
as metrics. The simulation model used to analyze this impact
is explained next.

II. SIMULATION MODEL

The model comprises of precharge circuitry, 6T cell,
SA precharge, and the SA. These model components i.e.,
its netlists, in addition to the BTI model Atomistic model
explained in [6–8] are incorporated into the framework flow
described in [9,10]. However, the workloads used in the
model and its metrics are not described. The workloads and
metrics will be explained next.

The workload sequence is assumed to be replicated until the
age time is reached. To define the workloads for our analysis,
we assume two extreme workloads for the cell’s state: (i) 80%
zero’s where 80% of the cycles the cell holds a zero, and
(ii) 20% zero’s. Similarly, we assume two workloads for the
SA: (i) 80% of the instructions are reads, and (ii) 20% of the
instructions are reads. Based on this information, we derive
four workload sequences for circuit simulation:
S1: denotes 20% zero’s and 80% read instructions for the SA.
S2: i.e., 20% zero’s and 20% read instructions for SA.
S3: i.e., 80% zero’s and 80% read instructions for SA.
S4: i.e., 80% zero’s and 20% read instructions for the SA.

Using the waveform of the read operation and the
workload sequences, we extract duty factors for each
transistors individually.

To measure the impact of BTI, the following two metrics
are used.
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TABLE I
BTI IMPACT AFTER 108S.

Degradation Workload Bit-line Sensing
component swing(mV) delay(ps)

Cell-Only 20% zero 107.0 61.09
80% zero 106.3 61.20

SA-Only 20% read instr. 111.1 61.83
80% read instr. 111.6 65.71

Combined

S1 107.8 66.08
S2 107.4 62.18
S3 107.1 66.21
S4 106.7 62.29
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Fig. 2. BTI impact for the four workload sequences.

Bit-line swing: The bit-line swing BLS specifies the
voltage difference between bit-lines (see Fig. 1a) at a fixed
reference time Tref ; i.e., the time where the up transition of
the sense amplifier enable signal reaches 50% of the supply
voltage as shown in Fig. 1a.

Sensing delay: The sensing delay SD is the time required
for the SA to complete its operation; it is the time between the
sense enable activation (i.e., when the up transition reaches
50% of the supply voltage) and the falling output signal of
the SA (i.e., when the down transition reaches 50% of Vdd)
as depicted in Fig. 1b.

III. EXPERIMENTAL RESULTS

Table I shows the results for the three cases for a stress
period of 108s; the first column presents the simulated case.
’Cell-Only’ denotes the case when only the cell is impacted
by BTI, ’SA-Only’ when only the SA is impacted, and
’Combined’ when both the cell and SA degrade due to BTI.
Note that in case of ’Cell-Only’, both the bit-line swing (BLS)
and the sensing delay (SD) are affected, while in the case of
SA-Only, the SD is impacted (i.e., the SD may increase due to
slow bit-line swing development or slow SA) while the BLS
should not be affected. The table reveals the following for the
different cases.

For the case Cell-Only, the BLS is marginal dependent on
the workload, resulting in almost no impact on the SD. This
can be explained by the fact that the pull-down transistors of
the cell used for this design are very strong. We will assume
SD=61.09ps as the baseline.

For the case SA-Only, the cell is not suffering from BTI;
hence, it is not affected and is about 111mV. The SD, however,
is affected and increases for more stressy workloads. The SD
at 80% read instructions is 6% higher than at 20% reads for
which the SD is just 1% more than the baseline.

For the case ’Combined’, although the BLS is reduced
as compared with the a-fresh cell (see SA-Only case), the
dependency of BLS on the workload is marginal due to the
chosen design as already mentioned. However, as can be
predicted, the results show clear dependency of the SD on the
workload; the SD is higher for sequences S1 and S3 which
both have 80% read instructions for the SA. At 80% read
instructions (S1 and S3), the SD is also 6% higher than at
20% read instructions (S2 and S4); in the latter case the SD
is about 2% more than the baseline. Note that the relative
increase due to workload is the same as for SA-Only’ case.

Figure 2 shows how BLS and SD evolve over time for a
duration of 3 years degradation (i.e., 108s) for the case ’Com-
bined’; each point in the graph corresponds to the average of
100 Monte Carlo simulations. The figure clearly confirms the
conclusions extracted from Table I, and that (although in terms
of absolute number of our case study the difference are not so
big), the slowest SD is obtained when both the degradation of
the cell and the SA are considered. Note that the SD tends to
grow very fast when the operational lifetime gets closer to 3
years (108s).

IV. CONCLUSIONS

In conclusion, to ensure correct operational lifetime, designers
must be aware about how the different parts of the memory
degrade, how their interactions contribute to the degradation,
and how all of these determine the overall degradation. This
will allow for better design margin optimization. Note that in
our analysis zero-time variations (process variations) are not
taken into account due to the model limitation.
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A B S T R A C T

This paper proposes an appropriate method to estimate and mitigate the impact of aging on the read path of a
high performance SRAM design; it analyzes the impact of the memory cell, and sense amplifier (SA), and their
interaction. The method considers different workloads, technology nodes, and inspects both the bit-line swing
(BLS) (which reflect the degradation of the cell) and the sensing delay (SD) (which reflects the degradation of the
sense amplifier); the voltage swing on the bit lines has a direct impact on the proper functionality of the sense
amplifier. The results with respect to the quantification of the aging, show for the considered SRAM read-path
design that the cell degradation is marginal as compared to the sense amplifier, while the SD degradation
strongly depends on the workload, supply voltage, temperature, and technology nodes (up to 41% degradation).
The mitigation schemes, one targeting the cell and one the sense amplifier, confirm the same and show that sense
amplifier mitigation (up to 15.2% improvement) is more effective for the SRAM read path than cell mitigation
(up to 11.4% improvement).

1. Introduction

CMOS technology scaling is well known for causing crucial relia-
bility challenges on electronics reliability [1-3]; e.g., it reduces their
lifetime. A general practice in industry is the use of conventional guard-
band and application of extra design margins to counteract for the Bias
Temperature Instability (BTI) effect. Accurate estimation of such effect
is vital for achieving an optimal design. Clearly, an electronic system
comprises of various parts; hence, accurate BTI estimation requires to
evaluate not only all the various parts of the system, but also the way
they communicate with each other, and how they all provide to the
complete degradation of the system. For example, when it comes to
SRAMs, estimating the effect of BTI by only focusing on the memory
array, or by only integrating the individual effects of each components,
will lead to optimistic or pessimistic results.

Several publications have investigated the impact of reliability on
individual SRAM components. Kumar et al. [4] and Carlson et al. [5]
analyzed the impact of negative Bias Temperate Stability (NBTI) on the
read stability and the Static Noise Margin (SNM) of SRAM cells. Bansal
et al. [6] presented insights on the stability of an SRAM cell under the
worst-case conditions and analyzed the effect of NBTI and PBTI (posi-
tive BTI). Khan et al. [7] performed BTI analysis for FinFET based
memory cells for different SRAM designs using SNM, Read Noise

Margin (RNM) and Write Triple Point (WTP) as metrics. Menchaca
et al. [8] analyzed the BTI impact on different sense amplifier designs
implemented on 32 nm technology node by using failure probability
(i.e., flipping a wrong value) as a reliability metric. Agbo et al. [9-12]
investigated the BTI impact on SRAM drain-input and standard latch-
type sense amplifier design, while considering process, supply voltage,
and temperature (PVT) variations in the presence of varying workloads
and technology nodes. Rodopoulos et al. [13] proposed and in-
vestigated the pseudo-transient atomistic-based BTI model with built-in
workloads while considering various supply voltages and temperatures.
Other research focused on mitigation schemes. For example, Kraak
et al. [14] and Pouyan et al. [15] investigated the mitigation of SA
offset voltage degradation by considering periodic input switching.
Gebregiorgis [16] investigated a low cost self-controlled bit-flipping
scheme which reverses all bit positions with respect to an existing bit.

From the above, we conclude that not much work is published on
aging, while taking into account all the memory components and thus
their interactions, and the effect of mitigation methodologies on the
whole memory. Li et al. [17] studied the lifetime estimation of each
individual transistor for the entire SRAM and for various reliability
mechanism (i.e., HCI, TDDB, NBTI). However, this investigation did not
require the workload, which has been demonstrated to have a large
effect on the degradation rates [13, 18, 19]. In our previous work [20],
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we analyzed the impact of aging in the read path of a 32 nm high
performance SRAM design for different workloads. However, the im-
pact of aging on different supply voltages, temperatures, technology
nodes, and varying device drive strengths based on BLS, SD, and energy
(E) metrics on the memory read path are yet to be explored. In addition,
effective mitigation schemes are not proposed. The above clearly shows
that an appropriate approach (that accurately predicts the impact of
aging, workloads, and PVT) is needed. Hence, this analysis is crucial to
help memory designers understand which of the memory parts to focus
on during design for an optimal and reliable design.

In this paper, we set up a step towards this, and we propose an
accurate method to estimate the impact of Bias Temperature Instability
(BTI) on the read path consisting of an SRAM cell and sense amplifier
(SA). This enables not only optimal designs (in terms of design mar-
gins), but also the development of appropriate design-for-reliability
schemes. The proposed method uses the Atomistic Model for aging
(which is a calibrated BTI model [21, 22]) and considers the workload
dependency (as the aging variations are strongly workload dependent
[18, 19]). To measure both the impact of the cell and SA appropriate
workloads are defined while using the bit-line voltage swing, SA SD,
and energy as metrics. In addition, we analyze different mitigation
schemes and their effectiveness.

The rest of the paper is organized as follows. Section 2 provides the
SRAM simulation model, and explains BTI mechanism and its model.
Section 3 provides the analysis framework and performed experiments.
Section 4 analyzes impact of aging on the read path. Section 5 proposes
and evaluates the mitigation schemes. Finally, Section 6 and Section 7
discusses the results and concludes this paper, respectively.

2. Background

This section briefly presents the simulation model; it consists of the
critical SRAM components in the read path. Finally, it discusses the BTI
mechanism and its model.

2.1. Simulation model

Fig. 1 shows the simulation model, which is divided into four parts
(i.e., precharge circuitry, 6T cell, SA precharge and the SA). The W/L
ratio of each transistor considered for aging is included in the figure.
Capacitances are also added to the bit-lines to model the impact of
other cells sharing the same column as the simulated cell. Here we
assume a 512×128 memory array. During a read operation, first the bit
lines are precharged (using precharge circuit), and thereafter one of the
bit lines is discharged through one of the cell's pull down transistors of
the SRAM 6T cell. The voltage difference/swing is then amplified by the
SA to produce the output.

The SA precharge is used to precharge and equalize the data-lines
DL and DLBar to identical voltages before the SA amplifies a small
voltage difference between BL and BLBar during read operations, and
produces the output at Out (DL) and Outbar (DLBar). The positive
feedback loop (created by cross-coupled inverters) ensures low ampli-
fication time and produces the read value at its output. Because the
considered design is high performance, the cell has strong pull-down
transistors to speed-up the formation of the swing between the bit-lines
during read operation.

It is worth noting that only aging in the cell and the sense amplifier
are considered; the cell precharge circuit and the SA precharge circuit
are ignored due to their relative large transistor sizes (i.e., less affected
by BTI).

2.2. Bias Temperature Instability

The Bias Temperature Instability (BTI) mechanism takes place in-
side MOS transistors and increases the absolute threshold voltage (Vth)
value of the transistors [23, 24]. The Vth increment in a PMOS transistor

occurs under negative gate stress and is referred to as NBTI, while in an
NMOS transistor this occurs under positive gate stress, and is known as
PBTI. Note that for a MOS transistor, there are two BTI phases, i.e., the
stress phase and the relaxation phase.

Exhaustive efforts have been put to understand and model BTI ap-
propriately [23-25]. The two most known models are the reaction-dif-
fusion (RD) model proposed by Alam et al. [23], and the atomistic
model proposed by Kaczer et al. [21]; the first is deterministic and the
second is probabilistic. In this work, we use the atomistic model as it
provides more accurate results than the RD model [26]. The atomistic
model is based on the capture and emission of single traps during stress
and relaxation phases of NBTI/PBTI respectively. The threshold voltage
shift ΔV th of the device is the accumulated results of all the capture and
emission of carriers in gate oxide defect traps. The probabilities of the
defect occupancy in case of capture PC and emission PE are defined
by [26]:

Fig. 1. Simulation setup.
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where τc and τe are the mean capture and emission time constants, and
tSTRESS and tRELAX are the stress and relaxation periods, respectively.
Furthermore, BTI induced V th is an integral function of Capture
Emission Time (CET) map [7], workloads, duty factor and transistor
dimensions, which gives the mean number of available traps in each
device, the model also includes the impact of temperature in [21, 22].

3. Analysis framework

This section presents the analysis framework and the conducted
experiments.

3.1. Framework flow

Fig. 2 depicts our generic simulation framework to evaluate the BTI
impact on the cell and SA designs. It uses Spectre simulator and has the
following components.

Input: The general input blocks of the framework are the tech-
nology library, cell and sense amplifier design, and BTI input para-
meters.

• Technology library: In this work we use only the 32 nm PTM li-
brary [27]. Note that in general any library card can be used.

• Cell and SA designs: Generally, any memory cell and sense amplifier
design can be used. In this paper, we focus only on the design in
Fig. 1. The 6T cell and SA designs are described by a SPICE netlist.

• BTI parameters: The BTI induced degradation strongly depends on
the stress time duration, hence on the workload. The workload se-
quence is assumed to be replicated until the age time is reached. To
define the workloads for our analysis, we assume two extreme
workloads for the cell's state: (i) 80% zero's, that is, 80% of the time
the cell holds a zero, and (ii) 20% zero's. Similarly, we assume two
workloads for the SA: (i) 80% of the instructions are reads, and (ii)
20% of the instructions are reads. Based on this information, we
derive four workload sequences for circuit simulation:
S1: denotes 20% zero's and 80% read instructions for the SA.
S2: i.e., 20% zero's and 20% read instructions for SA.
S3: i.e., 80% zero's and 80% read instructions for SA.
S4: i.e., 80% zero's and 20% read instructions for the SA.

Using the waveform of the read operation and the workload
sequences, we extract duty factors for each transistors in-
dividually.
It is worth noting that in our investigation time-zero variations
(i.e., process variations) are also taken into consideration.

Processing: Based on the inputs (i.e., technology, design, BTI
parameters and etc.), a perl control script generates several instances of
BTI augmented SRAM cell and/or sense amplifier, depending on the
simulation case (see Section 3.2). Every generated instance has a dis-
tinct number of traps [21] (with their unique timing constants) in each
transistor, and are incorporated in a Verilog-A module of cell netlist
only, SA netlist only, or both cell and SA netlists. The module responds
to every trap individually, and alters the transistors concerned para-
meters such as V th. After inserting BTI in every transistor of either
coupled design or individual designs, a Monte Carlo (MC) simulation is
performed at different time steps (100 runs at each time step) where
circuit simulator (Spectre) is used to investigate the BTI impact.

Output: Finally, statistical post-analysis of the results are performed
for varying supply voltages, temperatures and device drive strengths in
MATLAB environment. The raw outputs are measured directly from
Spectre and used to determine the BLS and SD metrics, which are de-
scribed next.

Fig. 2. Analysis framework.

Fig. 3. Metric diagram of (a) BLS and (b) SD.
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Bit-line swing: The BLS specifies the voltage difference between
bit-lines BLBar and BL (see Fig. 3a) at a fixed reference time Tref; i.e., the
time where the up transition of the sense amplifier enable signal
reaches 50% of the supply voltage as shown in Fig. 3a.

Sensing delay: The SD is the time required for the SA to complete
its operation; it is the time between the sense enable activation (i.e.,
when the up transition reaches 50% of the supply voltage) and the
falling out or outbar signal (i.e., when the down transition reaches 50%
of V dd) as depicted in Fig. 3b.

3.2. Experiments performed

In this paper, four sets of experiments are performed that are related
to the quantification of aging, where each set consists of three cases: (a)
only the cell degrades (Cell-Only), (b) only the SA degrades (SA-Only),
and (c) both of them degrade (Combined).

1. BTI impact experiments: BTI impact on BLS and SD for four
workload sequences (S1, S2, S3 and S4) for 32-nm technology node
at nominal supply voltage (V dd=0.9V) and nominal temperature (T
= 298K) are investigated.

2. Supply voltage dependent experiments: BTI impact on the BLS
and SD for varying supply voltages (i.e., from −10%V dd to +10%
of V dd) and two workload sequences S2 and S3 for 32-nm tech-
nology node at nominal temperature are investigated. Note that
these two sequences present the best and the worst case stresses.

3. Temperature dependent experiments: BTI impact on BLS and SD
for three temperatures (i.e., 233K, 298K and 348K) and two work-
load sequences S2 and S3 for 32-nm technology node at nominal
supply voltage are explored.

4. Technology dependent experiments: BTI impact on BLS and SD
for three technology nodes (i.e., 45-, 32- and 22-nm) and two
workload sequences S2 and S3 at nominal supply voltages (i.e., V dd

= 1.0 V for 45-nm, 0.9 V for 32-nm, and 0.8 V for 22-nm) and
temperature are explored.

4. Experimental results

This section, presents the analysis results of the experiments men-
tioned in the previous section.

4.1. BTI impact experiments

Table 1 shows the results for the three cases for both time-zero (no
aging) and a stress period of 108s. Note that the workload is irrelevant
for time-zero. The first column presents the simulated case. ‘Cell-Only’
denotes the case when only the cell is impacted by BTI, ‘SA-Only’ when

only the SA is impacted, and ‘Combined’ when both the cell and SA
degrade due to BTI. Note that in case of ‘Cell-Only’, both the mean, μ
and standard deviation, 3σ of BLS and the SD are affected, while in the
case of SA-Only, both the μ and 3σ of the SD are impacted (i.e., the μ and
3σ of SD may increase due to slow BLS development or slow SA) while
the BLS should not be affected. The table reveals the following for the
different cases. For the case ‘Cell-Only’, the μ BLS is marginally de-
pendent on the workload, resulting in almost no impact on the μ SD
while the BLS 3σ increment also impact on the SD's 3σ. This can be
explained by the fact that the pull-down transistors of the cell used for
this design are very strong (see Fig. 1). We will assume the baseline of
SD for μ and 3σ to be equal to 60.80 ps and 0.69 ps, respectively.

For the case ‘SA-Only’, the cell is not suffering from BTI; hence, it is
not affected and is about 111mV and 0.9 ps for the μ and 3σ of the BLS,
respectively. The SD, however, is affected and increases for more stressy
workloads. The μ SD at 80% read instructions is ∼6% higher than at
20% reads for which the SD is just 1.7% more than the baseline.

For the case ‘Combined’, although the μ of BLS is reduced as com-
pared with the a-fresh cell (see SA-Only case), the dependency of BLS
on the workload is marginal due to the chosen design as already
mentioned. However, as can be predicted, the results show clear de-
pendency of the μ of SD on the workload; the SD μ is higher for se-
quences S1 and S3 which both have 80% read instructions for the SA. At
80% read instructions (S1 and S3), the μ SD is also ∼6% higher than at
20% read instructions (S2 and S4); in the latter case the μ SD is about
∼2.5% more than the baseline. Note that the relative increase due to
workload is the same as for ‘SA-Only’ case.

Fig. 4 shows how BLS and SD evolve over time for a duration of
3 years degradation (i.e., 108s) for the case ‘Combined’; each point in
the graph corresponds to the average of 100 Monte Carlo simulations.
The figure clearly confirms the conclusions extracted from Table 1, and
that (although in terms of absolute number of our case study, the dif-
ference are not so big), the slowest SD is obtained when both the de-
gradation of the cell and the SA are considered. Note that the SD tends
to grow very fast when the operational lifetime gets closer to 3 years
(108s).

4.2. Supply voltage dependency

Table 2 shows the result of Supply Voltage Dependent Experiments
for both time-zero (i.e., no aging) and a stress period of 108s. The table
reveals the following.

For the case ‘Cell-Only’, similar to the first experiment, the μ and 3σ
of the BLS seems to be marginally dependent on the workload.
However, a change in the supply voltage clearly influences both the μ of
the BLS and the SD and marginally, the 3σ of BLS and SD. Moreover, the

Table 1
BTI impact.

Degradation
component

Aging (s) Workload Bit-line
swing μ
(mV)

Bit-line
swing
3σ
(mV)

Sensing
delay μ
(ps)

Sensing
delay 3σ
(ps)

Cell-Only 0 − 108.9 4.2 60.80 0.69
108 20% zero 107.0 6.9 61.09 1.11
108 80% zero 106.3 7.3 61.20 1.18

SA-Only 0 − 110.8 0.7 61.05 1.47
108 20% read

instr.
111.1 0.9 61.83 2.88

108 80% read
instr.

111.6 1.3 65.71 4.36

Combined 0 − 109.0 4.2 61.24 1.44
108 S1 107.8 6.9 66.08 4.24
108 S2 107.4 6.9 62.18 3.12
108 S3 107.1 7.3 66.21 4.25
108 S4 106.7 7.4 62.29 3.12

Fig. 4. BTI impact for the four workload sequences.
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impact can be higher when time-zero is considered. Increasing the
supply voltage accelerates the development of the swing on the bit
lines; hence increasing both the μ and 3σ of the BLS. This in turn re-
duces both the μ and 3σ of the SD. On the other hand, reducing the
supply voltages reduces the μ BLS, which in turn increases the SD μ. A
variation of +10% in supply voltage causes an increase of about 26% in
the μ BLS and a reduction of about 14% in SD μ, while a variation of
−10 % in supply voltage causes a decrease of almost the same per-
centage in the BLS μ (27%) and an increase of more than 22% in SD μ.

For the case ‘SA-Only’, although the cell is not suffering from BTI,
the supply voltage clearly impacts both the μ and 3σ of the BLS. It
follows the same trend as for Cell-Only case. On the other hand, the μ
SD is both supply voltage and workload dependent while SD 3σ does not
maintain the same trend particularly for stressy supply voltage and
workload. A higher voltage improves (reduces) the μ SD, while a lower
voltage worsens (increases) the μ SD while the same trend is not fol-
lowed for the SD 3σ. A +10% variation in V dd causes a reduction of
about 13% in μ SD, and −10 % variation in V dd causes an increase of
about 22.4% in μ SD. In addition, although the development of voltage
swing is accelerated at higher supply voltage, the impact of the work-
load dependency seems to be slightly higher at higher supply voltage.
For example, at −10 % V dd and 108s the mean SD increases from
75.82 ps (for 20% read instructions) to 80.41 ps (for 80% read in-
structions); an increase of 6% while the 3σ SD increases with 71.6%.
However, this is about 9% at +10% V dd for the μ SD. Moreover, this is
slightly higher by 1.7% at +10% V dd and at time-zero. Note that the
impact of supply voltage variation is much dominant than the impact of
BTI; this is due to the sizing of the cell's pull-down transistors (see
Section Discussion).

For the ‘Combined’ case, the results show similar trends as for ‘SA-
Only’ case. Even in terms of absolute numbers, the impact of V dd

variations and workloads on μ SD are very close (max 1.5% increase) to
the results found for ‘SA-Only’. Although the slowest SD is obtained in
this case, the additional contribution of interaction between degrading
cell and degradation SA to the SD as compared with ‘SA-Only’ is very
marginal and does not exceed 1.5%.

Fig. 5 shows how BLS and SD supply voltage dependency evolve
over time for a duration of 3 years degradation for the case ‘ Combined’

using S3 (worst case stress). The figure shows the impact on the BLS
becomes visible when the operational life becomes close to 3 years,
which clearly start then impacting the μ SD.

4.3. Temperature dependency

Table 3 shows the results of the Temperature Experiments for both
time-zero and a stress period of 108s. The table reveals the following.

For the case ‘Cell-Only’, similar to the first two experiments, at 108s
the μ and 3σ of BLS seem to be marginally dependent on the workload.
However, the temperature strongly influences both the μ and 3σ of BLS
and SD. The higher the temperature, the lower the BLS and the higher
the SD. Increasing the temperature from 298 K to 348 K reduces the μ
and 3σ of BLS with about 33% and 13%, respectively. The increase in
temperature also increases the μ and 3σ of SD with about 41% and 25%,
respectively. Moreover, the reduction in μ and 3σ for BLS will be
slightly higher at time-zero while there is a significant increase in SD

Table 2
Voltage degradation dependency.

Degradation component Workload Aging (s) Vdd(V) Bit-line swing μ (mV) Bit-line swing 3σ (mV) Sensing delay μ (ps) Sensing delay 3σ (ps)

Cell-Only 20% zero 0 −10% 77.9 2.7 74.35 0.81
108 −10% 76.7 4.0 74.64 1.02
0 Nom. 108.9 4.2 60.80 0.69
108 Nom. 107.0 6.9 61.09 1.11
0 +10% 140.0 6.3 52.12 0.81
108 +10% 136.8 7.9 52.53 1.01

80% zero 108 −10% 76.2 4.5 74.74 1.16
108 Nom. 106.3 7.3 61.20 1.18
108 +10% 135.5 8.0 52.67 1.03

SA-Only 20% read instr. 0 −10% 78.9 0.4 74.74 2.16
108 −10% 79.0 0.6 75.82 3.66
0 Nom. 110.8 0.7 61.05 1.47
108 Nom. 111.1 0.9 61.83 2.88
0 +10% 143.4 1.14 52.40 1.50
108 +10% 143.7 1.5 53.18 2.50

80% read instr. 108 −10% 79.3 0.9 80.41 6.28
108 Nom. 111.6 1.3 65.71 4.36
108 +10% 144.4 1.8 58.00 4.84

Combined S2 0 −10% 78.0 2.79 74.90 2.07
108 −10% 76.9 4.2 75.89 3.70
0 Nom. 109.0 4.2 61.24 1.44
108 Nom. 107.4 6.9 62.18 3.12
0 +10% 140.2 6.3 52.79 1.47
108 +10% 137.5 7.6 53.92 2.37

S3 108 −10% 76.7 4.7 80.94 5.52
108 Nom. 107.1 7.3 66.21 4.25
108 +10% 136.8 8.3 58.92 4.63

Fig. 5. Supply voltage dependency of SD and BLS for S3 sequence.

I. Agbo et al. Microelectronics Reliability 87 (2018) xxx–xxx

5

3

96 3.2 BTI IMPACT ON THE MEMORY READ-PATH



(up to 126% for both μ and 3σ).
For the case ‘SA-Only’, the temperature clearly impacts both μ and

3σ of the BLS although the cell is not suffering from BTI; hence, the
temperature impacts both μ and 3σ of the BLS irrespective of BTI. This
impact strengthens the degradation of both μ and 3σ of the SD due to
the BTI. The SD is strongly temperature dependent and the situation
becomes worst for stressy workloads. At 20% read instructions, the μ SD
increases from 61.83ps at 298 K to 90.10ps at 348 K; an increase of 45%
while the increase for the SD 3σ is too significant (up to 213%!).
However, the SD μ is 119% and the 3σ is much higher for 80% read
instructions! Moreover, at time-zero the impact can be slightly higher
for the SD μ and much higher for the SD 3σ.

For the ‘Combined’ case, the results show similar trends as to ‘SA-
Only’ case. Even in terms of absolute numbers, the impact of tem-
perature variations and workloads on both μ and 3σ of the SD are close
to the results found for ‘SA-Only’. Although the slowest μ and 3σ of the
SD are obtained in this case, the additional contribution of interaction
between degrading cell and degrading SA to the μ SD as compared with
‘SA-Only’ is marginal except for the S3 at 348 K where this is 5.4%. In
addition, the impact can be higher while taking time-zero into account.

Fig. 6 shows how BLS and SD evolve over time for a duration of
3 years degradation for workload S3 in Combined case. The figure
clearly confirms the conclusions extracted from Table 3, and that the
degradation of the read paths starts to grow exponentially at high
temperatures after a stress time of 105s.

4.4. Technology dependency

Table 4 shows the results of Technology Dependent Experiment for
both time-zero and a stress period of 108s. The table also shows BL-
swing in columns 5 and 6. The table reveals the following.

For the case ‘Cell-Only’, similar to the first experiment, the μ and 3σ
of the BLS seem to be marginally dependent on the workload, irre-
spective of the technology nodes considered. However, as the tech-
nology node scales down, the development of swing reduces, irrespec-
tive of the workload considered. For example, after an operation of 108s
and 80% zero, the μ of BL-swing is 1.71% reduction for 45-nm, while
2.45% for 32-nm, and 3.64% for 22-nm technology node.

In addition, the 3σ of the BL-swing increases significantly, irre-
spective of the workloads and technology nodes considered. For ex-
ample, at 108s and 80% zero, 3σ of BL-swing is 30% for 45-nm while
73.81% for 32-nm, and 85.25% for 22-nm. Moreover, the μ of the
sensing delay marginally increases in absolute value, while the 3σ of
sensing delay relative increment is significant, irrespective of the
workloads and technology nodes considered.

For the case ‘SA-Only’, despite the fact that the cell is not suffering
from BTI, the μ and 3σ of BLS increases as well, irrespective of the
technology node. On the other hand, as technology node reduces, the μ
and 3σ of the sensing delay significantly increases as well. For example,
after an operation of 108s and for 20% zero, the μ and 3σ of SD is 0.88%
and 69.23% for 45-nm, while 1.28% and 95.92%, and 1.94% and
84.42%, for 32-, and 22-nm, respectively. In addition, for 80% zero, the
μ and 3σ of SD are 6.74× and 2.73× for 45-nm, while 5.56× and
2.05×, and 5.75× and 2.65×, for 32-, and 22-nm, respectively.

For the case ‘Combined’, despite the fact that μ of BLS reduces while
the 3σ of BLS slightly increases as compared with aged cell (see Cell-

Table 3
Temperature degradation dependency.

Degradation component Workload Aging (s) Temp. (K) Bit-line swing μ (mV) Bit-line swing 3σ (mV) Sensing delay μ (ps) Sensing delay 3σ (ps)

Cell-Only 20% zero 0 233 176.2 4.8 38.14 0.60
108 233 175.4 6.1 38.23 0.78
0 298 108.9 4.2 60.80 0.69
108 298 107.0 6.9 61.09 1.11
0 348 76.2 3.3 85.42 0.69
108 348 72.2 6.1 86.27 1.39

80% zero 108 233 175.2 6.7 38.25 0.85
108 298 106.3 7.3 61.20 1.18
108 348 70.7 6.6 86.62 1.51

SA-Only 20% read instr. 0 233 177.9 1.2 38.19 0.63
108 233 177.9 0.9 38.36 0.79
0 298 110.8 0.7 61.05 1.47
108 298 111.1 0.9 61.83 2.88
0 348 77.8 0.5 86.17 3.33
108 348 78.6 1.3 90.10 9.02

80% read instr. 108 233 178.0 1.1 38.63 0.94
108 298 111.6 1.3 65.71 4.36
108 348 79.6 1.9 143.94 113.50

Combined S2 0 233 176.3 4.8 38.37 0.93
108 233 175.5 6.3 38.59 1.24
0 298 109.0 4.2 61.24 1.44
108 298 107.4 6.9 62.18 3.12
0 348 76.4 3.3 86.21 3.00
108 348 73.1 6.5 90.46 8.84

S3 108 233 175.3 6.9 38.87 1.39
108 298 107.1 7.3 66.21 4.25
108 348 72.6 6.8 151.77 117.05

Fig. 6. Temperature degradation dependency of SD and BLS for S3 sequence.
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Only), the BLS dependency on workload is marginal, irrespective of the
considered technology nodes. Nevertheless, the results show a marginal
μ dependency of SD on S2 workload, while a significant μ dependency
of SD on S3 workload, irrespective of the technology nodes considered.

In addition, the results show a significant 3σ dependency of SD on
workloads, irrespective of the technology nodes considered. Note that
there is marginal relative μ SD increase as compared to ‘SA-Only’ case
while considering various technology nodes. However, the 3σ SD fol-
lows the same trend as compared to ‘SA-Only’ case while considering
various technology nodes.

Figs. 7 and 8 depict the relative BTI impact on the SD and the BLS
for different technology nodes while considering both worst-case (S3)
and best-case (S2) workloads at nominal supply voltage and tempera-
ture. The figures reveal the following:

• The relative sensing delay degradation is more sensitive to tech-
nology scaling than BLS. This is also the case for the absolute

numbers as the Table 4 shows.

• The impact of workload is more severe on the SD (up to 5×), than
the BLS (not more than 1.1×).

5. Mitigation schemes

In the previous section, we observed that BLS and SDmay heavily be
impacted by BTI. In this section, we investigate two mitigation tech-
niques, i.e., increasing the cell's and the SA's drive strengths. This drive
strengths only applies to the pull down transistors for both cell and SA
(i.e., Nom.DS denoting normal sized transistors, 125%DS denoting
125% larger transistors, and 150%DS denoting 150% larger transis-
tors). Note that the pull up transistors are not affected that much due to
bit line and SA pre-charge circuits. We analyze the impact of these drive
strengths for workloads S2 and S3 which have been defined in Section 3
at nominal supply voltage and temperature conditions. Note that the

Table 4
Technology degradation dependency.

Tech. nodes Degradation component Workload Aging (s) BL-swing μ (mV) BL-swing 3σ (mV) Sensing delay μ (ps) Sensing delay 3σ (ps)

45-nm Cell-Only − 0 134.9 3.0 66.64 0.62
20% zero 108 133.2 3.8 66.96 0.79
80% zero 108 132.6 3.9 67.06 0.78

SA-Only − 0 136.8 1.1 66.80 1.04
20% read 108 137.1 1.3 67.39 1.76
80% read 108 137.6 1.5 70.76 2.75

Combined − 0 135.2 3.0 67.13 1.33
S2 108 133.8 3.7 67.95 1.89
S3 108 133.7 4.1 71.44 2.80

32-nm Cell-Only − 0 108.9 4.2 60.80 0.69
20% zero 108 107.0 6.9 61.09 1.11
80% zero 108 106.3 7.3 61.20 1.18

SA-Only − 0 110.8 0.7 61.05 1.47
20% read 108 111.1 0.9 61.83 2.88
80% read 108 111.6 1.3 65.71 4.36

Combined − 0 109.0 4.2 61.24 1.44
S2 108 107.4 6.9 62.18 3.12
S3 108 107.1 7.3 66.21 4.25

22-nm Cell-Only − 0 102.5 6.1 57.66 0.98
20% zero 108 99.8 10.3 58.08 1.66
80% zero 108 98.9 11.3 58.22 1.85

SA-Only − 0 104.6 1.2 58.20 2.76
20% read 108 104.9 1.9 59.33 5.09
80% read 108 105.4 2.8 64.69 8.93

Combined − 0 102.7 6.2 58.47 2.70
S2 108 100.5 10.2 59.81 5.08
S3 108 100.1 11.4 65.66 9.08

Fig. 7. Technology nodes dependency of SD for both S3 & S2 sequences.

Fig. 8. Technology nodes dependency of BLS for both S3 & S2 sequences.
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cell strength influences the BLS and thus indirectly the SD. It is worth
noting that increasing the device size could lead to an increase in the
bit-line length and therefore, also an increase in the delay. Hence, the
impact of sizing on the overall latency of the array should be also ex-
plored.

Table 5 shows the individual impact of the drive strength of the Cell,
the SA and their combined impact for both time-zero and a stress period
of 108s. In the table, ‘Cell-Only’ denotes the case where only the cell's
pull-down transistors drive strength are sized up (i.e., Nom.DS, 125%DS
and 150%DS). Similarly, ‘SA-Only’ presents the case where only the
drive strength of the pull-down transistors of the SA are sized up. In the
‘Combined’ case, the pull down transistors of both the cell and SA are
simultaneously re-sized. The second column specifies the applied
workload, both the cell and SA are stressed using either workload S2 or
S3. This workload is applied whether or not a component is re-sized or
not. The third column presents the aging (lifetime) while the fourth
column specifies the device strength (DS) of the pull down transistors,
and the last 6 columns show the results; the evaluated metrics are BLS,
SD, and Energy (E), respectively. The BLS and SD are defined in
Section 3, while the energy is defined as the dynamic energy con-
sumption for a single read operation. Next, the three cases will be de-
scribed.

Cell-Only: For the case ‘Cell-Only’, the μ BLS significantly increases
when the transistors are re-sized while the 3σ remains the same. For
example, from 107mV to 123mV when a 150% bigger size is used. This
15% μ BLS increment is more or less workload independent. However,
the μ BLS increment leads to a much smaller SD (both μ and 3σ) im-
provement. For example, for S2 this improvement is only

× =− 100 3.7%62.22 59.88
62.22 , while × =− 100 4.1%66.27 63.52

66.27 for workload S3
for the μ SD. Moreover, the 3σ SD follows the same trend as the μ SD.
The energy consumption does not alter much with resizing. Although
the operation is faster, the peak power consumption increases while
there is a marginal reduction in leakage power.

SA-Only: In contrast, ‘SA-Only’ has the opposite effect and there is
no impact on the BLS. However, a higher reduction for both μ and 3σ of
the SD is observed as compared to the ‘Cell-Only’. This delay depends
strongly on the applied workload. Furthermore, the device drive
strength marginally impacts the energy consumption. For example, at
108s increasing the device drive strength from 0% to 150%, has no
impact on the μ BLS (small differences are due to Monte Carlo simu-
lations) up to 0.2% while no impact for the 3σ BLS; and marginally

reduces the energy consumption up to 5.0%, while μ SD significantly
reduces with up to 11.4% for the worst-case (S3) workload.

Combined: For the ‘Combined’ case, the results show that both μ
and 3σ of the BLS is following the same trend as the ‘Cell-Only’ and the
μ SD only slightly improves with respect to the case ‘SA-Only’. For ex-
ample, the impact difference for a 150% device drive strength (DS) on
BLS between ‘Cell-Only’ and ‘Combined’ is 0.3 mV, this difference can
be attributed to Monte Carlo variations. With respect to the μ SD, in the
case ‘SA-Only’ a 150% drive strength is able to achieve a reduction of
11.4%, while this is 15.2% for the combined case. Moreover, at time-
zero, there is a slight difference. In addition, the energy consumption is
similar as well.

Fig. 9 shows the impact of different device drive strength on both
BLS and SD for the ‘Combined’ case, for workload S3. The figure shows
that the BLS marginally reduces over time (i.e., up to 1.47% for
Nom.DS, 0.94% for 125%DS and 0.97% for 150%DS) while the SD
significantly increases (i.e., up to 7.01% for Nom.DS, 6.82% for 125%
DS, and 6.73% for 150%DS) over the operational life time. The relative
differences between the different drive strengths are marginal.

Table 5
Cell and SA strength degradation.

Component Workload Aging (s) Device-strength
(DS)

Bit-line swing μ
(mV)

Bit-line swing 3σ
(mV)

Sensing delay μ
(ps)

Sensing delay 3σ
(ps)

Energy μ (fJ) Energy 3σ (fJ)

Cell-Only S2 0 Nom. 108.9 4.2 61.25 1.59 23.57 0.48
108 Nom. 107.3 6.9 62.22 3.15 23.51 0.81
0 125% 118.0 4.8 60.06 1.5 23.68 0.42
108 125% 116.7 6.0 61.02 2.37 23.64 0.63
0 150% 124.8 5.1 58.95 1.65 23.69 0.48
108 150% 123.5 6.9 59.88 2.82 23.65 0.75

S3 0 Nom. 108.9 4.2 61.27 1.62 23.58 0.48
108 Nom. 107.0 7.2 66.27 4.26 24.36 0.93
108 125% 116.5 6.9 64.68 4.11 24.40 0.93
108 150% 123.2 7.8 63.52 4.32 24.42 1.02

SA-Only S2 0 125% 108.8 4.2 56.86 1.38 22.84 0.42
108 125% 107.2 6.9 57.86 2.40 22.80 0.69
0 150% 108.7 4.2 54.06 1.29 22.32 0.39
108 150% 107.1 6.9 54.97 2.07 22.28 0.54

S3 108 125% 106.9 7.2 61.82 4.14 23.68 1.02
108 150% 106.8 7.2 58.73 3.54 23.15 0.90

Combined S2 0 125% 117.9 4.8 55.88 1.47 22.98 0.42
108 125% 116.6 6.0 56.74 2.31 22.94 0.69
0 150% 124.5 5.1 52.11 1.26 22.46 0.39
108 150% 123.2 6.9 52.83 2.04 22.39 0.60

S3 108 125% 116.4 6.9 60.16 3.78 23.68 0.90
108 150% 123.0 7.8 56.23 3.06 23.17 0.78

Fig. 9. Cell and SA strength degradation dependency of SD and BLS for S3
sequence.
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Fig. 10 shows the impact of the device drive strengths on the energy
consumption for the ‘Combined’ case; the energy reduces as the drive
strength increases, irrespective of the operational life time. However,
the decrease does not exceed 5.0%. For example, at 108s and for
DS=Nom, the energy consumption is 24.36 fJ, while this is 23.17 fJ for
DS=150%. In addition, the figure shows for a given drive strength that
the aging causes the energy to slightly increase up to 3.0%, irrespective
of the drive strength.

Overall, the most effective mitigation technique would be to re-size
the SA Only, especially, when the area is also considered. Increasing the
cell sizes affects the whole memory matrix, while increasing the ‘SA-
Only’ has a much lower area impact.

6. Discussion

The memory cell and SA robustness are vital for the overall design
of memory systems. Below some interesting observations are made.

The obtained results clearly show that for the considered SRAM
design the cell has a low impact and that the SA is the major component
responsible for the read path timing degradation, even under different
voltages, temperatures and technology nodes. Therefore, this informa-
tion can be used by the designers to optimize the design margins of the
cell. One possible explanation of the marginal contribution of the cell
degradation to the SD is the cell's strong pull down transistors.
Therefore, we investigate the impact of a small cell where we assume
W/L of the pull-down transistors to be 2.4 instead of 4.8 (see Fig. 1).
The simulation is performed for 10 years using S3 workload (Combined
case), and the results both for the initial design and the smaller cell
design (0.5PDN) are shown in Fig. 11. Although the trends of the SD
increase for the two simulations seem similar, there are three inter-
esting points to make. First, the relative increase of SD is 7% for the
initial design, while this is 9% for the smaller one. Hence, the stronger
the pull-down transistors of the cell, the smaller the contribution of the
cell to the SD. Second, as the figure shows, the size of the pull-down
transistors have also an impact on the SD spread; the stronger the de-
vices, the smaller the spread (i.e., +/−3 σ represented by the bound-
aries of the vertical lines in Fig. 11). Third, the SD increases relatively
faster after 104s, but then tends to saturate after 3 years (108s); the
relative increase from 3 years to 10 years is no more than 0.7% for in-
itial design and 0.9% for smaller version. Clearly the size of the cell's
pull-down devices can be used also to minimize the degradation of the
read path in SRAMS; and obviously this should be done while con-
sidering the SNM of the cell to ensure the stability of the cell as well.

Clearly, reducing the pull-down network (PDN) ratio (e.g., pull-down

transistors) will only slightly increase the SD (2.0% difference). Hence,
the memory cell area can be optimized as long as the SD is within ac-
ceptable limit. However, it is crucial to ensure the cell stability for the
smaller cell. Therefore, we investigate for both the nominal and the
smaller cell three metrics: HSNM (hold static noise margin), RSNM
(read static noise margin), andWTP (write trip point) while considering
two workloads (i.e., worst case (WC) and best case (BC)) for 3 years
lifetime as shown in Table 6. The HSNM is the voltage V n that flips the
cell when it is injected at its internal node; it is swept from -V dd to V dd

while the word lines are disconnected from the bit lines. The RSNM is
the V n that flips the cell while the word lines are connected to the bit
lines and V n is swept from -V dd to V dd. The WTP is the bit line voltage
at which the cell flips while the word lines are connected to the bit
lines; this voltage can be found by sweeping one of the bit lines po-
tential from -V dd to V dd [7, 28]. Table 6 shows that for both cells HSNM
marginally reduces after 3 years (does not exceed 3.9%), and that the
relative difference is not more than 1.40%, irrespective of the workload
and cell size considered. However, the results show that the RSNM
reduces quite significantly for both cells; this is up to 9.4% and 5.3% for
the WC and BC workloads respectively, irrespective of the cell size. The
difference between both cells is marginal. The table finally shows that
the WTP increases marginally, irrespective of the workload and cell size
considered, and that the relative difference between the two cells does
not exceed 1.44%. It is worth noting that for the performed experi-
ments, halving the cell size does not impact the cell stability much as
compared to the normal cell size.

Our next observation is with respect to the impact of supply voltage.
Higher voltage increases the bit line swing after an operation of 108s
and reduces the SD. Hence, it can be used to compensate for the de-
gradation of read path especially when the targeted application poses a
worst stress on the read path. Obviously, this comes at additional power

Fig. 10. Cell and SA strength degradation dependency of Dynamic Energy for
S3 sequence.

Fig. 11. Variation in SD for S3 sequence for two PDN ratios.

Table 6
Cell stability analysis.

Time (s) Nominal cell size Halve PDN ratio

WC BC WC BC

HSNM (mV) 0 312.8 312.8 309.2 309.2
108 300.6 308.3 298.9 304.0

Rel. % −3.90 −1.44 −3.33 −1.68
RSNM (mV) 0 168.3 168.3 167.1 167.1

108 152.5 160.0 153.2 158.2
Rel. % −9.39 −4.93 −8.32 −5.33

WTP (mV) 0 269.7 269.7 272.6 272.6
108 271.2 277.9 275.1 279.5

Rel. % 0.56 3.04 0.92 2.53
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consumption.
Furthermore, we observed that a higher temperature does not only

reduce the BLS (which may impact the functionality) but also sig-
nificantly increases the SD. Hence, using appropriate cooling is crucial
for lifetime extension and degradation retardation.

Moreover, we observed that the degradation is more significant for
SD and S3 workload at a lower technology node (22-nm); this leads to
read failures even at nominal supply voltage. Hence, this implies that
there must be a tradeoff between performance and reliability.

Finally, we observed that resizing the cell only marginally mitigates
the read path degradation. In contrast, resizing the SA is much more
effective. Therefore, more research should focus on effective mitigation
schemes for SA, such as input switching in [14].

7. Conclusion

This paper investigated an accurate technique to estimate and mi-
tigate the impact of Bias Temperature Instability (BTI) on the read path
of a memory design while considering various degrading components
i.e., Cell only, SA only, and Combined (i.e., cell and SA), and for different
workloads, supply voltages, temperatures and technology nodes.
Hence, the proposed methodology for the entire read path degradation
analysis is an interesting case study as it allows for a better under-
standing of the overall degradation and hence for better design margin
optimization. To ensure correct operational lifetime, designers must be
aware about how the different parts of the memory degrade, how their
interactions contribute to the degradation, and how all of these de-
termine the overall degradation.
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Abstract—Bias Temperature Instability (BTI) has become a
major reliability challenge for nano-scaled devices. This paper
presents BTI analysis for the SRAM write driver. Its evaluation
metric, the write delay (WD), is analyzed for various supply
voltages and temperatures for three technology nodes, i.e., 45nm,
32nm, and 22nm. The results show that as technology scales
down, BTI impact on write delay (i.e., its average and +/− 3σ
variations) increases; the 22nm design can degrade up to 1.9×
more than the 45nm design at nominal operation conditions. In
addition, the result shows that an increment in supply voltage
(i.e., from −10%Vdd to +10%Vdd) increases the relative write
delay during the operational lifetime. Furthermore, the results
show that a temperature increment accelerates the BTI induced
write delay significantly; while at 298K the degradation is up to
4.7%, it increases to 41.4% at 398K for the 22nm technology
node.

Index Terms—BTI, NBTI, PBTI, SRAM write driver

I. INTRODUCTION

In recent decades, CMOS technology has witnessed relent-
less downscaling [1]. Forces behind the trend are advance-
ments in the fabrication technology, introduction of novel
materials and evolution of architecture designs. However, for
circuits based on the current CMOS technology, reliability
failures have become a major bottleneck [1]–[3]. Bias Temper-
ature Instability (BTI) (i.e., Negative BTI in PMOS transistors
and Positive BTI in NMOS transistors) is a reliability failure
mechanism which affects the strength of MOS transistors by
increasing their threshold voltages and reducing their drain
current (Id) over the operational lifetime [4]–[6].

Static Random-Access Memories (SRAM) occupy a large
part of semiconductor systems and play a major role in the
silicon area, performance, and critical robustness [7]. An
SRAM system consists of cells array, and its peripherals
circuits such as column and row address decoders, control
circuits, sense amplifiers and write drivers. Many previous
work focused on the BTI SRAM cell array [8] and only a
few on the SRAM peripheral circuitry. For example, Binjie
et al. [9] investigated the NBTI impact on the degradation of
Static Noise Margin (SNM) and Write Noise Margin (WNM)
for the 6T SRAM cell. Kumar et al. [10] analyzed the impact
of NBTI on the read stability and SNM of SRAM cells. Bansal
et al. [11] analyzed the stability of an SRAM cell for worst-
case conditions and in the presence of NBTI and PBTI, both
individually and combined. Weckx et al. [12] investigated a
novel statistical based approach for workload dependent circuit
lifetime projections which focused on the degradation of SNM

metric for 6T SRAM cell. On the other hand, few authors have
focused on the reliability analysis of the periheral circuits.
Khan et al. [13] investigated the combined impact of partial
opens and BTI in SRAM address decoder. Menchaca et al.
[14] analyzed the BTI impact on different sense amplifier
designs implemented in 32nm technology node by using
failure probability (i.e., flipping a wrong value) as a reliability
metric. Agbo et al. [15] investigated the BTI impact on SRAM
drain-input latch type sense amplifier. In [16] the same authors
investigated the integral impact of BTI and voltage temperature
variations on SRAM Sense Amplifier. However, to our best
knowledge, no previous work focused on the BTI impact on
the write driver.

This paper focuses on the write driver design as it has
the vital role to ensure correct data is written to the cell
[17]. Although, it is obvious that BTI increases delay and
reduces memory reliability, the actual BTI impact on the write
driver still needs to be characterized. In this regard, the main
contributions of the paper are:

• Investigation of BTI impact on the write driver’s mean
write delay and its distribution.

• Analysis of BTI impact on the write driver at nominal
supply voltage for various technology nodes i.e., 45nm,
32nm, and 22nm, respectively; both nominal and high
temperature (i.e., 398K) are considered.

• Investigation of BTI impact for varying supply voltages
for the write driver design.

• Exploring BTI impact for varying temperatures for the
write driver’s write delay.

The results depict that with the downscaling of CMOS
technology, BTI impact on the write delay causes a significant
increment. Moreover, a temperature increase may lead to
alarming write delay increment; the impact must be properly
investigated to ensure robust and reliable write drivers.

The rest of the paper is organized as follows. Section II
introduces the BTI model and memory write driver. Section III
provides our analysis and simulation framework, and presents
the performed experiments. Section IV analyzes the result for
different technology nodes and various supply voltages and
temperatures. Finally, Section V concludes the paper

II. BACKGROUND

This section explains first the BTI mechanism. Afterwards,
it explains the functional model of an SRAM system. Finally,
it presents the behavior of the precharge circuit, SRAM 6T
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cell, and the analyzed write driver; the precharge and 6T cell
are part of the write operation.

A. Bias Temperature Instability

The Bias Temperature Instability (BTI) mechanism takes
place inside the MOS transistors and causes a threshold
voltage shift that impacts the delay negatively; its mechanism
is described below.

BTI Mechanism

BTI increases the absolute Vth value in MOS transistors.
For the PMOS, the negative Vth decreases while for the
NMOS the Vth increases. The increment in Vth in a PMOS
transistor that occurs under negative gate stress is referred to
as NBTI, and the decrement that occurs in an NMOS transistor
under positive gate stress is known as PBTI. For both MOS
transistors, there are two BTI phases, i.e., the stress phase and
the relaxation phase.
Recently, exhaustive efforts have been put to understand NBTI
[4], [5], [13], [18]. Kaczer et al. in [18] have analyzed NBTI
using an atomistic model. Alam et al. [4] have modeled NBTI
and presented the overall dynamics of NBTI as a reaction
diffusion process. The model is usable at a higher level such
as circuit level. In Kukner et al. in [17], both the atomistic
and RD models have been compared. In this work, we use the
atomistic model as its BTI predictions are more accurate than
these from the RD model [17]. We will briefly describe the
atomistic model next.

Atomistic Model

Kaczer et al. proposed the atomistic model in [19]. It is
based on the capture and emission of single traps during
stress and relaxation phases of NBTI/PBTI respectively. The
threshold voltage shift of the device ΔVth is the accumulated
results of all the capture and emission of carriers in gate oxide
defect traps. The probabilities of the defect occupancy in case
of capture PC and emission PE are defined by

PC(tSTRESS) =
τe

τc + τe

{
1 − exp

[
−(

1

τe
+

1

τc
)tSTRESS

]}
(1)

PE(tRELAX) =
τc

τc + τe

{
1 − exp

[
−(

1

τe
+

1

τc
)tRELAX

]}
(2)

where τc and τe are the mean capture and emission time
constants, and tSTRESS and tRELAX are the stress and
relaxation periods, respectively. Furthermore, BTI induced Vth
is an integral function of Capture/Emission Time CET map
[20], workloads, duty factor and transistor dimensions, which
gives the mean number of available traps in each device.

B. Memory model

A memory system comprises memory cell array, row and
column address decoders, read/write circuitry, input/output
data registers and control logic as depicted in functional model
of SRAM system in Fig. 1. [21]. The main focus of this
paper is the SRAM write driver; in addition, the precharge
and SRAM circuit will be also explained as they effect the
write operation.

Fig. 1. Functional model of SRAM system

Figure 2 shows the simulation model which is divided into
three parts (i.e., precharge circuitry, 6T cell, and the write
driver). These parts will be explained below. To be able to read
correct data (i.e., either a one or zero) from a memory cell,
first valid data must be written into the cell. The circuit that is
responsible for correct writing of data into the memory cell is
called the write driver. A possible implementation of the write
driver is shown in the bottom of Fig. 2. The write operation
starts with the precharge circuit that precharges both bit-lines
(i.e., Bl and BLBar). Subsequently, the write driver forces one
of the bit-lines to zero, while maintaining the precharged value
on the other bit-line. After sometime, when the word line of
the cell is activated, the cell’s internal state takes over the
written values on BL and BLBar.

Precharge circuit

The precharge consists of three PMOS transistors connected
to the bit lines (i.e., BL and BLBar). The differential bit lines
are connected to the cell and these bit lines are precharged to
high state in typical high-performance memory.

SRAM 6T cell

The SRAM 6T cell consists of six transistors (i.e., two pull-
up (PMOS), two pull-down (NMOS), and two pass (NMOS)
transistors) which is the basic building block of any memory
cell. An SRAM cell has a bistable circuit characteristics which
implies that it can be driven into one of the two states and still
retains its state as the power goes on.

Write driver

The write driver [21] consists of two pass transistors (i.e.,
NMOS) and two inverter circuitry. The pass transistors are the
transfer device of an SRAM cell, which effectively drives a
logic zero but not a logic one. The write operation is realized
by writing a zero into either BL or BLBar. Thereafter, the
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Fig. 2. Simulation setup.

Fig. 3. Analysis framework.

cross-coupled inverters of the cell change the logic zero to
a logic one at the other storage node. Then, when the write
enable (i.e., WE) signal is activated, the data is transfered to
the BLs. Since, forcing a strong zero into one of the BLs is
the main target, the PMOS and NMOS devices may be equally
sized.

III. ANALYSIS FRAMEWORK

In this section, the analysis framework and the conducted
experiments are presented.

A. Framework Flow

Figure 3 depicts our generic framework to evaluate the
BTI impact on the considered memory write driver circuitry.
Next, its inputs, processing and output blocks are described.

Input: The general input blocks of the framework are the
technology library, memory write driver design, and BTI input
parameters. They are explained as follows.

• Technology library: In this work we use three technology
nodes; they are 45nm, 32nm, and 22nm PTM library [22].
Note that in general any library card can be used.

• WD design: Generally, all write driver design can be used.
In this paper we focus only on the typical write driver
(WD) shown in fig. 2. and is described by a SPICE netlist.

• BTI parameters: The BTI induced degradation depends
strongly on the stress time duration. The stress time
defines how long the workload sequence is being applied.
The workload sequence is assumed to be replicated until
the age time is reached. The workload assumed in this
experiment is based on a 50% duty factor for each
transistor of the WD.

• TV: This block specifies the temperature and voltage;
each is explained next.

A. Temperature

Temperature variation is an important factor in BTI in-
duced degradation of SRAM write drivers write delay. For
instance, MOS transistors threshold voltage reduces as
temperature increases. In this paper, we restrict ourselves
to temperatures Nominal T1 = 298K, T2 = 348K, and T3

= 398K.

B. Voltage

Supply voltage variations can impact the write delay
significantly as it impacts the operational speed. In ad-
dition, variation in supply voltage also affects the oxide
field (capacitance) inside the transistors and subsequently
the BTI impact. In this paper, we restrict ourselves to
three supply voltages: V1 = -10%Vdd, V2 = Nominal Vdd,
and V3 = = +10%Vdd. Note that the nominal Vdd for
45nm is 1.0V while 0.9V for 32nm and 0.8V for 22nm
technology.

Processing:
Based on the transistor dimensions and the other specified

inputs, the Control script (perl) generates several instances
of the BTI augmented SRAM write driver. Every generated
instance has a distinct number of traps (with their unique
timing constants) in each transistor, and are incorporated in
a Verilog-A module of the WD netlist. The module responds
to the every individual trap, and alters the transistors concerned
parameters such as Vth. After inserting BTI in every transistor
of the WD design, a Monte Carlo (MC) is performed at
different time steps (100 runs at each time step) where
circuit simulator (HSPICE/Spectre) is used to measure the BTI
impact. In this paper, our analysis focus on both the mean
write delay (denoted by diamond marker in the figure) and its
distribution (i.e., +/-3σ denoted by the edges of the vertical
lines in the figure).
Output: Finally, statistical post-analysis of the results are
performed for varying supply voltages and temperatures in
MATLAB environment. The raw outputs are measured directly
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Fig. 4. Metric diagram of Write delay.

from HSPICE/Spectre and measure the write delay. The write
delay metric is determined when the trigger signal (i.e., write
enable input signal) reaches 50% of the supply voltage and
the target (i.e., either bl or blcmp falling output signal)
reaches 50% of the supply voltage while the initial conditions
of the cell flips to the correct state of the Bit lines. The
difference between the target and the trigger results in write
delay as shown in Fig. 4. Furthermore, the impact of the BTI
degradation is measured relatively to the case where no BTI
is present.

B. Experiments Performed

In this paper, four sets of experiments are performed. These
experiments are described below:
1. BTI Impact Experiments: The BTI impact on the write
delay is investigated for different lifetime.
2. Technology Dependent Experiments: The BTI impact
on the write delay for three technology nodes at nominal
voltage (i.e., 22nm, 32nm, and 45nm) is investigated. This
is performed at nominal and high temperature (i.e., 398K).
3. Supply voltage Dependent Experiments: The BTI impact
on the write delay for various supply voltages (i.e., from -10%
to +10% Vdd) is explored.
4. Temperature Dependent Experiments: The BTI impact
on the write delay for various temperatures (i.e., 298K, 348K
and 398K) is investigated.

IV. EXPERIMENTAL RESULTS
In this section, we present the analysis results of the

experiments mentioned in the previous section.

A. BTI Impact Experiments

Figure 5 shows the absolute mean write delay (denoted by
diamond markers) and its distribution, i.e., +/− 3σ (denoted
by the edges of the vertical lines) w.r.t. aging up to 3 years
degradation (108s) for the write driver.
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Fig. 5. BTI impact on Write delay for 22nm technology.
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Fig. 6. BTI impact on Write delay for various technology nodes.

The figure shows that the write delay increases over time.
For example, the delay increases up to 4.7% in 3 years.
The figure also shows that the degradation of the distribution
widens over time. For example, the write delay +3σ variation
increases from 0.6ps to 1.3ps in 3 years.

B. Technology Dependent Experiments

Figure 6 depicts the absolute BTI induced write delay (i.e.,
its mean and distribution) for the three technology nodes (i.e.,
45nm, 32nm, and 22nm) at 298K. The figure shows that all
the technology nodes follow the same trends. The smaller the
technology node, the higher the relative impact and the wider
the +3σ variation. For example, after 3 years operational
lifetime, the BTI induced relative degradation is 2.82% for
45nm while 3.94% for 32nm node and only 4.95% for 22nm
node. In addition, the figure shows that the write delay after
108s for 22nm is the fastest when compared to 32nm and
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Fig. 7. BTI impact on Write delay for various technology nodes at 398K.

45nm nodes. For example, after 3 years, the absolute delay
degradation for 22nm is up to 1.11× faster than 32nm and
only 1.15× faster than 45nm. The figure also shows that the
distribution of the degradation is the widest for the lower
nodes irrespective of the operational time. For example, after
an operation of 108s, the BTI induced distribution (i.e., +3σ
variation) is 1.3ps for 22nm while 0.8ps and 0.4ps for 32nm
and 45nm, respectively. More importantly, the figure shows
that after 107s the worst case, 22nm drivers (i.e., the slowest
ones) become even slower than the worst case drivers of
32nm and 45nm.

Figure 7 shows the BTI induced degradation for different
technology nodes at 398K. The figure also shows that the
mean BTI induced write delay for 22nm nodes overlaps 32nm
and 45nm nodes after an operation of 106s to 107s; the
mean write delay is 5% higher for 22nm at 108s over 32nm
and 45nm. In addition, the same trend is observed for write
delay distribution (i.e., +3σ variation) at 398K. Hence, the
degradation distribution is the widest for lower node (i.e.,
22nm) at higher temperature.

C. Supply Voltage Dependent Experiments

Figure 8 shows the absolute BTI induced write delay (i.e.,
average and +/-3σ distribution) for various supply voltages
for the write driver design. At 100s, when the devices are
still fresh, the write driver operates faster at higher Vdd. For
example, after an operation of 100s the absolute write delay is
16.0ps for +10% Vdd, and 18.2ps for nominal Vdd while 21.7ps
for -10% Vdd. The figure also shows that the BTI induced write
delay increases irrespective of supply voltage considered. For
example, after an operation of 100s, the degradation is 21.7ps
and 22.6ps at 108s for -10% Vdd, while for 100s is 18.2ps
and 19.1ps at 108s for nominal Vdd, and only 16.0ps at 100s
and 17.1ps at 108s for +10% Vdd, which shows % increment
of 4.0% for -10%Vdd, while 4.7% and only 6.8% for nominal
Vdd and +10%Vdd, respectively. It is worth noting that the
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Fig. 8. BTI impact on write delay for varying supply voltages.
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Fig. 9. BTI impact on write delay for varying temperatures.

increase in supply voltage reduces the BTI induced write delay
in absolute terms while increases the degradation in relative
terms.

The figure also shows that the distribution of the degradation
(i.e., +3σ variation) widens as the supply voltage reduces from
+10% Vdd to -10% Vdd. For example, after an operation of
108s the +3σ spread equals 1.5ps for +10%Vdd and 1.3ps
for nominal Vdd while 1.2ps for -10%Vdd; at +10% Vdd this
is 1.25× higher than at -10% Vdd, while at nominal Vdd is
1.08× higher than at -10% Vdd.

D. Temperature Dependent Experiments

Figure 9 shows the absolute BTI induced degradation (i.e.,
average and +/-3σ distribution) for three temperatures (i.e.,
T1 = 298K, T2 = 348K, and T3 = 398K) for the write driver
design. The figure shows that an increase in temperature
increases the BTI induced write delay. For example, after
an operation of 100s the absolute write delay degradation
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is 18.2ps for 298K and 21.9ps for 348K while 26.5ps for
398K. Furthermore, after an operation of 108s the BTI induced
degradation is 19.1ps for 298K and 25.8ps for 348K while
37.5ps for 398K which is about 4.7% for 298K and 17.9%
for 348K while 41.4% for 398K.

The figure also shows that the degradation distribution (i.e.,
+3σ) widens as the temperature increases from 298K to 398K.
For example, after an operation of 108s the +3σ spread equals
1.2ps for 298K and 2.1ps for 348K, while 3.6ps for 398K; at
398K this is 3× higher than at 298K and at 348K only 1.75×
higher than at 298K.

E. Discussion

Memory write driver robustness and reliability are very vital
for the overall design of memory systems. The presented anal-
ysis show that the BTI induced write delay and its distribution
of the write driver design is a function of technology, supply
voltage, and temperature etc. Evaluating the simulation results
with respect to degradation and its variations (i.e., +/-3σ) we
conclude the following:

• At lower nodes (i.e., 22nm) the write delay degradation is
the worst when compared to other technologies reported
in this work; this indicates that BTI may be a serious
concern and it may lead to read failures at a lower
technology nodes. Moreover, the degradation variation at
both corners (i.e., +/ − 3σ) of the Planar node is the
widest for the 22nm irrespective of the operational life-
time considered, when compared with higher technology
nodes. This variation is very crucial and require urgent
mitigation technique to address it.

• The degradation increases with decrease in power supply
in absolute terms irrespective of the operational life-
time and the distribution follows the same path as the
degradation; this implies that at higher power supply, the
degradation reduces in absolute terms. However, the mean
degradation follows an opposite path in relative terms
while the distribution remains the same.

• The degradation and its distribution are worst at a higher
temperature (i.e., 398K); this is applied to both absolute
and relative terms. The degradation is up to 37.5ps while
its distribution is up to 6.8ps at 108s operational time.

• The degradation analysis of the memory sub-circuits (i.e.,
cell, sense amplifier (SA), write driver, etc.) show that SA
degrades the most i.e., up to 2.72× more than the write
driver while 16.2× more than the cell using various delay
metrics i.e., sensing delay for SA, and swing delay for the
cell [23]; while write delay for the write driver presented
in this work.

• The analysis of BTI on write driver design necessitate
understanding and quantifying the aging rate for different
parts of memory systems for optimal and reliable SRAM
systems.

V. CONCLUSION

This paper investigates the impact of Bias Temperature
Instability (BTI) for memory write driver for different tech-

nologies while considering various supply voltages and tem-
peratures. First, BTI impact increases the write delay and its
distributions as the technology nodes scales down causing the
memory write driver to be less reliable and robust. Second,
increase in supply voltage per technology node compensate
the write delay and its variation in absolute terms causing
the write driver to be more robust and reliable while this is
not the case when viewed from the relative terms point of
view. Third, increase in temperature increases the degradation
and widens its distribution. These results are validated with
HSPICE/Spectre.
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5
CONCLUSION

5.1 SUMMARY

5.2 FUTURE RESEARCH DIRECTIONS

This chapter summarizes the comprehensive achievements of this dissertation and un-
derlines some future research directions. Section 5.1 presents a summary of the main
conclusions presented in this dissertation. Section 5.2 provides the future research di-
rections.
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5.1. SUMMARY

Chapter 1, "Introduction", briefly motivates why the study of memory reliability is cru-
cial in nano scale era. It describes transistor scaling; and the way it affects the variability
and reliability of transistors. In addition, it briefly classifies various sources of variability
such as time-zero and time-dependent variations. It shows that there are various types
of time-dependent variability and the most important one is Bias temperature instabil-
ity (BTI). BTI presents few opportunities such as reduction in static power consumption
while it has a lot of drawbacks.

Chapter 2, "Analysis of aging impact on various memory sense amplifiers", discusses
the impact of BTI on memory sense amplifier (SA) which covers two well known aging
models and several SA designs. First, it presents a comparative study of the impact of
reaction diffusion (RD) and Atomistic trap-based BTI models on the memory sense am-
plifier. It provides the background for the memory sense amplifier, the BTI models, and
the analysis framework. Furthermore, it presents the temporal impact of BTI on sensing
delay for the two models on SA design for various stress periods, while taking into ac-
count various workloads (applications) and supply voltages.

Second, it discusses the impact of BTI on drain-input latch type SA. It presents the back-
ground on SA, BTI model, and the analysis framework which covers the sensing delay
and sensing voltage metrics used in this work. It also presents the impact of BTI on sens-
ing delay and sensing voltage of the memory sense amplifier while taking into account
various technology nodes such as 90, 65, and 45 nm and various supply voltages. The
chapter shows the both metrics (i.e., sensing delay and sensing voltage metrics) leading
to clear tradeoff between power and robustness.

Third, it presents the characterization of the integral impact of BTI while considering
process, voltage, and temperature (PVT) variations on the memory sense amplifier for
various technology nodes such as 45, 32, 22, and 16 nm. It also provides background of
the standard latch type SA and the RD model. Furthermore, it gives the analysis frame-
work, the workloads, and the performance metric. Moreover, it presents the impact of
BTI as well as impact of BTI combined with PVT on sensing delay of the memory sense
amplifier, while taking into account various workloads, technology nodes, supply volt-
ages, and temperatures.

Fourth, it proposes an accurate methodology to investigate the impact of both time-
zero and time-dependent fluctuations on the offset voltage specification of a memory
SA design for 45 nm, and provides thorough flow of the proposed technique for the off-
set voltage specification of the SA. In addition, it covers the sensitivity analysis of the
offset voltage specification for all the process corners; it presents the impact of process
variation on the offset voltage. In addition, it presents the impact of combined effect of
process and BTI variation on the offset voltage specification, and presents the failure rate
analysis for the nominal process corner. Most of the analysis done in this chapter takes
the different supply voltages, temperatures, and workloads into consideration. The pro-
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posed technique in this chapter provides designers a favorable way of determining the
offset voltage specification, and helps them in making adequate design choices depen-
dent on the applications and environmental conditions.

The chapter also discusses a comparative study of the impact of BTI on three memory
SAs for 45nm technology node. It presents the framework analysis flow and the SA off-
set specification technique, and covers the impact of BTI on sensing delay of three SA
designs for various supply voltages and temperatures. On top of that, it explores the im-
pact of technology scaling on sensing delay degradation of a high performance SA. The
results indicate that designing for reliability is not only strongly workload dependent,
but also technology node dependent.

Chapter 3, "Investigation of Read path aging", focuses on the analysis of the impact of
BTI on the memory read path. It presents the metrics used for the analysis such as bit-
line swing and sense amplifier sensing delay for four different combinations of the work-
loads.

The chapter also proposes an adequate technique to quantify and mitigate the aging on
the read path of a high performance memory design for various supply voltages, tem-
peratures, workloads, and technology nodes. On top of that, it presents the impact of
BTI on dynamic energy for different device strengths. Finally, it analyzes the impact of
BTI on cell stability of HSNM, RSNM, and WTP while considering both nominal cell size
and halve cell size.

Chapter 4, "Investigation of Write path aging", focuses on the analysis of the BTI on the
memory write driver. Memory write driver is very important to ensure that correct data
is written into the cell array. Therefore, understanding, characterization, and analysis
of the actual impact of BTI is required. Our analysis takes into account various tech-
nologies, supply voltages, and temperatures and it was validated with HSPICE/Spectre
simulations.

5.2. FUTURE RESEARCH DIRECTIONS

Several research directions are proposed to further extend some aspects of topics ad-
dressed in this dissertation. The research directions are categorized into two main sub-
sections, 5.2.1 and 5.2.2 which present memory aging modeling and mitigation schemes,
respectively. They are explained next.

5.2.1. MEMORY AGING MODELING

The scaling of CMOS technology has given rise to reliability issues. But the most re-
searched reliability issue is the Bias Temperature Instability that impacts both logic and
memory circuits. However, there are other aging failure mechanisms such as Hot Car-
rier Injection (HCI), Time Dependent Dielectric Breakdown (TDDB), Electro-Migration
(EM) and so on. These failure mechanisms also impact the reliability of devices, inter-
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connects, and memory circuits. In addition, the impact of such mechanisms on different
memory technologies and designs are not covered in this work. Some future research
topics on memory reliability modeling are given next.

• Consider the impact of other failure mechanisms: The impact of Bias Temper-
ature Instability on embedded memories has been simulated and analyzed for
various experiments while other failure mechanisms are yet to be explored. The
simulation and analysis of the impact of HCI, TDDB, and EM failure mechanisms,
irrespective of the circuitry can be investigated. Moreover, performing the aging
analysis using these models will reveal the extent of their impact to any specific cir-
cuit while considering an appropriate mitigation scheme to compensate for these
impacts.

• Impact on other technology nodes and designs: The degradation of IC may not
be only CMOS technology scaling dependent; it may also depend on other process
technologies, and designs.

– Most prior work has analyzed the impact of aging for sub-100 nm technology
nodes up to 22 nm while other newer technology nodes such as sub-14 nm
and 7 nm technology nodes are yet to be explored. As a result, it is crucial to
investigate the aging of these lower technology nodes so as to provide data to
the memory system designers.

– Prior work mostly has focused on Planar CMOS; limited work exists on Fin-
FET technology nodes and other process technologies such as Silicon-on-
Insulator (SOI), Fully depleted Silicon-on-Insulator (FDSOI) and so on; these
need more attention especially for smaller nodes. On top of that, below 14
nm, the device stacks and cell as well as periphery circuits are further chang-
ing due to the added boosters. That will require also major research effort in
the future. Obviously, the dependency on supply voltages fluctuations, tem-
peratures, and workloads have to be investigated. This is important for the
memory designer to make vital decisions with respect to other process tech-
nology nodes.

– Exploring the aging of new and/or emerging new memory architecture/design
is of equal importance as well. The aging analysis of this dissertation was
mainly on the memory systems with a particular focus on 6T cell architec-
ture. The analysis of aging on the new memory design with different cell
structures such as 4T, 8T, and so on, while taking into account circuit level
structure (e.g., scalability and size), parametric, and data dependency (e.g.,
application and PVT), need still to be fully explored.

• Analysis of the whole memory system: The memory system is made up of the cell
array, sense amplifier, write drivers, row and column decoders, control timing cir-
cuit, and so on. Therefore, it is crucial to understand the interaction between these
components and how they contribute to the overall memory degradation. E.g.,
that an individual memory component is the most sensitive to aging may not nec-
essarily mean that that component is the major or / most contributor to the overall
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memory aging. Hence, the need of the analysis of the impact of different reliability
failure mechanisms on the entire memory systems and how the individual mem-
ory components interact with each other while taking into account various supply
voltages, temperatures and workloads is of great importance for optimal designs.

5.2.2. MITIGATION SCHEMES

The purpose of reliability modeling is to better understand the degradation in order
to come up with appropriate mitigation schemes that could extend the lifetime of the
memory system and/or reduce the in-field failure rate. There are two major types of
mitigation schemes and these includes functional and parametric mitigation schemes.
Moreover, functional mitigation technique makes use of adding hardware modules ei-
ther with same functionality or different functionality while performing parallel execu-
tion or switching to spare module when the parallel module fails, (for example, adaptive
resource management) while parametric mitigation technique makes use of either static
or dynamic adjustment of supply voltage, temperature, frequency margins and etc., so
as to compensate the degradation due to Aging. In summary, there are three types of
mitigation schemes that could be explored.

• Static: The static mitigation approaches compensate for aging using a fixed scheme.
For example, device resizing, fixed supply voltage and frequency margins, and bal-
ancing paths based on predicted degradation due to aging are commonly used
schemes. However, these schemes typically come with an additional cost both in
terms of area and performance due to over-design. The results in this disserta-
tion show that the degradation strongly depends on the workload, temperature
and applied voltage. Therefore, the question is whether a static scheme is the right
approach to take in addressing the degradation of memory systems. One possible
approach is to make a trade-off between the different techniques and select dif-
ferent mitigation techniques for the different parts of the memory. Nevertheless,
the effectiveness of the static schemes remains limited as they require an accurate
aging precision.

• Dynamic adaptation: Mitigation techniques based on dynamic adaptation com-
pensate the degradation while taking the severeness of aging into account at run-
time. Such schemes consist typically of a monitoring circuit that measures the
degradation and an actuator that adjust key system parameters such as operat-
ing voltage and frequency. Examples are dynamic voltage and frequency scaling,
adaptive body biasing, bit-flipping techniques compensate for aging at run-time.
As the degradation strongly depends on the supply voltage, temperature and work-
load, dynamic adaptation schemes might be the right step to take in addressing
the reliability issues faced by the memory system. This requires however an ac-
ceptable overhead.

• Adaptive resource management: The adaptive resource management mitigation
schemes focus on balancing aging based on available resources. These schemes
can also be applied to the memory system. Typically, a memory system consists
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of multiple smaller arrays. One or multiple of these smaller arrays could be used
as a redundant element. By powering down different sub-arrays over time, the
overall lifetime of the memory can be extended. Key questions to investigate are
the frequency of activating and disabling sub-arrays, how long the recovery should
take, and how to maintain data integrity. On top of that, the benefits and cost
overhead of such schemes need also to be investigated.



REFERENCES

[1] G. E. Moore, “Cramming more components onto integrated circuits,” Proceedings
of the IEEE, vol. 86, no. 1, pp. 82–85, Jan 1998.

[2] S. Hamdioui, D. Gizopoulos, G. Guido et al., “Reliability challenges of real-time
systems in forthcoming technology nodes,” in 2013 Design, Automation Test in
Europe Conference Exhibition (DATE), March 2013, pp. 129–134.

[3] G. Groeseneken, R. Degraeve, B. Kaczer et al., “Trends and perspectives for electri-
cal characterization and reliability assessment in advanced cmos technologies,”
in 2010 Proceedings of the European Solid State Device Research Conference, Sep
2010, pp. 64–72.

[4] R. H. Dennard, F. H. Gaensslen, V. L. Rideout et al., “Design of ion-implanted mos-
fet’s with very small physical dimensions,” IEEE Journal of Solid-State Circuits,
vol. 9, no. 5, pp. 256–268, Oct 1974.

[5] R. H. Dennard, F. H. Gaensslen, V. L. Rideout et al., “Design of ion-implanted mos-
fet’s with very small physical dimensions,” IEEE Journal of Solid-State Circuits,
vol. 9, no. 5, pp. 256–268, Oct 1974.

[6] S. H. Kukner, Bias Temperature Instability in CMOS Digital Circuits from Planar to
FinFET Nodes. Ph.D Thesis Katholieke Universiteit Leuven, 2015.

[7] J. Franco, B. Kaczer, and G. Groeseneken, Reliability of High Mobility SiGe Channel
MOSFETs for Future CMOS Applications, 1st ed. Springer Science+Business Media
Dordrecht: Springer Netherlands, 2014.

[8] E. Ungersboeck, V. Sverdlov, H. Kosina et al., “Strain engineering for cmos devices,”
in 2006 8th International Conference on Solid-State and Integrated Circuit Technol-
ogy Proceedings, Oct 2006, pp. 124–127.

[9] K. Mistry, C. Allen, C. Auth et al., “A 45nm logic technology with high-k+metal gate
transistors, strained silicon, 9 cu interconnect layers, 193 nm dry patterning, and
100% pb-free packaging,” in 2007, IEEE International Electron Devices Meeting,
Dec 2007, pp. 247–250.

[10] S. Natarajan, M. Armstrong, M. Bost et al., “A 32nm logic technology featur-
ing 2nd-generation high-k + metal-gate transistors, enhanced channel strain and
0.171µm2 sram cell size in a 291mb array,” in 2008 IEEE International Electron De-
vices Meeting, Dec 2008, pp. 1–3.

117



118 REFERENCES

[11] S. Natarajan, M. Agostinelli, S. Akbar et al., “A 14nm logic technology featuring
2nd-generation finfet, air-gapped interconnects, self-aligned double patterning
and a 0.0588µm2 sram cell size,” in 2014 IEEE International Electron Devices Meet-
ing, Dec 2014, pp. 3.7.1–3.7.3.

[12] C. Auth, C. Allen, A. Blattner et al., “A 22nm high performance and low-power cmos
technology featuring fully-depleted tri-gate transistors, self-aligned contacts and
high density mim capacitors,” in 2012 Symposium on VLSI Technology (VLSIT),
June 2012, pp. 131–132.

[13] M. Bohr, “A 30 year retrospective on dennard’s mosfet scaling paper,” IEEE Solid-
State Circuits Society Newsletter, vol. 12, no. 1, pp. 11–13, Winter 2007.

[14] P. M. Ferreira, H. Cai, and L. Naviner, “Reliability aware ams/rf performance opti-
mization,” in Performance Optimization Techniques in Analog, Mixed-Signal, and
Radio-Frequency Circuit Design, 2014, pp. 1–26.

[15] T. Mak, “Is cmos more reliable with scaling?” in CRC IEEE BAST workshop, 2003,
pp. 1–17.

[16] T. Grasser, B. Kaczer, W. Goes et al., “Recent advances in understanding the bias
temperature instability,” in 2010 International Electron Devices Meeting, Dec 2010,
pp. 4.4.1–4.4.4.

[17] T. Grasser, B. Kaczer, W. Goes et al., “The paradigm shift in understanding the bias
temperature instability: From reaction-diffusion to switching oxide traps,” IEEE
Transactions on Electron Devices, vol. 58, no. 11, pp. 3652–3666, Nov 2011.

[18] B. Kaczer, T. Grasser, P. J. Roussel et al., “Origin of nbti variability in deeply scaled
pfets,” in 2010 IEEE International Reliability Physics Symposium, May 2010, pp.
26–32.

[19] X. Wang, A. R. Brown, B. Cheng et al., “Statistical variability and reliability in
nanoscale finfets,” in 2011 International Electron Devices Meeting, Dec 2011, pp.
5.4.1–5.4.4.

[20] O. S. Unsal, J. W. Tschanz, K. Bowman et al., “Impact of parameter variations on
circuits and microarchitecture,” IEEE Micro, vol. 26, no. 6, pp. 30–39, Nov 2006.

[21] M. Nourani and A. Radhakrishnan, “Testing on-die process variation in nanometer
vlsi,” IEEE Design Test of Computers, vol. 23, no. 6, pp. 438–451, June 2006.

[22] S. Ghosh and K. Roy, “Parameter variation tolerance and error resiliency: New de-
sign paradigm for the nanoscale era,” Proceedings of the IEEE, vol. 98, no. 10, pp.
1718–1751, Oct 2010.

[23] S. K. Saha, “Modeling process variability in scaled cmos technology,” IEEE Design
Test of Computers, vol. 27, no. 2, pp. 8–16, March 2010.



REFERENCES 119

[24] J. Bastos, M. S. J. Steyaert, A. Pergoot et al., “Influence of die attachment on mos
transistor matching,” IEEE Transactions on Semiconductor Manufacturing, vol. 10,
no. 2, pp. 209–218, May 1997.

[25] Y. Ohnari, A. A. Khan, A. Dutta et al., “Die-to-die and within-die variation extrac-
tion for circuit simulation with surface-potential compact model,” in 2013 IEEE
International Conference on Microelectronic Test Structures (ICMTS), March 2013,
pp. 146–150.

[26] P. Yang, D. E. Hocevar, P. F. Cox et al., “An integrated and efficient approach for
mos vlsi statistical circuit design,” IEEE Transactions on Computer-Aided Design of
Integrated Circuits and Systems, vol. 5, no. 1, pp. 5–14, Jan 1986.

[27] N. Herr and J. J. Barnes, “Statistical circuit simulation modeling of cmos vlsi,” IEEE
Transactions on Computer-Aided Design of Integrated Circuits and Systems, vol. 5,
no. 1, pp. 15–22, Jan 1986.

[28] S. Ghosh and K. Roy, “Parameter variation tolerance and error resiliency: New de-
sign paradigm for the nanoscale era,” Proceedings of the IEEE, vol. 98, no. 10, pp.
1718–1751, Oct 2010.

[29] A. Asenov, A. R. Brown, J. H. Davies et al., “Simulation of intrinsic parameter fluc-
tuations in decananometer and nanometer-scale mosfets,” IEEE Transactions on
Electron Devices, vol. 50, no. 9, pp. 1837–1852, Sep 2003.

[30] A. Asenov, “Simulation of statistical variability in nano mosfets,” in 2007 IEEE Sym-
posium on VLSI Technology, June 2007, pp. 86–87.

[31] P. A. Stolk and D. B. M. Klaassen, “The effect of statistical dopant fluctuations on
mos device performance,” in International Electron Devices Meeting. Technical Di-
gest, Dec 1996, pp. 627–630.

[32] D. J. Frank, Y. Taur, M. Ieong et al., “Monte carlo modeling of threshold varia-
tion due to dopant fluctuations,” in 1999 Symposium on VLSI Technology. Digest
of Technical Papers (IEEE Cat. No.99CH36325), June 1999, pp. 169–170.

[33] H. Mahmoodi, S. Mukhopadhyay, and K. Roy, “Estimation of delay variations due
to random-dopant fluctuations in nanoscale cmos circuits,” IEEE Journal of Solid-
State Circuits, vol. 40, no. 9, pp. 1787–1796, Sep 2005.

[34] G. Roy, A. R. Brown, F. Adamu-Lema et al., “Simulation study of individual
and combined sources of intrinsic parameter fluctuations in conventional nano-
mosfets,” IEEE Transactions on Electron Devices, vol. 53, no. 12, pp. 3063–3070, Dec
2006.

[35] Y. Ye, F. Liu, M. Chen et al., “Statistical modeling and simulation of threshold vari-
ation under random dopant fluctuations and line-edge roughness,” IEEE Trans-
actions on Very Large Scale Integration (VLSI) Systems, vol. 19, no. 6, pp. 987–996,
June 2011.



120 REFERENCES

[36] Y. Li, C. H. Hwang, and T. Y. Li, “Random-dopant-induced variability in nano-cmos
devices and digital circuits,” IEEE Transactions on Electron Devices, vol. 56, no. 8,
pp. 1588–1597, Aug 2009.

[37] A. R. Brown, N. Daval, K. K. Bourdelle et al., “Comparative simulation analysis of
process-induced variability in nanoscale soi and bulk trigate finfets,” IEEE Trans-
actions on Electron Devices, vol. 60, no. 11, pp. 3611–3617, Nov 2013.

[38] K. J. Kuhn, M. D. Giles, D. Becher et al., “Process technology variation,” IEEE Trans-
actions on Electron Devices, vol. 58, no. 8, pp. 2197–2208, Aug 2011.

[39] K. J. Kuhn, “Reducing variation in advanced logic technologies: Approaches to
process and design for manufacturability of nanoscale cmos,” in 2007 IEEE In-
ternational Electron Devices Meeting, Dec 2007, pp. 471–474.

[40] P. Oldiges, Q. Lin, K. Petrillo et al., “Modeling line edge roughness effects in sub 100
nanometer gate length devices,” in 2000 International Conference on Simulation
Semiconductor Processes and Devices (Cat. No.00TH8502), 2000, pp. 131–134.

[41] A. Asenov, S. Kaya, and A. R. Brown, “Intrinsic parameter fluctuations in de-
cananometer mosfets introduced by gate line edge roughness,” IEEE Transactions
on Electron Devices, vol. 50, no. 5, pp. 1254–1260, May 2003.

[42] B. Cheng, A. R. Brown, X. Wang et al., “Statistical variability study of a 10nm gate
length soi finfet device,” in 2012 IEEE Silicon Nanoelectronics Workshop (SNW),
June 2012, pp. 1–2.

[43] H.-W. Kim, J.-Y. Lee, J. Shin et al., “Experimental investigation of the impact of
lwr on sub-100-nm device performance,” IEEE Transactions on Electron Devices,
vol. 51, no. 12, pp. 1984–1988, Dec 2004.

[44] S. Mori, T. Morisawa, N. Matsuzawa et al., “Reduction of line edge roughness in the
top surface imaging process,” Journal of Vacuum Science & Technology B, vol. 16,
no. 6, pp. 3739–3743, Sep 1998.

[45] V. R. Manfrinato, L. Zhang, H. D. D. Su et al., “Resolution limits of electron-beam
lithography toward the atomic scale,” Nano Letters, vol. 13, no. 4, pp. 1555–1558,
March 2013.

[46] X. Wang, A. R. Brown, N. Idris et al., “Statistical threshold-voltage variability in
scaled decananometer bulk hkmg mosfets: A full-scale 3-d simulation scaling
study,” IEEE Transactions on Electron Devices, vol. 58, no. 8, pp. 2293–2301, Aug
2011.

[47] A. R. Brown, N. M. Idris, J. R. Watling et al., “Impact of metal gate granularity on
threshold voltage variability: A full-scale three-dimensional statistical simulation
study,” IEEE Electron Device Letters, vol. 31, no. 11, pp. 1199–1201, Nov 2010.



REFERENCES 121

[48] A. R. Brown, G. Roy, and A. Asenov, “Poly-si-gate-related variability in de-
cananometer mosfets with conventional architecture,” IEEE Transactions on Elec-
tron Devices, vol. 54, no. 11, pp. 3056–3063, Nov 2007.

[49] A. Asenov and S. Saini, “Polysilicon gate enhancement of the random dopant in-
duced threshold voltage fluctuations in sub-100 nm mosfets with ultrathin gate
oxide,” IEEE Transactions on Electron Devices, vol. 47, no. 4, pp. 805–812, April
2000.

[50] A. Asenov, S. Kaya, and J. H. Davies, “Intrinsic threshold voltage fluctuations in
decanano mosfets due to local oxide thickness variations,” IEEE Transactions on
Electron Devices, vol. 49, no. 1, pp. 112–119, Jan 2002.

[51] P. Andrei and I. Mayergoyz, “Quantum mechanical effects on random oxide thick-
ness and random doping induced fluctuations in ultrasmall semiconductor de-
vices,” Journal of Applied Physics, vol. 94, no. 11, pp. 7163–7172, Nov 2003.

[52] M. Niwa, T. Kouzaki, K. Okada et al., “Atomic-order planarization of ultrathin s i
o 2 / s i (001) interfaces,” Japanese Journal of Applied Physics, vol. 33, no. 1S, pp.
388–394, Nov 1994. [Online]. Available: http://stacks.iop.org/1347-4065/33/i=1S/
a=388

[53] C. Shin, Variation-Aware Advanced CMOS Devices and SRAM. Springer Sci-
ence+Business Media Dordrecht 2016, 2016.

[54] N. Weste and D. Harris, CMOS VLSI Design: A Circuits and Systems Perspective,
4th ed. USA: Addison-Wesley Publishing Company, 2010.

[55] ITRS, “International technology roadmap for semiconductor 2013,
www.itrs.net/common/2013 update/2013 update.htm,” SIA, 2013.

[56] S. S. Sapatnekar, “Overcoming variations in nanometer-scale technologies,” IEEE
Journal on Emerging and Selected Topics in Circuits and Systems, vol. 1, no. 1, pp.
5–18, March 2011.

[57] R. Wang, J. Dunkley, T. A. DeMassa et al., “Threshold voltage variations with tem-
perature in mos transistors,” IEEE Transactions on Electron Devices, vol. 18, no. 6,
pp. 386–388, Jun 1971.

[58] T. Karnik and P. Hazucha, “Characterization of soft errors caused by single event
upsets in cmos processes,” IEEE Transactions on Dependable and Secure Comput-
ing, vol. 1, no. 2, pp. 128–143, April 2004.

[59] R. C. Baumann, “Soft errors in advanced semiconductor devices-part i: the three
radiation sources,” IEEE Transactions on Device and Materials Reliability, vol. 1,
no. 1, pp. 17–22, March 2001.

[60] P. Hazucha, C. Svensson, and S. A. Wender, “Cosmic-ray soft error rate character-
ization of a standard 0.6-/spl mu/m cmos process,” IEEE Journal of Solid-State
Circuits, vol. 35, no. 10, pp. 1422–1429, Oct 2000.

http://stacks.iop.org/1347-4065/33/i=1S/a=388
http://stacks.iop.org/1347-4065/33/i=1S/a=388


122 REFERENCES

[61] P. Hazucha and C. Svensson, “Impact of cmos technology scaling on the atmo-
spheric neutron soft error rate,” IEEE Transactions on Nuclear Science, vol. 47,
no. 6, pp. 2586–2594, Dec 2000.

[62] S. P. Park, K. Kang, and K. Roy, “Reliability implications of bias-temperature insta-
bility in digital ics,” IEEE Design Test of Computers, vol. 26, no. 6, pp. 8–17, Nov
2009.

[63] K. O. Jeppson and C. M. Svensson, “Negative bias stress of mos devices at high
electric fields and degradation of mnos devices,” Journal of Applied Physics, vol. 48,
no. 5, pp. 2004–2014, Aug 1977.

[64] Y. Miura and Y. Matukura, “Investigation of silicon-silicon dioxide interface using
mos structure,” Japanese Journal of Applied Physics, vol. 5, no. 2, p. 180, 1966.
[Online]. Available: http://stacks.iop.org/1347-4065/5/i=2/a=180

[65] B. E. Deal, M. Sklar, A. S. Grove et al., “Characteristics of the surfacestate charge
(qss) of thermally oxidized silicon,” Journal of The Electrochemical Society, vol. 114,
no. 3, pp. 266–274, 1967.

[66] D. Frohman-Bentchkowsky, “A fully decoded 2048-bit electrically programmable
famos read-only memory,” IEEE Journal of Solid-State Circuits, vol. 6, no. 5, pp.
301–306, Oct 1971.

[67] W. Wang, S. Yang, S. Bhardwaj et al., “The impact of nbti effect on combinational
circuit: Modeling, simulation, and analysis,” IEEE Transactions on Very Large Scale
Integration (VLSI) Systems, vol. 18, no. 2, pp. 173–183, Feb 2010.

[68] N. Kimizuka, T. Yamamoto, T. Mogami et al., “The impact of bias temperature in-
stability for direct-tunneling ultra-thin gate oxide on mosfet scaling,” in 1999 Sym-
posium on VLSI Technology. Digest of Technical Papers (IEEE Cat. No.99CH36325),
June 1999, pp. 73–74.

[69] K. Kang, S. P. Park, K. Roy et al., “Estimation of statistical variation in
temporal nbti degradation and its impact on lifetime circuit performance,”
in Proceedings of the 2007 IEEE/ACM International Conference on Computer-
aided Design, ser. ICCAD ’07, 2007, pp. 730–734. [Online]. Available: http:
//dl.acm.org/citation.cfm?id=1326073.1326227

[70] S. P. Park, K. Kang, and K. Roy, “Reliability implications of bias-temperature insta-
bility in digital ics,” IEEE Design Test of Computers, vol. 26, no. 6, pp. 8–17, Nov
2009.

[71] B. Kaczer, V. Arkhipov, R. Degraeve et al., “Disorder-controlled-kinetics model for
negative bias temperature instability and its experimental verification,” in 2005
IEEE International Reliability Physics Symposium, 2005. Proceedings. 43rd An-
nual., April 2005, pp. 381–387.

http://stacks.iop.org/1347-4065/5/i=2/a=180
http://dl.acm.org/citation.cfm?id=1326073.1326227
http://dl.acm.org/citation.cfm?id=1326073.1326227


REFERENCES 123

[72] V. Huard, M. Denais, and C. Parthasarathy, “Nbti degradation: From physical
mechanisms to modelling,” Microelectronics Reliability, vol. 46, no. 1, pp. 1–23,
Jan 2006.

[73] M. Cho, J. D. Lee, M. Aoulaiche et al., “Insight into n/pbti mechanisms in sub-1-
nm-eot devices,” IEEE Transactions on Electron Devices, vol. 59, no. 8, pp. 2042–
2048, Aug 2012.

[74] M. A. Alam, “A critical examination of the mechanics of dynamic nbti for pmos-
fets,” in IEEE International Electron Devices Meeting 2003, Dec 2003, pp. 14.4.1–
14.4.4.

[75] A. T. Krishnan, C. Chancellor, S. Chakravarthi et al., “Material dependence of hy-
drogen diffusion: implications for nbti degradation,” in IEEE InternationalElec-
tron Devices Meeting, 2005. IEDM Technical Digest., Dec 2005, pp. 4 pp.–691.

[76] D. K. Schroder and J. A. Babcock, “Negative bias temperature instability: Road to
cross in deep submicron silicon semiconductor manufacturing,” Journal of Ap-
plied Physics, vol. 94, no. 1, pp. 1–18, Feb 2003.

[77] S. Chakravarthi, A. Krishnan, V. Reddy et al., “A comprehensive framework for pre-
dictive modeling of negative bias temperature instability,” in 2004 IEEE Interna-
tional Reliability Physics Symposium. Proceedings, April 2004, pp. 273–282.

[78] S. Mahapatra, M. Alam, P. B. Kumar et al., “Negative bias temperature instability in
CMOS devices,” Microelectronic Engineering, vol. 80, no. 0, pp. 114–121, June 2005.

[79] H. Kukner, P. Weckx, J. Franco et al., “Scaling of bti reliability in presence of time-
zero variability,” in 2014 IEEE International Reliability Physics Symposium, June
2014, pp. CA.5.1–CA.5.7.

[80] V. Reddy, J. Carulli, A. Krishnan et al., “Impact of negative bias temperature in-
stability on product parametric drift,” in 2004 International Conferce on Test, Oct
2004, pp. 148–155.

[81] M. Houssa, S. D. Gendt, J. L. Autran et al., “Detrimental impact of hydrogen on
negative bias temperature instabilities in hfo2-based pmosfets,” in Digest of Tech-
nical Papers. 2004 Symposium on VLSI Technology, 2004., June 2004, pp. 212–213.

[82] R. Fernandez, B. Kaczer, A. Nackaerts et al., “Ac nbti studied in the 1 hz – 2 ghz
range on dedicated on-chip cmos circuits,” in 2006 International Electron Devices
Meeting, Dec 2006, pp. 1–4.

[83] M. B. Ketchen, M. Bhushan, and R. Bolam, “Ring oscillator based test structure
for nbti analysis,” in 2007 IEEE International Conference on Microelectronic Test
Structures, March 2007, pp. 42–47.

[84] K. Hofmann, H. Reisinger, K. Ermisch et al., “Highly accurate product-level aging
monitoring in 40nm cmos,” in 2010 Symposium on VLSI Technology, June 2010,
pp. 27–28.



124 REFERENCES

[85] M. Toledano-Luque, B. Kaczer, P. J. Roussel et al., “Response of a single trap to ac
negative bias temperature stress,” in 2011 International Reliability Physics Sympo-
sium, April 2011, pp. 4A.2.1–4A.2.8.

[86] J. J. Kim, B. P. Linder, R. M. Rao et al., “Reliability monitoring ring oscillator struc-
tures for isolated/combined nbti and pbti measurement in high-k metal gate tech-
nologies,” in 2011 International Reliability Physics Symposium, April 2011, pp.
2B.4.1–2B.4.4.

[87] S. Khan, I. Agbo, S. Hamdioui et al., “Bias temperature instability analysis of finfet
based sram cells,” in Proceedings of the Conference on Design, Automation & Test
in Europe, ser. DATE ’14, March 2014, pp. 31:1–31:6.

[88] P. Weckx, B. Kaczer, M. Toledano-Luque et al., “Defect-based methodology for
workload-dependent circuit lifetime projections - application to sram,” in 2013
IEEE International Reliability Physics Symposium (IRPS), April 2013, pp. 3A.4.1–
3A.4.7.

[89] S. V. Kumar, C. H. Kim, and S. S. Sapatnekar, “An analytical model for negative
bias temperature instability,” in Proceedings of the 2006 IEEE/ACM International
Conference on Computer-aided Design, ser. ICCAD ’06. New York, NY, USA: ACM,
2006, pp. 493–496. [Online]. Available: http://doi.acm.org/10.1145/1233501.
1233601

[90] T. Grasser, B. Kaczer, W. Goes et al., “The paradigm shift in understanding the bias
temperature instability: From reaction 2013;diffusion to switching oxide traps,”
IEEE Transactions on Electron Devices, vol. 58, no. 11, pp. 3652–3666, Nov 2011.

[91] B. Kaczer, T. Grasser, J. Roussel et al., “Ubiquitous relaxation in bti stressing
2014;new evaluation and insights,” in 2008 IEEE International Reliability Physics
Symposium, April 2008, pp. 20–27.

[92] B. Vaidyanathan and A. S. Oates, “Technology scaling effect on the relative impact
of nbti and process variation on the reliability of digital circuits,” IEEE Transactions
on Device and Materials Reliability, vol. 12, no. 2, pp. 428–436, June 2012.

[93] S. Zafar, A. Callegari, E. Gusev et al., “Charge trapping in high k gate dielectric
stacks,” in Digest. International Electron Devices Meeting,, Dec 2002, pp. 517–520.

[94] A. Shanware, M. R. Visokay, J. J. Chambers et al., “Characterization and compari-
son of the charge trapping in hfsion and hfo/sub 2/ gate dielectrics,” in IEEE Inter-
national Electron Devices Meeting 2003, Dec 2003, pp. 38.6.1–38.6.4.

[95] S. Zafar, Y. Kim, V. Narayanan et al., “A comparative study of nbti and pbti (charge
trapping) in sio2/hfo2 stacks with fusi, tin, re gates,” in 2006 Symposium on VLSI
Technology, 2006. Digest of Technical Papers., 2006, pp. 23–25.

[96] J. Tschanz, K. Bowman, S. Walstra et al., “Tunable replica circuits and adaptive
voltage-frequency techniques for dynamic voltage, temperature, and aging varia-
tion tolerance,” in 2009 Symposium on VLSI Circuits, June 2009, pp. 112–113.

http://doi.acm.org/10.1145/1233501.1233601
http://doi.acm.org/10.1145/1233501.1233601


REFERENCES 125

[97] K. T. Lee, W. Kang, E. A. Chung et al., “Technology scaling on high-k amp; metal-
gate finfet bti reliability,” in 2013 IEEE International Reliability Physics Symposium
(IRPS), April 2013, pp. 2D.1.1–2D.1.4.

[98] S. Pae, M. Agostinelli, M. Brazier et al., “Bti reliability of 45 nm high-k + metal-
gate process technology,” in 2008 IEEE International Reliability Physics Sympo-
sium, April 2008, pp. 352–357.

[99] E. Mintarno, V. Chandra, D. Pietromonaco et al., “Workload dependent nbti and
pbti analysis for a sub-45nm commercial microprocessor,” in 2013 IEEE Interna-
tional Reliability Physics Symposium (IRPS), April 2013, pp. 3A.1.1–3A.1.6.

[100] V. Huard, E. Pion, F. Cacho et al., “A predictive bottom-up hierarchical approach to
digital system reliability,” in 2012 IEEE International Reliability Physics Symposium
(IRPS), April 2012, pp. 4B.1.1–4B.1.10.

[101] H. Kükner, M. Khatib, S. Morrison et al., “Degradation analysis of datapath logic
subblocks under nbti aging in finfet technology,” in Fifteenth International Sym-
posium on Quality Electronic Design, March 2014, pp. 473–479.

[102] T. T.-H. Kim and Z. H. Kong, “Impact analysis of nbti/pbti on sram vmin and design
techniques for improved sram vmin,” JSTS: Journal of Semiconductor Technology
and Science, vol. 13, no. 2, pp. 87–97, April 2013.

[103] Z. Chen, K. Hess, J. Lee et al., “On the mechanism for interface trap generation in
mos transistors due to channel hot carrier stressing,” IEEE Electron Device Letters,
vol. 21, no. 1, pp. 24–26, Jan 2000.

[104] M. White and J. B. Bernstein, “Microelectronics reliability : physics-of-failure
based modeling and lifetime evaluation,” tech. rep., Jet Propulsion Laboratory
NASA, Feb 2008.

[105] S. Mahapatra, D. Saha, D. Varghese et al., “On the generation and recovery of in-
terface traps in mosfets subjected to nbti, fn, and hci stress,” IEEE Transactions on
Electron Devices, vol. 53, no. 7, pp. 1583–1592, July 2006.

[106] R. E. Corporation, “Semiconductor reliability handbook,” rev.0.5 ed., Sep 2010.

[107] J. B. Bernstein, M. Gurfinkel, X. Li et al., “Electronic circuit reliability modeling,”
Microelectronics Reliability, vol. 46, no. 7, pp. 1957–1979, July 2006.

[108] X. Li, J. Qin, and J. B. Bernstein, “Compact modeling of mosfet wearout mecha-
nisms for circuit-reliability simulation,” IEEE Transactions on Device and Materi-
als Reliability, vol. 8, no. 1, pp. 98–121, March 2008.

[109] R. Degraeve, G. Groeseneken, R. Bellens et al., “New insights in the relation be-
tween electron trap generation and the statistical properties of oxide breakdown,”
IEEE Transactions on Electron Devices, vol. 45, no. 4, pp. 904–911, April 1998.



126 REFERENCES

[110] A. T. Krishnan and P. E. Nicollian, “Analytic extension of the cell-based oxide break-
down model to full percolation and its implications,” in 2007 IEEE International
Reliability Physics Symposium Proceedings. 45th Annual, April 2007, pp. 232–239.

[111] D. Bergstrom, M. Hattendorf, J. Hicks et al., “45nm transistor reliability,” Intel Tech-
nology Journal, vol. 12, no. 2, pp. 131–144, June 2008.

[112] J. H. Stathis, “Physical and predictive models of ultrathin oxide reliability in cmos
devices and circuits,” IEEE Transactions on Device and Materials Reliability, vol. 1,
no. 1, pp. 43–59, March 2001.
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