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I
n the political debate on Autonomous 
Weapon Systems strong views and opinions 
are voiced, but empirical research to sup-
port these opinions is lacking. Insight into 
which moral values are related to the de-
ployment of Autonomous Weapon Systems 
is missing. We describe the empirical results 

of two studies on moral values regarding Autonomous 
Weapon Systems that aim to understand the percep-
tion of people pertaining to the introduction of Autono-
mous Weapon Systems. One study consists of a sam-
ple of military personnel of the Dutch Ministry of 
Defense and the second study contains a sample of ci-
vilians. The results indicate both groups are more anx-
ious about the deployment of Autonomous Weapon 
Systems than about the deployment of Human Operat-
ed drones, and that they perceive Autonomous Weap-
on Systems to have less respect for the dignity of hu-
man life. The concerns for Autonomous Weapon 
Systems creating new kinds of psychological and mor-
al harm is very present in the public debate, and this is 
in our opinion one element that deserves to be careful-
ly considered in future debates on the ethics of the de-
sign and deployment of Autonomous Weapon Systems. 
The results of these studies reveal a common ground 
regarding the moral values of human dignity and anxi-
ety pertaining the introduction of Autonomous Weapon 
Systems which could further the ethical debate.

Autonomous Weapon Systems are weapon systems 
equipped with Artificial Intelligence (AI). AI can be 
described as a system that perceives its environment and 
selects actions to realize its predefined goals. Russell and 
Norvig [1] provide an overview of many definitions com-
bining views on systems that think and act like humans 
and systems that think and act rationally, but they do 
not present a clear definition of their own. Bryson [2] 
states that a machine (or system) shows intelligent behav-
ior if it can select an action based on an observation in 
its environment. According to Floridi and Sanders [3], AI 
is characterized by the concepts of adaptability, interac-
tivity and autonomy. Adaptability means that the system 
can change based on its interactions and can learn from 
its experience. Machine learning techniques are an 
example of this. Interactivity occurs when the system and 

its environment act upon each other and Autonomy indi-
cates that the system itself can change its state and goals 
[3]. Our definition of Autonomous Weapon Systems is 
influenced by the description provided by Floridi and 
Sanders [3] and can be characterized by the concepts of 
adaptability, interactivity and autonomy.

Autonomous Weapon Systems are increasingly 
deployed on the battlefield [4]. Autonomous systems can 
have many benefits in the military domain, for example 
when the autopilot of the F-16 prevents a crash [5], or 
when the use of robots by the Explosive Ordnance Dis-
posal allows dismantling bombs with less risks for mili-
tary personnel [6]. Yet the use of Autonomous Weapon 
Systems may also cause anxiety and concerns: it is 
feared that these systems may end up behaving in 
unpredictable and unwanted ways; that they may create 
“accountability gaps” [7], and more generally, that their 
use may be in conflict with respect for human dignity. All 
these concerns have been voiced in the societal debate 
raised among others by the “Stop Killer Robots Cam-
paign” of 82 international, regional, and national nongov-
ernmental organizations (NGOs) in 35 countries directed 
by Human Rights Watch [8], but also by the United 
Nations. They have stated that “Autonomous weapons 
systems that require no meaningful human control 
should be prohibited, and remotely controlled force 
should only ever be used with the greatest caution” [9]. 
In fact, as stated by Kaag and Kaufman [10] the deploy-
ment of Autonomous Weapon Systems on the battlefield 
without direct human oversight is not only a military rev-
olution, but can also be considered a moral one. As 
large-scale deployment of AI on the battlefield seems 
unavoidable [11], research on the ethics of the design 
and use of these systems is imperative.

To be sure, theoretical reflections on the ethical risks 
posed by the use of Autonomous Weapon Systems are 
not lacking in the academic literature. One common 
argument is that given the current status of technologi-
cal development, robot systems may not be capable of 
sophisticated practical and moral distinctions required 
by the laws of armed conflict [12]–[17], and this may 
raise the number of wrongs and crimes in military oper-
ations [18]. Others have gone as far as claiming that let-
ting a machine be in control of the life and death of a 
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human being is wrong as a matter of principle, not just 
because of the negative consequences this may bring 
[19], [20]. Another set of concerns has to do with the 
idea that the deployment of Autonomous Weapon Sys-
tems may make attribution of moral and legal responsi-
bility more difficult, if not impossible altogether 
[21]–[26]. On a related note, it has been argued that the 
tendency for human beings to depend increasingly on 
computer systems for their decision-making can lead to 
a reduced sense of responsibility for the consequences 
of those decisions [27], [28]; indeed, in relation to 
human-operated drone operations it has also been 
argued that these operations not only create a physical 
distance, but also a moral distance as the face of the 
opponent becomes less visible, which eliminates a mor-
al-psychological barrier for killing [29].

The past five years, a few public opinion surveys on 
Autonomous Weapon Systems have been conducted. 
Carpenter [30] surveyed how people in the United States 
feel about the idea of outsourcing targeting decisions to 
machines. The Open RoboEthics initiative surveyed pub-
lic opinion on Autonomous Weapon Systems in a poll in 
2015 [31] and issued a report. A worldwide survey on 
support for Autonomous Weapon Systems was conduct-
ed in 2017 [32]. However, to the best of our knowledge, 
the results were not published in an academic journal.

To recap, in the debate on Autonomous Weapon Sys-
tems, strong views and opinions are voiced. The Cam-
paign to Stop Killer Robots [33] states for example on 
their website that: “Allowing life or death decisions to be 
made by machines crosses a fundamental moral line.” 
With reference to the so-called Martens clause in Inter-
national Law, Peter Asaro has suggested that the use of 
Autonomous Weapon Systems may be against “the dic-
tates of public conscience.” Moreover, many scholars 
have raised concerns that the use of (semi-) Autono-
mous Weapon Systems may negatively affect military 
personnel’s well-being, moral integrity, and sense of 
responsibility; and that it may also create unjust anxiety 
and distress in the civilians potentially affected by them.

However, we found no literature or empirical studies 
on moral values that are related to Autonomous 

Weapon Systems or on what people consider to be the 
“fundamental moral line.” Ethical concerns are studied 
in the related field of Human Operated drone operations 
[29], [34], but this research is not yet extended to the 
deployment of Autonomous Weapon Systems. There-
fore, the knowledge gap is that insight is lacking on 
which moral values the military and general public con-
sider important when Autonomous Weapon Systems are 
deployed in the near future.

The knowledge gap can be filled by studying known 
value theories to see which values people deem impor-
tant in the deployment of Autonomous Weapon Sys-
tems. Well-established value theories are those of 
Schwartz [35], Friedman and Kahn, Jr. [36], and Beau-
champ and Walters [37], but insight in how these relate 
to Autonomous Weapon Systems is lacking. Deriving the 
values that are most relevant in the context of the 
deployment of Autonomous Weapon Systems and com-
paring these values to those related to the current tech-
nology, that of Human Operated drones, will lead to 
insight into the underlying motives in the debate on 
Autonomous Weapon Systems and to greater under-
standing of the views that are expressed.

Definitions of Autonomous Weapon Systems
Autonomous Weapon Systems are an emerging technol-
ogy and there is still no internationally agreed upon defi-
nition [38]. Even consensus on whether Autonomous 
Weapon Systems should be defined at all is lacking. 
Although some scholars provide definitions in their writ-
ings (Table 1), others caution against such a specifica-
tion. NATO states that: “Attempting to create definitions 
for “autonomous systems” should be avoided, because 
by definition, machines cannot be autonomous in a lit-
eral sense” [39]. The United Nations Institute for Disar-
mament Research [40] is also cautious about providing 
a definition of Autonomous Weapon Systems, because 
they argue that the level of autonomy depends on the 
“critical functions of concern and the interactions of dif-
ferent variables” [41]. They state that one of the reasons 
for the differentiation of terms regarding Autonomous 
Weapon Systems is that sometimes things (drones or 
robots) are defined, but in other times a characteristic 
(autonomy), variables of concern (lethality or degree of 
human control), or usage (targeting or defensive mea-
sures) are drawn into the discussion and become part 
of the definition.

The various definitions of Autonomous Weapon Sys-
tems are listed in Table 1. Some authors use the term 
military robots which have a certain level of autonomy. 
As military robots can be viewed as a subclass of Auton-
omous Weapon Systems according to the classification 
of Royakkers and Orbons [42], we included them in the 
list of definitions. In our opinion the definition in the 

The knowledge gap is that insight is 
lacking on which moral values the 
military and general public consider 
important when Autonomous Weapon 
Systems are deployed.
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report of the Advisory Council On International Affairs 
[38] captures the description of Autonomous Weapon 
Systems best from an engineering and military stand-
point, because it takes predefined criteria into account 
and is linked to the military targeting process as the 
weapon will only be deployed after a human decision. 
Therefore, we will follow this definition and define 
Autonomous Weapon Systems as:

“A weapon that, without human intervention, 
selects and engages targets matching certain pre-
defined criteria, following a human decision to 
deploy the weapon on the understanding that an 
attack, once launched, cannot be stopped by 
human intervention” [[38]].

Value Theories
In contrast to the topic of Autonomous Weapon Sys-
tems, the concept of values has been studied extensive-
ly in the fields of moral philosophy and psychology. 
Moral philosophy has a long and rich history in examin-
ing values and in this field theoretical questions are 
asked to investigate the nature of value and goodness 
[46]. Often a distinction is made between instrumental 
values, which means there is reason to favor it for its 
effect that can lead to good things [47], and intrinsic val-
ues, which “…is a kind of value such that when it is pos-
sessed by something, it is possessed by it solely in 
virtue of its intrinsic properties” [48]. Although tradition-
al moral philosophy is mainly concerned with theories 
of what “ought to be” and is in a strict sense unaffected 

by empirical results, scholars have in the past decades 
increasingly called for a more systematic study of the 
relationship between the abstract ethical theories and 
moral practice, especially in disciplines such as experi-
mental philosophy and applied ethics [49]. The focus of 
this study is to investigate, from an empirical perspec-
tive, which moral values relate to Autonomous Weapon 
Systems and how. Therefore, we chose not to start from 
theoretical theories of values in traditional moral phi-
losophy, but rather turned to (moral) psychology and 
applied ethics, and in particular medical and military 
ethics, to start our research on the values in Autonomous 
Weapon Systems.

In psychology, values are differentiated from attitudes, 
needs, norms, and behavior in that they are a belief, that 
they lead to behavior that guides people, and that they are 
ordered in a hierarchy that shows the importance of the 
value over other values [35]. Values are used by people to 
justify their behaviors and define which type of behaviors 
are socially acceptable [50]. They are distinct from facts in 

TABLE 1. Overview Definitions of Autonomous Weapon Systems.
Author (s) Definition

AIV and CAVV [38] “A weapon that, without human intervention, selects and engages targets matching certain predefined 
criteria, following a human decision to deploy the weapon on the understanding that an attack, once 
launched, cannot be stopped by human intervention.”

Altmann, et al. [43] Autonomous Weapon Systems are: “…robot weapons that once launched will select and engage 
targets without further human intervention.”

Galliott [44] Military robots are: “a group of powered electro-mechanical systems, all of which have in common that they:
1) Do not have an onboard human operator;
2)  Are designed to be recoverable (even though they may not be used in a way that renders them 

such); and,
3)  In a military context, are able to exert their power in order to deliver a lethal or nonlethal payload or 

otherwise perform a function in support of a military force’s objectives.” 

Horowitz [45] “A weapon system that, once activated, is intended to only engage individual targets or specific target 
groups that have been selected by a human operator.”

Royakkers and Orbons [42] Military Robots are “… reusable unmanned systems for military purposes with any level of autonomy.”

Kuptel and Williams [39] “Machines are only “autonomous” with respect to certain functions such as navigation, sensor 
optimization, or fuel management.”

UNDIR [41] The level of Autonomy depends on the “critical functions of concern and the interactions of different 
variables”

In psychology, values are used by 
people to justify their behaviors and 
define which type of behaviors are 
socially acceptable.
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that values do not only describe an empirical statement 
of the external world, but also adhere to the interests of 
humans in a cultural context [51]. Values can be used to 
motivate and explain individual decision-making and for 
investigation of human and social dynamics [52].

Many definitions of values exist. The existing defini-
tions have been summarized by Cheng and Fleis-
chmann [52] in their meta-inventory of values and they 
state that: “…values serve as guiding principles of what 
people consider important in life.” Although a quite 
simple description, we think it captures the description 
of a value best, and therefore we will adhere to the 
definition of Cheng and Fleischmann [52] in our study.

Universal Values
Research suggests that people across cultures identify 
with basic values that can be considered as universal 
human values [50], [51], [53]. Although people can differ 
in which values they find more important, there seems 
to be a surprisingly high consensus across cultures on 
the hierarchical order of the values [50]. As part of their 
research some researchers created so-called value 
inventories, which are lists of items that can be used to 
categorize the analysis of human values and are often 
accompanied by a descriptive tool for discussions of 
these values [52]. The most common and well-studied 
value inventories are those of Schwartz [35], Friedman, 
Kahn, Borning, and Huldtgren [51], Beauchamp and Wal-
ters [37], and Graham et al. [53].

Values are not only described in theory from a psy-
chological perspective as outlined in the previous para-
graph but have also been practically implemented and 
used by means of applied ethics to professional 
domains. For example in the medical field, bioethics are 
used to describe values that are important as guiding 
principles for biomedical professionals, such as physi-
cians, nurses, and health workers. Beauchamp and Wal-
ters [37] describe four values as basis for the framework 
of bioethics: 1) autonomy: acting intentionally without 
controlling influences that would mitigate against a 

voluntary act, 2) beneficence: providing benefits for soci-
ety as a whole, 3) justice: being fair and reasonable, and 
4) nonmaleficence: not intentionally imposing risk or 
harm upon another.

Values Related to Autonomous Weapon Systems
Values as described in the value theories above are not 
often explicitly mentioned in the literature on Autono-
mous Weapon Systems, but most studies discuss differ-
ent values or related ethical issues. Two public reports 
of Human Rights Watch mention the lack of human 
emotion, accountability, responsibility, lack of human 
dignity, and harm as values related to Autonomous 
Weapon Systems [54], [55]. Sharkey and Suchman [56] 
state that the values of accountability and responsibility 
are important to consider in the design of robotic sys-
tems for military operations.

In the field of military ethics, Johnson and Axinn [57] 
list responsibility, reduction of human harm, human dig-
nity, honor, and human sacrifice as values in their dis-
cussion on whether the decision to take a human life 
should be handed over to a machine or not. Cummings 
[58] in her case study of the Tactical Tomahawk missile, 
looks at the universal values proposed by Friedman and 
Kahn, Jr. [36] and states that next to accountability and 
informed consent, the value of human welfare is funda-
mental core value for engineers when developing weap-
ons as it relates to the health, safety, and welfare of the 
public. She also mentions that the legal principles of pro-
portionality and discrimination are important to consid-
er in the context of weapon design. Proportionality refers 
to the fact that an attack is only justified when the dam-
age is not considered to be excessive. Discrimination 
means that a distinction between combatants and non-
combatants is possible [59]. Asaro [60] also refers to the 
principles of proportionality and discrimination and 
states that Autonomous Weapon Systems open up a 
moral space in which new norms are needed. Although 
he does not explicitly mention values in his argument, 
he does refer to the value of human life and the need for 
humans to be involved in the decision of taking a human 
life. Other studies primarily describe ethical issues, such 
as preventing harm, upholding human dignity, security, 
the value of human life, and accountability [40], [45], 
[61],] [62].

Based on this literature review, on a short explorato-
ry online survey, and on expert interviews described in 
[63], we selected the values blame, trust, harm, human 
dignity, confidence, expectations, support, fairness, and 
anxiety to be incorporated in our study, because these 
values are mentioned most often in literature and 
because our respondents indicated that they deem 
these values most important in relation to Autonomous 
Weapon Systems.

The values of blame, trust, harm, 
human dignity, confidence, 
expectations, support, fairness, 
and anxiety were deemed the most 
important in relation to Autonomous 
Weapon Systems.
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Research Method
To evaluate the role of the values blame, trust, harm, 
human dignity, confidence, expectations, support, fair-
ness, and anxiety on Autonomous Weapon Systems, we 
conducted two studies, the first on a military sample and 
the second on a sample consisting of civilians. We will 
report on these studies separately given that they con-
cern different, nonrepresentative, samples. We will first 
describe the method of controlled experiments we used 
and the scenarios. Next, we will show the operationaliza-
tion of the values, and we will conclude this section with 
a description of the sample.

Randomized Controlled Experiments
The method we used to conduct the two studies is 
called a randomized controlled experiment. Oehlert 
[64] mentions four reasons to create experiments: 1) 
they allow for direct comparisons between treatments 
of interest, 2) they can be designed to minimize any 
bias in the comparisons, 3) they can be designed to 
keep the error in the comparison small, and 4) we are 
in control of the experiments, which allows us to make 
stronger inferences about the nature of differences we 
observe and especially allows us to make inferences 
about causation. This last point distinguishes an exper-
iment from an observational study. A treatment in this 
sense is used for the different procedures we would 
aim to compare. We use randomization in the studies 
to vary the order of the scenarios and the order of the 
questions posed to the respondents by means of a 
probabilistic scheme.

Scenario
Scenarios are used in the field of cognitive science as 
means to study moral judgement in randomized con-
trolled experiments [65], [66]. We created a scenario 
that describes a military operation in which a convoy 
is delivering supplies in a conflict area (see Appen-
dix B). The convoy is being approached by a vehicle at 
high speed. This is a situation that is likely to happen 
during these types of operations (https://news.un.org/
en/story/2019/01/1031342, https://www.bbc.com/
news/world-middle-east-49394759, https://english 
.defensie.nl/latest/news/2019/08/28/a-look-at-the 
-defence-news-19-%E2%80%93-25-august), and mili-
tary personnel needs to estimate the level of threat in 
order to decide to attack or not. We chose to focus on 
drones, as this is technology that is currently used by 
human operators and drones are already developed 
with autonomy by several companies, such as BAE 
systems (https://en.wikipedia.org/wiki/BAE_Systems_
Taranis), Dassault Aviation (https://en.wikipedia.org/
wik i/Dassault _nEUROn), and Boeing (https://
en.w ik ipedia.org /w ik i/Boeing _Phantom_Ray). 

Although these Autonomous drones not yet deployed 
in military operations, we think that is likely to happen 
within the next five years.

Operationalization Values Construct
To measure the moral values related to Autonomous 
Weapon Systems, the values are operationalized in nine 
constructs: blame, trust, harm, human dignity, confi-
dence, expectations, support, fairness, and anxiety. 
Each of these variables was measured on a self-reported 
scale of: 0 (strongly disagree) – 100 (strongly agree). The 
corresponding questions can be found in Appendix A for 
exact wording. The analysis of the dependent variables 
is of an exploratory nature and the results are depicted 

We used the following questions to measure moral values:
1) Blame: The drone is to blame for the action.
2) Trust: The drone can be trusted to take the correct 

actions in the future.
3) Harm: The actions of the drone caused harm.
4) Human dignity: The actions of the drone respect human 

dignity.
5) Confidence: I am confident that the drone will take the 

correct actions in the future.
6) Expectations: The actions of the drone are according to 

my expectations.
7) Support: I support the use of these type of drones by the 

military.
8) Fairness: The actions of the drone are fair.
9) Anxiety: The actions of the drone worry me.

Each of these variables was measured on a self-reported 
scale of: 0 (strongly disagree) – 100 (strongly agree).

Demographic Variables
We also added questions to collect demographic information 
on the respondents and added variables on: age, gender, 
education level, occupation, and nationality. In addition to 
these general demographic questions we asked if respondents 
had experience with Artificial Intelligence, if they worked with 
drones, and if they have been in a conflict zone.

Appendix A

The actions of Human Operated 
drones are perceived as having 
more respect for human dignity than 
Autonomous Weapon Systems.
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by graphs (see Figures). Each graph shows the mean 
of the dependent variable on the y axis and the differ-
ent scenarios on the x axis to point out the differences 
between the scenarios.

Sample
To determine the number of scenarios for the two stud-
ies, we performed power calculations to estimate the 
total number of participants that we would need based 
on the results of the pilot studies. Based on the power 
calculations (effect size 0.4, a desired statistical power 
of 0.8, and a probability level of 0.05) we aimed for a 
total of 200 responses and determined that we could 
run 3 scenarios.

Study 1 was distributed via the snowball method by 
e-mail with an anonymous link to approximately 40 mili-
tary personnel who further distributed the survey. This 
method was used because we were not allowed to col-
lect any personal information, such as e-mail or IP 
addresses. Study 1 resulted in 327 responses of which 
239 were complete valid responses and usable after the 
data preprocessing. The 239 responses (227 male) of 
study 1 consist of Dutch military (149 respondents) and 
civilian (90 respondents) personnel working at the Dutch 
Ministry of Defense (MOD). The number of respondents 
per scenario ranged between 64 and 96. Study 2 was 
distributed via the crowdsourcing platform Amazon 
Mechanical Turk and 294 valid responses were collect-
ed. The 294 responses consist of civilian respondents 
(168 male) and the number of respondents per scenario 
ranged between 110 and 91.

Results
We will report the results of both studies by describing 
the results of the values blame, trust, harm, human dig-
nity, confidence, expectations, support, fairness, and 
anxiety for both studies in a descriptive manner. The 
results of the values of human dignity, trust, anxiety, 
and blame can be viewed in Figs. 1–8.

Study 1
The actions of Human Operated drones are perceived 
as having more respect for human dignity than Autono-
mous Weapon Systems by military personnel and civil-
ians working at the Dutch Ministry of Defense (Figure 1). 
The respondents in Study 1 are more anxious about the 
actions of Autonomous Weapon Systems than the 
actions of human operated drones (Figure 2). We also 
found that military personnel and civilians working at 
the Dutch Ministry of Defense have more trust (Figure 3) 
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FIGURE 1. Human Dignity value study 1.

The default scenario that we used in the study reads as 
follows:

A military convoy is on its way to deliver supplies to 
one of their units at a camp near Mosul in Iraq. The 
commander has ordered an autonomous drone to 
support the convoy in the air. The autonomous drone 
scans the surroundings for enemy threats and carries 
weapons for the defence of the convoy. When the 
convoy is at a three-mile distance from the camp, the 
autonomous drone detects a vehicle behind a mountain 
range that is approaching the convoy at high speed. 
The autonomous drone detects four people in the 
car with large weapon-shaped objects and identifies 
the driver of the vehicle as a known member of an 
insurgency group. The autonomous drone attacks the 
approaching vehicle which results in the death of all 
four passengers, but also causes collateral damage by 
killing five children that were playing nearby the road.

The above scenario represents the neutral agency condition in 
which we do not provide any extra information on the weapon. In 
the human operated scenarios, we replace words autonomous 
drone with the words Human Operated drone and provided 
no extra information on the weapon (note that the words are 
highlighted in blue to show the distinction in this paper and 
the respondents in the survey were shown scenarios in black 
wording). In the high agency condition, we added the following 
phrase to describe the agency characteristics: “The autonomous 
drone independently deliberates between a series of options, 
weighs the pros and cons, and decides to attack the approaching 
vehicle,….” We purposely kept the changes to the scenarios to 
a minimum so that we can attribute different results to those 
changes and measure their effect.

Appendix B
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and confidence in, and support for human operated 
drones compared to Autonomous Weapon Systems. 
However, surprisingly they also assign more blame (Fig-
ure 4) to the actions of human operated drones than to 
the actions of Autonomous Weapon Systems. The per-
ception of harm, fairness, and expectations of actions 
of human operated drones and Autonomous Weapon 
Systems are equal.

Study 2
The civilian respondents in Study 2 perceive the human 
dignity of the actions of human operated drones and 
Autonomous Weapon Systems equally (Figure 5). They 
are more anxious about the actions of Autonomous 
Weapon Systems in the future than of those taken by 
human operated drones (Figure 6). The respondents in 
Study 2 have an equal level of trust (Figure 7), 

expectations and confidence that human operated 
drones and Autonomous Weapon Systems will take the 
correct actions in the future. The actions of the human 
operated drone and Autonomous Weapon Systems are 
considered to cause equally much harm and are seen 
as equally fair. The civilian respondents in Study 2 
assign more blame to the actions of Autonomous 
Weapon Systems than those of human operated 
drones (Figure 8). They have more support for human 
operated drones than for Autonomous Weapon Sys-
tems, especially when human operated drones are 
compared to the high agency scenario of Autonomous 
Weapon Systems.

Conclusion and Discussion
Our study provides an overview of the various defini-
tions of Autonomous Weapon Systems that are currently 
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used in literature and shows that there is no agreement 
on one single definition yet. We have identified several 
values that people associate with Autonomous Weapon 
Systems. The overview is derived from both validated 
value theories and from experts who are involved in the 
debate on Autonomous Weapon Systems or work in the 
military domain. We selected the values blame, trust, 
harm, human dignity, confidence, expectations, support, 
fairness, and anxiety based on our literature review, an 
exploratory survey, and expert interviews. The results 
provide insight into how a small sample of military per-
sonnel and civilians perceive these values for both the 
human operated drone, as current technology, and for 
Autonomous Weapon Systems, as future technology. 
Although we cannot compare both studies directly, we 
believe that our empirical results substantiate some of 
the views and opinions on Autonomous Weapon Sys-
tems affecting human responsibility in the current 

discourse. These could be used to move forward in the 
ethical debate on Autonomous Weapon Systems.

Further common ground can be found on the values 
of human dignity and anxiety. Our results show that mili-
tary personnel and civilians are more anxious about the 
deployment Autonomous Weapon Systems than the 
deployment of human operated drones. Military personnel 
and civilians working at the Dutch MOD also perceive 
Autonomous Weapon Systems to have less respect for the 
dignity of human life than human operated drones. This 
effect was less apparent in Study 2, which consisted pri-
marily of civilians. Human dignity and anxiety are two val-
ues that are mentioned often in the public discourse, so 
in our opinion it would be essential to address these val-
ues when debating the ethics of the deployment of Auton-
omous Weapon Systems.

Limitations
As this study is to our knowledge one of the first to gath-
er empirical data of moral values related to Autonomous 
Weapon Systems, we had to derive these related values 
ourselves, and we can identify the following limitations 
for our research. First, the operationalization of the val-
ues was derived from a categorization of literature 
describing values. The questions that we used were 
based on heuristics and we did not test if these ques-
tions were correct. This selection method would be hard 
to replicate by others and affects the reproducibility and 
internal validity of the study.

Secondly, the study was conducted using samples 
based in northwest Europe and the U.S. Although we tried 
to incorporate universal and well-studies values, such as 
the value inventory of Friedman et al., [51] and BioEthics 
values [37], this study takes a Western view on the moral 
values related to the deployment of Autonomous Weapon 
Systems. Also, anxiety is incorporated as a value in this 
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study, because we were curious to see how Autonomous 
Weapon Systems as future technology would compare on 
this aspect to the current technology of human operated 
drones, but in retrospect anxiety is an emotion instead of 
a moral value. Therefore, this study should be regarded as 
exploratory and requires follow-up studies in different cul-
tures to see if the results will hold.

Recommendations for Further Research
Given the exploratory nature of this study and the limi-
tations mentioned above, we suggest several recom-
mendations for further research. The first is to run 
follow-up studies to investigate if the results on moral 
values related to Autonomous Weapon Systems hold in 
different samples and in different cultures that have a 
different attitude toward drones, robots, and AI technol-
ogy than we as the authors in the Western world have.

Another approach to consider which values are rele-
vant in the deployment of Autonomous Weapon Systems 
is the specification of values into design requirements to 
see how these values would be perceived in practice. 
This can be made visible by means of a value hierarchy 
[67], which is a hierarchical structure of values, norms, 
and design requirements. A value hierarchy will to make 
the value judgements that are required for the translation 
explicit, transparent, and debatable. To do so, the values 
that are described in the natural language will need to be 
translated to “formal values in a formal language” [68]. 
One way of formalizing values into norms would be to 
use a convention of rules represented as: “X counts as Y” 
or “X counts as Y in context C” [69]. The explicitness of 
values in formal rules and visibility in a value hierarchy 
would allow for critical reflection in debates and pinpoint 
the value judgements that are disagreed on.

In this study we provided empirical results to fill the 
knowledge gap on moral values related to Autonomous 
Weapon Systems that aim to understand the perception 
of people regarding the introduction of Autonomous 
Weapon Systems. The recommendations for further 
research, being a follow-up study for the moral values in 
related AI fields, and the creation of a value hierarchy, 
will be conducted at our research group at Delft Universi-
ty of Technology by our graduate students. Continuing 
our research effort in this field would help better define 
the “fundamental moral line” that should not be crossed 
[33]. The results of these studies reveal a common 
ground regarding the moral values of human dignity and 
anxiety, pertaining to the introduction of Autonomous 
Weapon Systems. The concerns for Autonomous Weapon 
Systems mentioned in the public debate deserve to be 
carefully considered in future debates on the ethics of 
the design and deployment of Autonomous Weapon Sys-
tems. We believe that our empirical results substantiate 
some of the views and opinions on Autonomous Weapon 

Systems affecting human responsibility in the current dis-
course; these results could be used to move forward in 
the ethical debate on Autonomous Weapon Systems.
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