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A B S T R A C T

In traffic networks, some elements are more prone to suffer or to create disruptive situations, and the
identification of these elements becomes a challenge due to the large number of possible threats. The following
paper presents two new methodologies to identify and rank vulnerable and critical links of traffic networks.
These methodologies use the Fisher Information Matrix, and the analysis of eigenvalues and eigenvectors, to
systematically rank the links of a network. The identification is done by using traffic variables, such as the
demand, the travel time, and the network’s flow. For the ranking of the links, disruptions are considered in all
the possible locations of the network, and the effects are systematically evaluated. In addition, the evaluation
of traffic resilience is included in the process to validate the results. Finally, both methodologies are tested in
a real network to infer on the validity of the results.
1. Introduction

Traffic networks are a key element in modern societies since daily
activity revolves around them. However, these networks are constantly
threatened by a wide range of perturbations, from natural to man-
made hazards, and the analysis and evaluation of transport resilience is
needed [1]. As a result, identification of critical locations in transport
networks when affected by disruptive events has become an indispens-
able area of research.

In this paper, transport networks are evaluated as critical infras-
tructures and the ultimate goal of the presented methodologies is to
strengthen and maintain the secure, functioning, and resilient per-
formance of them as a system. With the aim of creating robust and
resilient traffic networks against any type of perturbation, the present
work analyses and discusses criticality and vulnerability within a traffic
network. Identification of critical and vulnerable elements allows the
improvement of their performance contributing for the improvement
of the whole traffic network activity [2,3].

In the field of identification of critical and vulnerable elements of
traffic networks, relevant work has been done previously [4–9], these
previous works are discussed in Section 2. Most of the methodologies
presented in the literature analyse specific scenarios, and often a large
amount of data and measurements of several indexes or indicators are
needed for their evaluation process [10–12]. Methodologies for ranking

∗ Corresponding author.
E-mail address: beatriz.martinez-pastor@ucd.ie (B. Martinez-Pastor).

the elements of the network have been previously presented in the liter-
ature. However, when working under dynamic network conditions, the
time needed to use the methodologies can be increased and a first filter
to determine the group of links that will be analysed is recommended.
The presented methodology allows to perform a full analysis in a
systematic and separable way, and to identify links as either vulnerable
or critical links. In addition, it is noted that sometimes, these two
concepts, critical and vulnerable, have been used indistinctly [13]. This
paper presents methodologies to address them separately. A definition
for each of these concepts is presented in Section 2.

In order to achieve the presented objective, a definition of critical
and vulnerable elements in a traffic network is introduced, highlighting
the differences between them, and explaining the consequences of
damaging each of these components. A novel methodology for the
identification of the most critical and the most vulnerable elements is
presented. This methodology will also rank every link of the network
from the most to the least critical, and from the most to the least
vulnerable. The capacity of ranking each of the links of the network
provides relevant information not only about the weakest element but
also regarding the whole behaviour the network.

The proposed methodology is based on the Fisher Information Ma-
trix (FIM) and the analysis of its principal components, i.e., eigenvalues
and eigenvectors. The FIM is a well-known methodology in areas such
as, Statistics and Economy [14]. Nevertheless, to the best of the authors’
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knowledge, this is the first time that this methodology is presented
in the area of traffic networks to identify the critical and vulnerable
links when a network is affected by a perturbation. It is also noted
that the presented methodologies could be adapted and used in other
types of networks. If the networks are defined by links and nodes, and
sensitivity vectors can be created, there is potential for the use of an
adapted version of the presented methodology to define critical and
vulnerable links.

In the field of transport networks, analysis of the principal compo-
nents has been used in Graph Theory, specifically, in spectral graph
theory [15]. In this case, the characteristic polynomial, eigenvalues,
and eigenvectors of matrices associated with the graph, such as the
Laplacian matrix, are analysed to determine the properties of the
graph. Laplacian matrix of graphs has been widely used, and applied
in physical and chemical theories to identify weak elements; see [16]
for an extensive study of this matrix, and [17] for principal component
analysis to evaluate vulnerability of hotspots. In the area of transport,
graph theory has also been used for the analysis of vulnerable elements,
see [18].

The analysis based on the Laplacian matrix only addresses the
topological characteristics of the network. In contrast, the methods im-
plemented in the presented paper to define the critical and vulnerable
links of a traffic network, based on the FIM analysis, consider additional
characteristics, such as the capacity of the link, the demand of the
network and the possible routes between the Origin–Destination (OD)
pairs, which are not incorporated in the Graph Theory.

In order to introduce and discuss this innovative approach, the
present work is organized as follows; Section 2 analyses the definitions
and the differences between critical and vulnerable links in traffic
networks; Section 3.1 presents a detailed explanation of the FIM;
Section 3.2 presents the new methodology to identify the vulnerable
links, along with a simple example for better comprehension of it; in
Section 3.3 the new methodology for the identification of critical links
is introduced and applied to a simple network system and Section 4
presents a real network; finally, Section 5 draws the main conclusions
of the work developed.

2. Critical vs vulnerable elements of traffic networks

The management of traffic networks under a perturbation requires
a profound knowledge of the network in order to implement the most
efficient measures to reduce the impact of these events. In [19], it
is highlighted that one of the most powerful strategies to deal with
these situations is to increase the knowledge of the effects that can
cause disruptions to develop strategies to adapt the network to future
perturbations. Identification of critical and vulnerable elements of a
network as an essential adaptation strategy for traffic networks has
large relevance. This paper focuses on the type of perturbations that
can happen in a recurrent way in the daily operation of the network,
and understand the effect of a perturbation as loss of capacity in the
system components. However, it is noted that a resilient behaviour
under recurrent perturbations can also help in the development of more
robust networks not only under this type of frequent disruptions but
can also create a greater ability to withstand system breakdowns, as
explained in [20].

When a network is affected by a perturbation, the critical and
vulnerable elements of the network demand particular attention. These
elements will have a key role in the network performance. They can
create disruptive situations. Even more, due to the connections existing
among the elements of a traffic network, a perturbation of one link may
result in partial or complete damage of the system.

Identification of an established definition in the literature for these
two concepts, i.e., critical and vulnerable links, can be challenging.
Different perspectives can be found among the experts. In 1994, vul-
nerability as a ‘susceptibility for rare, big risks’ was analysed by [21].
Later, in [22], the vulnerability of a link in a road transportation
2

system was understood as ‘a susceptibility to incidents that can re-
sults in considerable reductions in road serviceability’, and in [23]
vulnerability was defined as ‘sensitivity to threats and hazards’. In [24],
this concept is analysed in terms of accessibility. In this work, the
authors assume that networks are created to give access to different
locations, and for that reason, the vulnerability of the elements is
measured depending on the capacity of these to provide access in
different scenarios. Other authors also consider accessibility as a main
variable to define vulnerability, e.g., [25,26].

In [13], the critical locations of a spatial network is studied, defining
critical as a measure of connectivity, and using the topology of the
network elements to identify them. In addition, the authors consider the
critical locations as vulnerable too, which need to be protected against
the possible perturbations and specifically included in the adaptation
measures. A similar classification is used by [27], however, more
focused on the link criticality.

While there are different approaches for the definition of vulnerable
and critical links, it became crucial to differentiate between both of
them.

According to [28], vulnerable is defined as ‘exposed to the possi-
bility of being attacked or harmed, either physically or emotionally’,
and critical as ‘having the potential to become disastrous; at a point of
crisis’ or ‘having a decisive or crucial importance in the success, failure,
or existence of something’. This characterization clearly remarks the
difference between critical and vulnerable, where vulnerable is associ-
ated with exposure and critical with the key functionality in a system.
A simple example to emphasize this is to think on the hands and the
hearth of an individual, the hands will be vulnerable, highly exposed
to harm, but the heart will be critical, a key element to the system .
Consequently, this paper distinguishes both concepts as:

• The most vulnerable link of a traffic network will be the one
suffering the major relative impact when damage happens at any
point of the traffic network.

• The most critical link will be the one that creates the largest
impact on the network when it is damaged.

In a transport network, it can happen that some links are both
vulnerable and critical, but the authors believe that there is a necessity
to distinguish between these types of elements of the system. Being able
to identify and rank these two types of elements will make a difference
in how decision-making schemes are implemented. The interdepen-
dences and behaviours of the links of the network will be better
understood and stakeholders will be able to distinguish in more detail
the consequences of a disruption. Finally, it is noted that vulnerable
links are the links that are prone to failure, and therefore will be locally
impacted with a higher frequency. That means, that increasing in travel
time in these is highly frequent; even when damages in other parts of
the network occur (i.e. prone to loss). Nonetheless, their relative role
in the functionality of the whole network could be small.

2.1. Methodologies presented in the literature for the identification of vul-
nerable and critical links

Once both concepts are defined, a methodology to identify them in
a traffic network is required.

Some authors have presented methodologies to find the vulnerable
and critical links in a network. Four main approaches were identified
in this regard:damaged-link assessment, topological evaluation, link
removal analysis and data-driven methods.

2.1.1. Damaged-link assessment
A model-based case study to identify the vulnerability of the road

network is presented by [4]. The authors analyse different failures
in the network, such as partial or complete closures of several links
of the network, reductions of the free flow speed of all the links or

only of the secondary roads, and different percentages of reduction or
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increment of traffic in the network. Once the damage is applied, link
flow-based user equilibrium models are used to measure the effects, and
identify the vulnerabilities. A case by case method is used to identify
the vulnerable elements of the network, therefore, only the impacts
analysed are included in the results, and a systematic method to analyse
all the links is not attained.

Also using a case by case method, in [10], the critical locations
of a network are analysed. The authors present a vulnerability index
which measures the differences between the optimal performance of
the network and the worst performance under a damaging scenario. To
include the importance of a link in an OD pair, a bi-level method to
identify the critical locations is presented by [29], using Game Theory.

In [5], it is introduced other vulnerability index considering the
serviceability; being serviceability of a link defined as ‘the possibility
to use that link during a given period which then relates to the
possibility of partial degradation of roads’. Another vulnerability in-
dex, developed by [6], assesses the link vulnerability through a two
stages process; firstly, different attributes are chosen to characterize
the vulnerability based on concepts such as the capacity of the link
and the traffic flow, later on, these attributes are combined using fuzzy
logic to obtain the link vulnerability index. In [30], vulnerability is
evaluated by taking account of the path distance and passenger flow.
The methodology is based on the complex network theory introducing
a double-weighted analysis for the vulnerability analysis of urban
metrorail transit systems.

Recently, in [9], critical links in a network are studied by a clas-
sification for decision-making that evaluates potential retrofits, before
the impacting event that increase the functionality of the network.
Criticality is studied in terms of replaceability.

2.1.2. Topological evaluation
Using another perspective, in [13], the critical location of a network

are analysed using graph theory. The authors study the topology of the
network, i.e. how the links are connected to each other, to be able
to identify which are the problematic elements. Including aspects to
identify critical locations, such as being the only element that connects
two sub parts of the network (tunnels and bridges), elements included
in a high number of routes (main roads), and highly dense parts of
the network (city centre). Also, based on graph theory, a methodology
for identifying critical nodes in urban public transportation networks is
presented by [8].

2.1.3. Link-removal analysis
Another frequent approach in the literature review to identify crit-

ical links is removing the link from the network, and analysing the
consequences. Based on [31] differentiation between vulnerable and
critical, where vulnerable is associated to nodes and critical is evaluated
in links, in [12], the authors develop an index to measure the criticality
of links by evaluating the consequences of links closures in terms of
travel time. In [11], it is also presented a method to identify the critical
links. The authors describe the critical links as the ones creating a worse
scenario when damaged, highlighting the importance of variables such
as the demand of the links. An index to measure network robustness
is introduced, analysing the effects in the travel time when each link
is removed. In [32,33], the removal of links is used to locate the
critical links, named in these papers as ‘vital links’, and in [7], link
criticality of urban road network is evaluated by using the concept of
macroscopic fundamental diagram (MFD), comparing the behaviour in
normal condition and the behaviour when a link of a road network is
disabled by a hazard.
3

2.1.4. Data-driven methods
Data driven approaches have been also used to detect critical points

in the transport network, specially to identify those parts of the net-
work that are likely to suffer high levels of congestion. Data-driven
approaches use traffic flow prediction to detect those areas that can
become congested and reduce the traffic performance in the system.
Among the data-driven studies presented in the literature, some use
historical datasets to identify those areas that are more likely to be
affected, see [34,35]. Other present approaches that use traffic flow
prediction techniques to identify critical areas. A methodology for
the prediction of near future traffic condition is proposed by [36],
estimating next time-step traffic volume on a single road segment.
In [37], the authors use a Support Vector Regression based method
to estimate next time-step traffic speed and volume, and in [38] a
deep learning approach by using a Restricted Boltzmann Machine and
a Recurrent Neural Network to predict the areas affected by congestion
for all road segments in next time-step is proposed. Using a similar
approach, in [39] an algorithm that predict traffic congestion and
allows the identification of footprints of traffic congestion propagation
in the near future is presented.

When predicting traffic flow conditions in a transport network, it is
possible to work with short-term or long-term predictions. Short-term
predictions tend to be more accurate, however they do not give the
global perspective that can be achieved with long-term predictions.

Among the short-term traffic flow predictions methods, one that
has been widely used in the literature for the identification of conges-
tion problems is the analysis of time series, particularly those using
Autoregressive Integrated Moving Average (ARIMA) models. ARIMA
models are one of the most precise methods for the prediction of traffic
flow [40], and have been used since the late 1970s to predict short-term
traffic flows [41]. A disadvantage of this type of data driven approaches
is the requirement of very large historical database if accurate mod-
els have to be developed. For that reason, some authors have tried
to reduce the amount of data that are needed in these models. For
example, a prediction scheme using Seasonal autoregressive integrated
moving average (SARIMA) model for short-term prediction of traffic
flow using only limited input data is presented by [42]. This approach
for short-term prediction of traffic flow uses only previous 3 days of
flow observations as input for predicting the next day flow values.
It is also noted that long-term traffic flow predictions have interest
for transport managers. The long-term view allows performing a more
efficient traffic management, including a better design of new infras-
tructures or public transportation policies and/or the development
of transport planning strategies. In [43], a clustering stage that can
discover patterns within the traffic flow data registered by each road
sensor is presented. This allows building prediction models for the dis-
covered patterns. Also, based on long-term traffic flow predictions, and
including the cascadian effects due to congestion, in [44] a risk-based
interdependency analysis is proposed. This methodology can detect
large-scale traffic congestions between interconnected junctions of the
road network. The methodology presented in [44] uses a time-based
dependency analysis for critical infrastructure dependency, based on
one methodology presented in [45,46]. Similar approaches, based on
risk-based method to analyse interdependencies and congestions have
been used in other sectors such as in the aviation network, see [47] and
in the maritime network, see [48].

The main drawback of long-term traffic flow predictions based on
historical data lies on their potential misinterpretation of unexpected
hazards that may have never been recorded, and suddenly appear on
the network. Some examples of these events can be flash flooding,
total or partial closures of roads due to for example maintenance
works, among others. Short-term prediction model tend to be more
accurate when forecasting traffic flow in the subsequent instants of
an unexpected hazard, however when analysing hazards that can last
several days other methodologies could be more precise. By nature,
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short-term models provide outputs based on sensors within a temporal
window.

It is possible to infer that different methodologies try to address
the presented challenge using distinct perspectives. Most of them are
supported by strategy-specific assessments, analysing a group of prob-
able damaged scenarios that can only partially address the objective of
performing a comprehensive analysis.

Analysing the whole network may allow to extend the understand-
ing of it. In [25], an approach to analyse the vulnerability of road
networks under extreme weather events by studying extended affected
areas instead of single link failures is presented. The authors analyse
the studied area with uniformly shaped grids and size cells, where
each of the cells represents the area affected by the hazard. In this
case, the authors cover all the network, but a lot of resources are
needed to complete the analysis, since the effect of each damaged area
has to be analysed individually. To achieve a more comprehensive
analysis, in [49], it is also presented a methodology to evaluate the
ability of transport systems to maintain functionality when affected by
a disruption, analysing the link criticality for single-link failures and
multiple-link failures.

There is a demand for a systematic and holistic approach for lo-
cal and global understanding of the network. Within this context,
the proposed methodologies systematically analyse every link of the
network and their interactions with the other links. All the links can
be ranked from the most to the least vulnerable and from the most
to the least critical with a full network analysis. By analysing the
principal components of FIM, as detailed below, a substantial reduction
of the efforts needed in the process of critical and vulnerable links
identification is achieved. Moreover, with the presented approach, the
perturbation suffered by a link does not necessarily need to result in its
closure. Partial damages can be also analysed.

3. Systematic methodologies to identify critical and vulnerable
links for full-traffic network resilience analysis

Graph theory and network analysis have several centrality measures
that can help in the identification of traffic network vulnerabilities and
criticalities. These centrality measures evaluate the importance of a
node in a network, and are usually based on the topological charac-
teristics of the network. Centrality measures can rank the nodes of a
network by assigning a score to each of them. The most common cen-
trality measures are degree centrality, closeness centrality, betweenness
centrality and eigenvector centrality. Each of these centrality measures
is described below:

• Degree centrality is defined as the number of links incident
upon a node. In a directed graph, two degree matrices can be
calculated, the in-degree matrix, defined by the number of links
coming towards a node, being that the in degree of that node, and
the out-degree matrix, defined by the number of links going out
from a node.

• Closeness centrality measures the node average farness (inverse
distance) to all other nodes. This means that those nodes with a
high closeness value will have the shortest paths to the rest of the
nodes of the network. The closeness centrality can be also defined
as in-closeness, and out-closeness.

• Eigenvector centrality measures the influence of a node as a
function of the connections of its neighbours. Eigenvector central-
ity is a natural progression of the degree centrality, that attempts
to measure the level of connections in a network, including not
only the links connecting the studied node but also the degree of
connection of its neighbours.

• Betweenness centrality quantifies the number of times a node
is used along the shortest path between two other nodes. In
the context of analysing critical and vulnerable links in traffic
network, it is common to use a betweenness centrality metric that
analyse the links [50]. This link-betweenness centrality measures
4

the number of times a link is used along the shortest paths. b
It is noted that the first three metrics provide information on
onnectivity such as link density in regions of the network which
ay of relevance to identify critical or vulnerable areas. Betweenness
as been the mostly used metric in explicit analyses of criticality and
ulnerability in traffic. These four centrality metrics recurrently focus
n the topological characteristics of the network, and their analysis is
ommonly done under static conditions. Static analysis can be useful at
n early stage analysis to know the basic properties of the network. It
as highlighted in previous sections that there is a need to introduce
ynamic aspects to this, and significant research have been done in
his regard. Some recent papers proposed modified centrality measures
mplemented with dynamic traffic-related information. These dynamic
ersions of centrality measures allow the introduction of variables such
s travel demand and travel times in the analysis, see [51–54], and also
an incorporate real-time data as shown in [55].

When evaluating the network resilience, it is essential to understand
he holistic behaviour of a network under disruptive scenarios. The
revious approaches that incorporate dynamic aspects of the traffic
ehaviour in the centrality matrix do not evaluate the system un-
er disruptions. Few authors have presented methodologies that can
pecifically evaluate the critical spots of the network based on the
etwork resilience. In this context, it is shown by [50] that a modified
etweenness centrality matrix with a stress testing approach could
rovide further inside into the analysis of resilience of a network,
hile taking into account demand levels and dynamic characteristics
f traffic. In the same work, the authors emphasize the importance of
odelling the network as a dynamic graph, whose link characteristics

an change over time depending on traffic behaviour.
In the present work the FIM is used to tackle this need. FIM has

een used before in different fields as a means to identify key aspects of
ngineering systems (e.g. critical locations in sensor placement). This
pproach has been used in [56], and it was also implemented in the
rea of bridges for the placement of sensors by [57]. In the area of
amage identification of buildings, see [58], the FIM is used to define
n optimal approach for the location of sensors. More recently, in [59],
method of multi-objective sensor locations optimization using the

ollected information by FIM is presented. In this study, the sensor
ocations are prioritized according to their ability to localize structural
amage based on the eigenvector sensitivity method, and in the same
rea, a method based on the FIM matrix and the structural topol-
gy optimization concept to establish a methodology for the optimal
lacement of sensor for structural damage identification is presented
y [60].

FIM has also been used in other areas of knowledge, for example,
n [61], the sustainability of a regional system using FIM in the San
uis Basin, Colorado is evaluated. The use of FIM in this analysis pro-
ides a means of monitoring the variables of a system to characterize
ynamic order, and, therefore, its regimes and regime shifts. In the
rea of ecological systems, FIM is used to track stability in multivariate
ystems, see [62], and in the same area, the use of FIM to create
n environmental system index is demonstrated by [63]. This index
an detect when the system is changing its configuration to a new
ynamic regime and improve the decision-making process to promote
ore sustainable decisions.

These are just some examples of the application of FIM for catego-
ization of variables, since different authors highlight in the literature
hat FIM can be applied to a broad range of systems. Thus, in [64],
here phase transitions and relevant order parameters via statistical
stimation theory using FIM are studied, it is highlighted the generality
f FIM as a measure that can be applied to a broad range of systems,
articularly those where the determination of order parameters is
umbersome. Another example of the multiple uses that FIM can have
s [65], who discussed how FIM can collapses multiple variables into an
ndex that can be monitored over time to assess changes in the dynamic

ehaviour of systems.
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Therefore, it is clear that FIM can be applied to a broad range of
problems and used in analysing patterns in data. FIM can be adapted
to evaluate the importance of parameters in complex system behaviour,
and one of the main advantages is the ability to incorporate several
variables into an index that can be used to assess criticality and
identify important trends in a system. In this case, the FIM allows
encompassing in the analysis not only node-link influence, but also the
whole dynamics of the network, including traffic-related variables, such
as travel demand and travel time. This is of particular interest as traffic
will not depend exclusively on node connections, i.e. topology, but also
on routes available. The FIM provides a systematic approach to identify
critical or vulnerable links. It evaluates a measure of sensitivity that
is directly related to importance of a link’s performance in a traffic
network with current defined dynamics.

In addition, the advantages of FIM are also relevant when analysing
unexpected disruptive scenarios that have not been previously recorded
in the historical datasets. When using the FIM, a single stress test is
needed at each link in order to define the whole matrix and to identify
the critical and/or vulnerable links. This is an advantage because by
construction the FIM sets the demand of the necessary stress tests
required to provide insight on critical and vulnerable links and it is only
parametric in respect to the stress level — i.e., the level of damage in
the link.

3.1. Fisher Information Matrix

In statistics, the FIM allows a measure of the amount of informa-
tion that an observable random variable 𝑥 carries about an unknown
parameter 𝜙 upon which the probability of 𝑥 depends on.

For a N-variate multivariate normal distribution,𝑋 ∼ 𝑁(𝝁(𝝓),𝜮(𝝓)),
let the K-dimensional vector of parameters be 𝝓 = [𝜙1, 𝜙2,… , 𝜙𝐾 ]𝑇 ,
and the vector of random normal variables be 𝑋 = [𝑋1, 𝑋2,… , 𝑋𝑁 ]𝑇 .
Assuming that the mean vector is 𝝁(𝝓) = [𝜇1(𝝓), 𝜇2(𝝓),… , 𝜇𝑁 (𝝓)]𝑇 ,
and let 𝜮𝑁𝑥𝑁 (𝝓) be the covariance matrix. Then, the (𝑖, 𝑗) entry, for
1 ≤ 𝑖, 𝑗 ≤ 𝐾, of the FIM is defined as follows:

𝑓𝑖,𝑗 =
𝜕𝝁𝑇

𝜕𝜙𝑖
𝜮−1 𝜕𝝁

𝜕𝜙𝑗
+ 1

2
𝑡𝑟
(

𝜮−1 𝜕𝜮
𝜕𝜙𝑖

𝜮−1 𝜕𝜮
𝜕𝜙𝑗

)

, (1)

where 𝑡𝑟(⋅) denotes the trace of a square matrix, and (⋅)𝑇 denotes the
transpose of a vector.

Assuming that 𝑋 = 𝐸[𝑋], 𝜮(𝝓) = 𝑰 , 𝑰 being the identity matrix,
Eq. (1) becomes

𝑓𝑖,𝑗 =
𝜕𝝁𝑇

𝜕𝜙𝑖

𝜕𝝁
𝜕𝜙𝑗

, (2)

here the 𝑓𝑖,𝑗 denotes the FIM element for the row 𝑖 and the column
. Following the previous definition of the 𝑓𝑖,𝑗 element, the FIM can be
ewritten as a sum of matrices, as follows:

=
𝑁
∑

𝑛=1

𝜕𝜇𝑛
𝜕𝝓

𝜕𝜇𝑇𝑛
𝜕𝝓

, (3)

nd, since 𝑋 = 𝐸[𝑋] = 𝝁(𝝓), Eq. (3) can be expressed as

=
𝑁
∑

𝑛=1

𝜕𝑋𝑛
𝜕𝝓

𝜕𝑋𝑇
𝑛

𝜕𝝓
. (4)

This approach to build the FIM analyses the variation of an expected
value 𝑋, as a function of a variable 𝜙. It is noted that this way of
expressing the matrix is very relevant, since it allows the definition of
the matrix by a sensitivity vector. Thus, the sensitivity vector is defined
as 𝜃𝑛 = [ 𝜕𝑋𝑛𝜕𝜙1

, 𝜕𝑋𝑛𝜕𝜙2
,… , 𝜕𝑋𝑛𝜕𝜙𝐾

], and, the FIM is expressed as follows:

𝐹 =
𝑁
∑

𝑛=1
𝜃𝑇𝑛 𝜃𝑛. (5)

If a traffic network is defined as a set of nodes connected by a set
of links, for the identification of the vulnerable and critical links of the
5

network, a sensitivity vector, 𝜃𝑛, must be defined associated with each
of the links of the network, for 1 ≤ 𝑛 ≤ 𝑁 , with 𝑁 being the total
number of links of the network.

For each sensitivity vector, 𝐾 components are defined, for 1 ≤ 𝑘 ≤
𝐾, corresponding to each parameter analysed affecting the 𝑁 links.
In the approach proposed, the 𝐾 components represent the influence
of each link upon the other links of the network. Thus, 𝐾 = 𝑁 , and
hereafter, 𝑁 will be used to refer to the dimension of the 𝝓 vector.

Based on this overall idea, two different methodologies are de-
veloped to identify the vulnerable and the critical links of a traffic
network. Sensitivity vectors will be defined depending on whether a
vulnerable or a critical analysis is being performed.

3.2. Identifying vulnerable links in traffic networks with FIM

When the aim is to identify the vulnerable links of a traffic network,
the FIM is designed in the way that each component will carry the
information of how vulnerable a link is when the network is suffering
a perturbation.

As indicated, one sensitivity vector is defined for each link of the
network. To identify the vulnerability of the links as described in the
previous section, a damage is introduced in each link by means of a
reduction of the capacity of the link. This reduction of the capacity
simulates the impact, which can be created due to different perturba-
tions, such as climatological hazards, man-made events, road works or
any other impact in the traffic network. Some examples of capacity
reductions are presented as follows: (a) caused by weather events, such
as floods, when a link is partially affected by a flood one or more
lanes can be blocked, and its capacity will be reduced; (b) by inclement
weather, it has been shown in the literature that heavy rain can reduce
capacity up to 17% and heavy snow up to 27%, see [1]; or (c) by
scheduled activities on the road, for example, road works or upgrade
events, in this situation one or more lanes might need to be closed
for the development of the works. Due to the multiple types of events
that can cause a disruption in a link, the proposed methodology uses a
reduction in the capacity to simulate the disruption created by any type
of hazard, which facilitates the simulation of different hazards since
most of the time disruptions are evaluated as a loss of capacity on the
affected link.. After that, each sensitivity vector is associated with one
link, and it will contain the information of the effect of the damage of
that link on the rest of the links of the network.

The effect of this damage is measured in terms of cost by implement-
ing a user equilibrium traffic assignment. The cost increment produced
by the new conditions of the traffic network is evaluated by comparing
the non-affected network with the disturbed situation. In this paper,
the impact in the cost is measured in terms of travel time.

Therefore, to identify the vulnerable links, the sensitivity vector 𝜃𝑛
is defined as follows;

𝜃𝑛 =
[

𝛥𝑡1
𝛥𝐶𝑛

,
𝛥𝑡2
𝛥𝐶𝑛

,… ,
𝛥𝑡𝑛
𝛥𝐶𝑛

,… ,
𝛥𝑡𝑁
𝛥𝐶𝑛

]

, (6)

where 𝛥𝐶𝑛 is the variation of the capacity for each link, and 𝛥𝑡𝑖, with
= 1…𝑁 , is the variation produced in the travel time of each link
hen the capacity of link 𝑛 is reduced, which in practice is a backward

inite difference.
The vulnerability information of the total traffic network will be

athered by building the FIM according to Eq. (5). Note that the term
, 𝑗 of the FIM will have the following form,

𝑖,𝑗 =
𝑁
∑

𝑛=1

𝛥𝑡𝑖
𝛥𝐶𝑛

𝛥𝑡𝑗
𝛥𝐶𝑛

, (7)

with the diagonal elements of the FIM being

𝐹𝑖,𝑖 =
𝑁
∑

(

𝛥𝑡𝑖
)2

. (8)

𝑛=1 𝛥𝐶𝑛



International Journal of Critical Infrastructure Protection 39 (2022) 100570B. Martinez-Pastor et al.
Fig. 1. Simple network.

Then, the eigenvector of the FIM will provide a ranking of the links
containing the largest amount of information on the parameters, that is,
the most vulnerable links of the network. The eigenvalues will provide
the relative weight within the ranking, according to the following
expression,

𝐹𝒗 = 𝜆𝒗, (9)

where 𝒗 is the eigenvector associated with the eigenvalue 𝜆. For the
sake of clarification, if the obtained eigenvector is parallel to the 𝑖
component, that is, with a value of 1 in the 𝑖 position, the following
relation should be fulfilled

𝐹

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0
0
⋮
1
⋮
0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

∑𝑁
𝑛=1

𝛥𝑡𝑖
𝛥𝐶𝑛

𝛥𝑡1
𝛥𝐶𝑛

∑𝑁
𝑛=1

𝛥𝑡𝑖
𝛥𝐶𝑛

𝛥𝑡2
𝛥𝐶𝑛

⋮
∑𝑁
𝑛=1

(

𝛥𝑡𝑖
𝛥𝐶𝑛

)2

⋮
∑𝑁
𝑛=1

𝛥𝑡𝑖
𝛥𝐶𝑛

𝛥𝑡𝑁
𝛥𝐶𝑛

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0
0
⋮
𝜆
⋮
0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, (10)

that is,
𝑁
∑

𝑛=1

(

𝛥𝑡𝑖
𝛥𝐶𝑛

)2
= 𝜆 (11)

and the rest of components of the central vector in Eq. (10) are equal
to zero. Thus, the eigenvalue 𝜆 will provide how the travel time of link
𝑖 varies when the links of the traffic network suffer a reduction of their
capacities.

3.2.1. Example for the identification of vulnerable links
A simple example is used to understand the advantages of the model

in the identification of vulnerable links of a traffic network.
The traffic network in Fig. 1 is presented for the example. The

network has 4 nodes and 4 links. Different thicknesses are used to rep-
resent the different capacities of the links. See Table 1 for a description
of capacities and free flow travel times associated with each link. Link
1 has the largest capacity, 50 users, followed by links 3 and 4 with a
capacity of 30 users both, and finally, link 2 with a capacity of 20 users.
The routes analysed in this network are the ones shown in Table 2. The
traffic assignment used for the creation of the FIM matrix for this and
all the examples presented in the paper is a user traffic equilibrium
together with the BPR function, using parameters of 𝛼 = 0.15, and
𝛽 = 4.

This network is created to evidence the differences between a
vulnerable link and a critical link because it can be extremely difficult
to previously identify the most vulnerable or the most critical link
of complex examples, and the results can be less expected. The same
example will be used to identify the critical links of the network in the
following section and both results can be compared.

This network represents a main link, link 1, between node 1 and 2,
which has the largest capacity. This link is a key link in the network,
6

Table 1
Characteristics of the example network.

Link Capacity Free flow travel time

1 50 1
2 20 1
3 30 1
4 30 1.2

Table 2
Example network. Routes selected.

Route Id O-D Links Demand (users/ OD)

1 1–3 1–2 20
2 1–4 1–3 20
3 1–4 1–4 20

Table 3
Example network. Ranking of the vulnerable links.

Rank position Eigenvalue Vulnerability link rank

1 1.667 2
2 0.9976 1
3 0.0033 3–4

giving access to the rest of the nodes, such as nodes 2, 3 and 4. Thus,
link 1 will have a main role in the performance, and any damage in
link 1 is expected to have a large impact on the network behaviour.
For these reasons, link 1 is expected to be the most critical link of the
network in this example.

Link 2 appears in route 1, connecting node 1 and node 3, the users
using route 1 need to use firstly the link 1, and afterwards the link 2 to
reach their destination. Also, link 2 is the end of route 2, and does not
give access to other nodes, for that reason, link 2 has a smaller capacity,
and a smaller relevance in the network.

Despite being less critical, link 2 is the most vulnerable because it
has the worst relation flow/capacity, and there is no other optional
routes to relieve the situation. Then, any change in link 2 will have a
large impact in route 2. However, the damages in link 2 will not affect
the rest of the routes if the physical queues are not considered. It is
noted the difference with the case of a damage in link 1, where not only
one route but all them are expected to be impacted, including route 1,
2 and 3.

Therefore, link 2 will represent a vulnerable link in the network,
since changes in other links of the network, for example a damage in
link 1, will affect it; but a damage in the link 2 will create problems
mainly in the same link, rather than in other links of the network.

Finally, route 2 and route 3 connect node 1 with node 4, in this OD
pair, the users have two options to reach their destination, then, the
redundancy of the network is larger and this will contribute to reduce
the vulnerability of both links, 3 and 4. When one of the routes of 1–4
OD pair is damaged the users can choose the other one, and easily avoid
the affected part of the network.

In conclusion, the most vulnerable link is expected to be link 2, and
link 1 is expected to be the most critical in this example. Consequently,
the methodology is applied in the example, and the results are shown
in Table 3, also a visual representation of the vulnerability level of the
links is shown in Fig. 2.

The eigenvalues obtained for the example are shown in Table 3,
a ranking from the most to the least vulnerable link is presented too.
As expected, the most vulnerable link is the link 2. The value of the
eigenvalue is used to measure the difference between the levels of
vulnerability of the links, when two links have similar eigenvalues
means that their vulnerability level is similar too and vice versa. Then,
link 1 is ranked with a medium level of vulnerability, and finally
link 3 and 4, whose vulnerability level is significantly lower with an
eigenvalue near to zero.
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Fig. 2. Vulnerability level of the links, simple network.
This example is extremely simple, and the performance of the
network can be easily understood without any methodology. However,
when the networks grow in number of links, nodes and routes, a
systematic methodology becomes indispensable, since the calculation
and the effort to identify the vulnerable and critical links increase
significantly.

3.3. Identifying critical links in a traffic network with FIM

In this section a methodology to identify the critical links of the
network is presented, based on the same principles than the previous
methodology. For the identification of the critical links of a traffic
networks, the FIM is built as described in Eq. (5), and the sensitivity
vector, 𝜃𝑛, is defined as follows,

𝜃𝑛 =
[

𝛥𝑡𝑛
𝛥𝐶1

𝛥𝑇1,
𝛥𝑡𝑛
𝛥𝐶2

𝛥𝑇2,… ,
𝛥𝑡𝑛
𝛥𝐶𝑛

𝛥𝑇𝑛,… ,
𝛥𝑡𝑛
𝛥𝐶𝑁

𝛥𝑇𝑁

]

, (12)

where 𝛥𝑡𝑛 is the variation of the travel time of link 𝑛 when the capacity
of link 𝑖 with 𝑖 = 1…𝑁 , 𝛥𝐶𝑖, is reduced, and 𝛥𝑇𝑖 is the variation of the
total travel times of the network when the link 𝑖 is damaged.

The variation of the total travel times of the network, 𝛥𝑇𝑖, is
introduced in the methodology because the global performance of the
network needs to be considered in order to identify the critical links. In
this way, it is possible to incorporate the effects of the global behaviour
of the network when the link analysed is being damaged.

Note that the term 𝑖, 𝑗 of the FIM will have the following form,

𝐹𝑖,𝑗 =
𝑁
∑

𝑛=1

𝛥𝑡𝑛
𝛥𝐶𝑖

𝛥𝑡𝑛
𝛥𝐶𝑗

𝛥𝑇𝑖𝛥𝑇𝑗 , (13)

with the diagonal elements of the FIM being

𝐹𝑖,𝑖 =
𝑁
∑

𝑛=1

(

𝛥𝑡𝑛
𝛥𝐶𝑖

𝛥𝑇𝑖

)2
. (14)

Then, the eigenvector of the FIM defined in that manner will
provide a ranking of the links causing the largest cumulative sensitivity,
or in other words, the most critical links of the network, and the
eigenvalues will provide the relative weight within the ranking

For instance, if the obtained eigenvector is parallel to the 𝑖 compo-
nent, that is, with a value of 1 in the 𝑖 position, the following relation
should be fulfilled

𝐹

⎡

⎢

⎢

⎢

⎢

⎢
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0
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⋮
1
⋮
0
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⎥

⎥
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, (15)
7

⎣
𝑛=1 𝛥𝐶𝐼 𝛥𝐶𝑁 𝑖 𝑁

⎦

Table 4
Example network. Ranking of the critical links and resilience of the traffic network
when the corresponding link is affected by a reduction of 50% of its capacity.

Rank position Eigenvalue Critical link rank Resilience (%)

1 0.4872 1 92.99
2 0.0046 2 97.08
3 0 3–4 99.99

that is,
𝑁
∑

𝑛=1

(

𝛥𝑡𝑛
𝛥𝐶𝑖

𝛥𝑇𝑖

)2
= 𝜆 (16)

and the rest of components of the central vector in Eq. (15) are equal
to zero. Therefore, the eigenvalue 𝜆 will inform on the influence of a
modification of the capacity of link 𝑖 over the whole traffic network,
scaled by the total cost that such change causes upon the overall
performance.

3.3.1. Example for the identification of critical links
The same network that was used in the previous section to identify

the vulnerable links is used in this section to identify the critical links.
See Fig. 1 for a description of the network, and Tables 1 and 2 for
a description of the routes, the capacities, and the demand of the
network.

As explained before, link 1 is expected to be the most critical
element, because the rest of the network has a big dependency on this
link and any damage in link 1 will affect the whole network in a large
amount than any damage in the rest of the links.

The results of the methodology are shown, in Table 4, and as
expected, the most critical link of the network is link 1(see Fig. 3) .

To validate the results, the resilience of the network is evaluated.
Perturbations in different areas will be introduced to corroborate the
results, because when a critical link is damaged, the resilience will be
more reduced than when a less critical link is damaged. Therefore, four
scenarios are considered, damaging only one link at each scenario. For
this case, the damage introduced is a reduction of the capacity to a half
of its initial value.

The methodology used to evaluate the resilience is the one pre-
sented by [66]. The proposed approach measures the resilience of the
network as the capacity of the network to absorb a perturbation. The
model analyses the progressive response of the traffic network to a
time-varying impact using a Dynamic Restricted Equilibrium Assign-
ment. The resilience value is assessed as the normalized area over the
exhaustion curve takes into account important aspects, such as the cost
increment, the user stress level, and the system impedance to alter its
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Fig. 3. Critical level of the links, example network.
previous state. These parameters are obtained during the evaluation
of the new restricted traffic assignment that includes an impedance to
simulate the actual capacity of adaptation to the changes. This helps
to simulate the lack of knowledge of the new situation and the lack on
information of the behaviour of other users.

The resilience approach used in this analysis considers not only
the effect on the travel over-cost due to the perturbation, but the
effect on the users by means of the network stress level. This assesses
concepts such as network redundancy, adaptability and local vulnera-
bility. It is noted that the proposed formulation reflects the important
interdependence existing between the weather impact and the traffic
conditions.

In this approach, the cost level is calculated with the data ob-
tained from the dynamic equilibrium-restricted assignment model, as
described in Eqs. (17) and (18), and the links travel cost is evaluated
with the BPR function.

𝐶𝑇 (𝑡) =
∑

𝑎∈𝐴
𝑐𝑎(𝑡), (17)

𝜏𝑘(𝑡) = (𝐶𝑇 (𝑡) − 𝐶0)∕(𝐶𝑡ℎ − 𝐶0), (18)

where 𝜏𝑘(𝑡) is the normalized cost level, 𝐶𝑇 (𝑡) is the actual total cost for
a time 𝑡 of the traffic network, and 𝑐𝑎 the cost for each link 𝑎. 𝐶0 is the
initial total cost (𝑡 = 0), and 𝐶𝑡ℎ is a cost threshold. The cost threshold,
𝐶𝑡ℎ, is determined by the system breakdown point.

The stress level is calculated as describe in Eq. (19)

𝜎𝑘(𝑡) = 𝑚𝑎𝑥𝑝𝑞∈𝐷((1∕𝛼)(
∑

𝑟∈𝑅𝑝𝑞

|𝜌𝑟(𝑡) − 1|)∕(𝜂𝑝𝑞)), (19)

where 𝑛𝑝𝑞 is the number of routes with 𝑂𝐷 pair 𝑝𝑞, 𝛼 is the system
impedance, and 𝜌𝑟 is the limit of the system impedance for each route,
𝑟.

Finally, the exhaustion level is a combination of the cost and the
stress level, and it is calculated as explained in Eq. (20).

𝜓𝑘(𝑡) = (1∕2)(1 + 𝜎𝑘(𝑡))(𝜏𝑘(𝑡))𝑏, 𝑏 >= 1, (20)

where 𝑏 is a coefficient to penalize the cost level when it is larger than
the cost threshold.

After that the resilience is calculated as the normalized area over
the exhaustion curve, as indicated in Eq. (21).

𝜒𝑝𝑘 = 100(∫

𝑡𝑝1

𝑡𝑝0
1 − 𝜓𝑘(𝑡)𝑑𝑡)∕(𝑡𝑝1 − 𝑡𝑝0), (21)

where 𝑡𝑝0 and 𝑡𝑝1 denote the initial and the final time of the perturba-
tion event respectively.

For a better understanding of the resilience evaluation, the author
is referred to [67,68] and to [69,70] for the sensitivity analysis of the
parameters involved.
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The results obtained are showed in the last column of Table 4. As
expected, when the most critical link of the network is damaged, the
largest impact is obtained in the value of resilience, in this case the
resilience is reduce to 92.99%. The impact in the value of resilience
is reduced as less critical links are damaged, confirming that pertur-
bations in the most critical links of the network will create the worse
performance of the whole network.

4. Case study: Cuenca network

Finally, the methodology presented is implemented in a real case.
The selected network is the city of Cuenca in Spain, see Fig. 4 for a
description of the network. The Cuenca network has 232 nodes, 672
links, and 207 routes, considering a total demand of 20,700 users. In
this example, the free flow travel time of the links has been calculated
assuming that the velocity is the same for all the links, therefore it
will depend on the length of the link, i.e., proportional to the distance
between nodes. The link capacity is 400 users for the links of the city
centre (links from 1 to 300), and 800 users for the external links of the
network.

For a better understanding of the results in this complex case, the
Cuenca network has been represented to visualize the number of routes
that cross each link. In Fig. 5, the thickness of the links has been
modified depending on the quantity of routes passing across each link.
Then, the thicker the link is, the higher the number of routes passing
through the link. It is highlighted that when analysing the vulnerable
and critical links of a network, the number of users using the link will
be a determining variable.

Using the methodologies previously described, the vulnerable and
the critical links of the network are obtained and ranked from the most
vulnerable and critical to the least. Table 5 shows the results for the 14
most vulnerable links, and Table 6, the results for the 14 most critical
links.

With the aim of validating the rank of the critical links, the re-
silience of the network is evaluated damaging the identified link, in
the same way that in the previous example. The values obtained for
resilience are shown in column 3 of Table 6. The damage introduced
to simulate a perturbation is a reduction of the capacity of the selected
link. The disruption lasts 8 days, during the first 4 days the capacity
is reduced, reaching the lower level in the 4th day, with a 35% of the
initial capacity. In the last 4 days, the value of the capacity of the link
gradually increases until the 100% of the initial capacity.

Then, the value of resilience of the first row, 70.92, is obtaining
damaging only the most critical link, 72, in the second row, the second
link of the ranking is the only one being damaged, and in the same
way for the following values. Significant differences in the values of
resilience are found, which exhibits the relevance of the methodology.
In the case that the perturbation is affecting the most critical link, link
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Fig. 4. Network represented by nodes and links. City: Cuenca, Spain.
Fig. 5. Cuenca Network, Spain. The thickness represents the number of routes crossing each link.
72, the resilience of the network is reduced almost 30%, what it is a
considerable impact caused by only one link damaged. However, if the
same perturbation is affecting the following link in the route, link 349,
ranked in 7th position, the reduction of resilience is around 5%.

When resilience is calculated, its value is expected to increase as
less critical links are affected. Observing the results in Table 6, the
expected tendency is obtained. However, slight variations can be found
9

in links ranked as 7th, 10th and 12th, where decimal reductions in the
resilience are noted with respect to link 6th, 9th, and 11th respectively.
These small variations occur for links with similar values of their
eigenvalues, i.e., values of criticality very similar, as in the case of the
links 6th and 7th, 9th and 10th, and 11th and 12th.

The most critical links are represented in Fig. 6. Due to the difficulty
of showing the results in a real network with a large number of links,
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Fig. 6. Cuenca Network, Spain. Critical links that reduce the resilience of the network more than a 5%.
Table 5
Cuenca Network, Spain. Ranking of the 14 most vulnerable links.

Rank position Normalized eigenvalue Vulnerable link

1 1.0000 72
2 0.4461 221
3 0.3040 265
4 0.0879 229
5 0.0364 228
6 0.0359 4
7 0.0315 258
8 0.0306 438
9 0.0282 5
10 0.0221 157
11 0.0110 349
12 0.0074 622
13 0.0041 348
14 0.0028 2

Table 6
Cuenca Network, Spain. Ranking of 14 most critical links.

Rank position Normalized eigenvalue Critical link Resilience (%)

1 1.0000 72 70.92
2 0.1716 221 82.19
3 0.0624 265 85.68
4 0.0040 438 91.82
5 0.0039 229 93.29
6 0.0007 228 95.63
7 0.0006 349 95.55
8 0.0006 258 96.32
9 0.0004 622 96.50
10 0.0004 4 96.08
11 0.0002 157 97.06
12 0.0001 5 96.61
13 0.0001 348 97.45
14 0.0000 619 98.45

only the most critical ones are shown in the network. Fig. 6 represents
the critical links that create a reduction in the resilience of the network
10
of more than a 5%, those ones that reduce the resilience more than a
10%, critical rank positions 1 to 3, are shown in red colour, and those
ones that reduce the resilience between 5% and 10%, rank positions
from 4 to 5, are shown in orange in the figure. The rest of the links
will have an impact smaller, reducing the resilience less than a 5%.

As expected, the most critical links of the network are located in
the areas where a high number of routes are supplied. In this network,
two main corridors can be identified, the first one is the circular
surrounding the city, and the other one through the city, see Fig. 5,
therefore special attention is needed for the latter, since all the critical
links are situated there.

Comparing the rankings for vulnerable and critical links, it is noted
that the links on the 3 first positions of the ranking, are the same for
both cases, showing that in real networks both link types can have
the same location. Main links of the network, as the ones obtained in
the results of this case, can be the critical ones, creating the largest
impact when damaged. Also main links can be identified as the most
vulnerable, suffering a large impact when other parts of the network
are damaged. In such a case, investment in reducing the vulnerability
of those links will result in the largest improvement of the resilience of
the system. Nevertheless, the difference between critical and vulnerable
links is fundamental. For example, the link 438 is ranked in the 4th
position in the critical ranking, creating a reduction of around 9% of
the total resilience when damaged. However, it is in the 8th position
in the vulnerability ranking.

Sometimes, it will be necessary to focus on the critical links, for
example when a hazard is forecasted and a collapse of the network
needs to be avoided, in this case, the criticality of the links needs
to be reduced, for example, by providing redundancy to the system
(e.g., with alternative routes). Other occasions, the identification of the
most vulnerable links becomes more relevant, for example, to avoid the
loss of accessibility of some nodes.

4.1. Comparison with other centrality metrics

In this section a comparison is presented. The proposed methodol-
ogy is compared with other centrality metrics, using in and out degree
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Fig. 7. Cuenca Network evaluated by centrality metrics, including in-degree and out-degree centrality and in-degree and out-degree closeness.
centrality, in and out closeness centrality and betweenness centrality.
The eigenvector centrality is not used in this comparison, as [71]
noted that although some extensions have been proposed for the use
of eigenvector centrality in directed graphs, the most commonly used
version of eigenvector centrality requires the graph to be undirected.
The results when compared to alternative metrics shows that using a
FIM provides further insights on the importance of different links in
the network.

Fig. 7 presents the results for both in and out degree metrics, and
in and out closeness (weighted by the link distance). Because most of
the links serve nodes in and out directions, the locations of the scores
are similar for both in and out directions. Both metrics have limited
capability to be informative in supporting an explicit identification of
critical or vulnerable links. As discussed previously, these fail to cap-
tivate the dynamic behaviour of the network but still carry important
information on different regions of the network.

Fig. 8 shows the results of link-betweenness centrality in the net-
work. Compared with the previous metrics, betweenness provides more
information, since not only topology measures such as the number of
links in and out a node are evaluated but also the current routes that
users have available. Betweenness can be used to reduce the number
of links that are analysed in large networks and then performing the
critical and vulnerable link identification in a smaller sub-set of the
network. However, in-line with the previous metrics it fails to comprise
11
Table 7
Cuenca Network. Ranking of links by betweenness centrality metric.

Rank Link-betweenness Link

1 0.1809 622
2 0.1508 349
– 0.1508 352
4 0.1407 619
5 0.1357 348
6 0.1307 438
7 0.1256 72
8 0.1206 557
9 0.1156 221
– 0.1156 459

the dynamic behaviour necessary to identify the most critical and vul-
nerable links in a context of resilience analysis, when the performance
of the network under unexpected disruptions needs to be evaluated.

In Table 7, a link rank based on the link betweenness centrality
metric is presented. The top five links in the betweenness ranking are
622, 349, 352, 619, and 348, and even though four of them also appear
in the criticality rank their order is significantly different. For example,
link 622 occupies the first position in the betweenness ranking, but it
is ranked in the 9th place in the criticality ranking. It is noted that
when link 622 is affected by a disruption the overall value of resilience
decreases to 96.50. This is reasonably small when compared with the
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Fig. 8. Cuenca network evaluated by link betweenness centrality metric.
top links in the criticality rank, which reduce resilience up to 70.92. It
is also noted that the link ranked in first place in the criticality ranking
is link 72, and in the rank created by the betweenness metric it only ap-
pears in the 7th place. This highlights the fact that perturbation-based
methodologies are required when analysing the critical and vulnerable
links under disrupted scenarios. As highlighted in [50], different con-
structions of static metrics may allow comprehending criticality and
vulnerability of links, however, some aspects of a network operation
are only understood using full dynamic considerations.

It is noted that other transformations of the betweenness centrality
may provide further accuracy in regard to the identification of the links
that have the largest influence on the resilience of the network, such as
augmented measures that use traffic flow, e.g., [72,73]. Nonetheless, a
particular advantage of the FIM in this regard is that it does not demand
any prior information on the network (e.g., topology or traffic flows),
being only performance-based.

5. Conclusions

This paper presents two methodologies, one to identify and rank the
vulnerable links of a traffic network, and the other one to identify and
rank the critical links of a network. Both methodologies use the Fisher
Information Matrix for the identification of the links, and the FIM is
defined in a particular way for each methodology.

The paper shows how using the eigenvector associated to each
eigenvalue of the matrix, it is possible to identify and rank the vul-
nerable and the critical links of the network. Then, the value of each
12
eigenvalue determines the position in the rank, being the largest the
one that identifies the most vulnerable and the most critical, and going
down in the rank as the value of the eigenvalue decreases. Therefore,
in just one analysis, all the links of the network are analysed.

This work distinguishes between vulnerable and critical links. In this
way, specific strategies can be implemented depending on the desired
objectives.

The importance of the critical links is highlighted when the re-
silience of the network is analysed. Results were in agreement with a
resilience assessment based on a stress-based test, and the methodology
implemented was able to systematically provide a measure of vulnera-
bility and criticality in traffic networks. This novel strategy proposed
can also inform decision-making as a means to increase the resilience
of a network by improving the conditions of the most critical links.

The presented methodologies analyse the traffic performance, and
in the same way, the disruptions affecting the traffic. For that reason,
this methodology uses traffic-related variables such as the flow, the
capacity, the travel time, and the demand. The impacts are evaluated
in terms of travel time, but this can be easily convertible to economic
cost.

The complete closure or removal of the link is not mandatory, a
partial impact in the link with the desired intensity can be incorporated.
Moreover, the assessment of vulnerability and criticality with the ap-
proach proposed demands limited a priori knowledge on the network.
All links are ranked in a global analysis and relatively with each other
without needing to navigate inputs to the system.
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It is noted that the results obtained can be further improved by
introducing more viewpoints. For example, characteristics such as cru-
cial locations, proximity to natural elements such as rivers, sea, and
mountains, and critical infrastructures such as bridges and tunnels,
can be specifically incorporated in the results, since these elements
already include a certain degree of vulnerability by nature. In addition,
it would be of interest to perform further research in how the proposed
methodology can inform decision making to the analysis of cascading
effects in transport networks. Identifying a critical link in a certain
perturbation is expected to be informative for this type of analysis.
When critical links are stressed, or closer to failure, they will be more
likely to create further disruptions and propagate possible damages
across the network. Even more, and to be able to produce information
valuable for risk assessments based on this methodology, more external
factors can be weighted on the operational conditions of the networks,
that then will feed the FIM methodology. In this way, the FIM analysis
can be also relevant to increase the intrinsic resilience of the network,
which is very important in the face of increasingly deep uncertainties.

To conclude, the present work emphasizes the interest and flexibil-
ity of the FIM matrix as a systematic methodology for global traffic net-
work analysis (that includes interactions) and local assessment (through
vulnerability), and future works should seek to improve the insights
provided. As highlighted thorough this work, the FIM is a powerful
tool to find cumbersome relationships and order. Hence, future works
should provide further comparison of its application to traffic networks.
These should also infer on the resolution of the matrix. An example of
such can be found in competing ranks. It was seen that the methodology
proposed correlated quite well with the resilience assessment when the
difference in criticality (and impact in the system’s resilience) between
links surpasses a threshold value (of over 1% in value of resilience),
however, in the cases of links that have similar values of criticality
and carry similar impacts in the resilience of the system, the ranking
provided was not so efficient and further investigation is required in
this regard.
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