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A high resolution partitioned wave hindcast of New Zealand waters is presented together with validation
results against 9 buoy deployments that are representative of the local wave climate. An analysis of integrated
and partitioned mean wave parameters was conducted together with a study of the correlation between wave
height anomalies and atmospheric indices. A directional spatial analysis was also performed to identify and
quantify wave systems that are not detectable by in situ buoys or hindcast integrated parameters. The presented
study outlines a framework of how partitions can be analyzed in order to improve our understanding of the

local wave climate in terms of wind-sea and swell waves.

1. Introduction

Long term statistics of wave conditions (wave climate) are widely
used for near/offshore research and engineering. Studies of beach mor-
phodynamics, sediment transport and air/sea interactions, the design
of marine structures, and ship routing for transport and commerce ac-
tivities are examples of applications that rely on knowledge of the wave
climate. As these studies and activities can be of relevant impact to the
economy, urban planning, risk assessment and human lives, the need
for reliable wave climate data is evident. Wave data is usually sourced
from instruments such as in situ offshore buoys, satellite altimeters and
visual records from voluntary observation ships (VOS), or estimated by
numerical simulations (wave hindcasts and reanalyses). However, the
aforementioned instrumental measurements have inherent issues: buoy
data only represent the local wave climate, are not widely available
and may either be too short or contain gaps; satellite altimeter data
is only available at each satellite pass, require reprocessing to correct
bias from different missions and may suffer interference from clouds,
ice and land, the latter lasting up to 50 km offshore (Tournadre et al.,
2009; Shanas et al., 2014; Sepulveda et al., 2015). Finally, VOS data
have an accuracy of 0.5 m for wave height (Grigorieva and Badulin,
2016), which may not be suitable for some studies, and are usually
restricted to known ship routes, leaving the remaining areas almost
uncovered (Challenor et al., 2006). As wave hindcasts are numeri-
cal simulations, their downsides are the limitations inherent to all
models, i.e. simplification of physics, equations that are not capable
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to fully represent the modeled phenomena, errors in the input data,
etc. Hence, validation of model results against field observations is
always required. Nevertheless, due to their relative cost-effectiveness
and the ability to fill the temporal and spatial gaps that exist among the
available instrumental data, wave hindcasts have been widely adopted
as a source of wave climate data.

Various local (Gorman et al., 2003b) and global (Reguero et al.,
2012; Rascle et al., 2008) scale hindcasts have been published and
investigated. Also, a number of studies comparing results from different
wave models (Hanson et al., 2009; Caires et al., 2004) and wind
reanalysis forcings (Lavidas et al., 2017), as well as methods to correct
hindcasts’ inaccuracies (Albuquerque et al., 2018; Cavaleri and Sclavo,
2006; Minguez et al., 2011) are available in the literature. Other exam-
ples of research based on hindcasts include the description of global and
regional wave climate along with its short and long term trends (Cox
and Swail, 2001; Semedo, 2018). Finally, wave simulations and hind-
casts were used in a number of studies related to crossing seas, freak
waves and ship accidents (Toffoli et al., 2011, 2005; Stgle-Hentschel
et al., 2020).

New Zealand, which is exposed to waves from many wave gen-
eration basins (i.e., Indian, Southern and Pacific oceans and Tasman
Sea), has a multimodal wave climate that has been studied using in
situ visual and buoy observations (Pickrill and Mitchell, 1979), local
wave hindcasts (Laing, 1993; Gorman et al., 2003a,b) and satellite
data (Laing, 2000). Other studies based on global wave hindcasts used
synoptic patterns (Coggins et al., 2015), atmospheric oscillation modes

Received 5 October 2020; Received in revised form 9 September 2021; Accepted 7 October 2021

Available online 19 October 2021

1463-5003/© 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).


https://doi.org/10.1016/j.ocemod.2021.101897
http://www.elsevier.com/locate/ocemod
http://www.elsevier.com/locate/ocemod
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ocemod.2021.101897&domain=pdf
mailto:j.dealbuquerque@auckland.ac.nz
https://doi.org/10.1016/j.ocemod.2021.101897
http://creativecommons.org/licenses/by-nc-nd/4.0/

J. Albuquerque, J.A.A. Antolinez, R.M. Gorman et al.

(Godoi et al., 2016) and a combination of both plus satellite data and
statistical downscaling (Rueda et al., 2019) to explain the wave climate
of New Zealand waters. Among the findings, there is an agreement that
the most energetic waves reach the south and southwest coasts of the
country while the east and northern coasts receive gradually less wave
energy due to sheltering effects and limited fetch distances against
the dominant southwesterly wave direction. An overall trend of wave
height increase was found from 1958 to 2001 (Godoi et al., 2016; Cox
and Swail, 2001), possibly related to an intensification of the Southern
Annular Mode (SAM) (Godoi et al., 2016; Young et al., 2012; Wentz
et al., 2007). Other atmospheric indices found to modulate the waves
throughout New Zealand are the Southern Oscillation Index (SOI), In-
dian Ocean Dipole (IOD), Zonal Wave-number-3 Pattern (ZW3) (Godoi
et al., 2016) and the Madden-Julian Oscillation (MJO) (Fauchereau
et al., 2016).

Despite the contributions from previous research, all the hindcasts
conducted and used in the aforementioned studies represent the wave
spectra as an integrated set of bulk wave parameters such as significant
wave height, mean period and mean wave direction (H,, T,, and 0,, re-
spectively). Although this unimodal representation fits the cases where
the sea state is composed of a single wave system, it is not suitable
to represent the complex multimodal wave systems (Snodgrass et al.,
1966) that are present in the open ocean and even in relatively small
enclosed wave generation basins (Semedo et al., 2009, 2015; Portilla-
Yanddn, 2018), which is also true for New Zealand. This means that
integrated parameters are not always suitable to represent the specific
wave systems that caused the changes in wave height or direction
observed in previous studies.

In order to overcome this limitation, recent versions of wave models
- i.e., WAVEWATCH III (Tolman et al., 2009) and SWAN (Booij et al.,
1999) - have incorporated a spectral partitioning algorithm (Hanson
and Phillips, 2001) that identifies the distinct wave systems present
in the wave spectra and saves the integrated parameters of each sys-
tem into separate partitions of wind-sea and swells. This approach
offers a fair trade-off between preserving most of the spectral in-
formation available and the need for additional computational and
storage resources. Portilla et al. (2009) also explored the wave spectrum
partitioning algorithm and applied it to the ERA-Interim reanalysis’
wind wave hindcast, providing an atlas of the global signature of the
wave spectra (Portilla-Yandtn, 2018).

Wave data from spectral partitioning provides more insightful and
comprehensive information to the scientific community and is progres-
sively being adopted in new studies, such as hindcast wave height
correction (Albuquerque et al., 2018), improvement of statistical down-
scaling (Rueda et al., 2017) and wave climate studies in simple settings
like the Black Sea (Vledder and Akpinar, 2017). However, an inves-
tigation on how a partitioned hindcast can benefit the wave climate
analysis of a complex island setting is yet to be done. New Zealand is
a very convenient area for this kind of study due to the diverse wave
generation areas this country is exposed to, and the fact that the latest
validated hindcast published for the New Zealand waters dates back to
2003 (Gorman et al., 2003a,b). Hence, this study aims to (i) present a
high resolution partitioned wave hindcast for the New Zealand waters
(ii) describe the data and methods used to obtain and validate such a
hindcast, (iii) provide a wave climate analysis that complements the
latest studies on this subject, and (iv) demonstrate the potential of the
present hindcast in broadening our understanding of the wave climate
of New Zealand — or any other area where this type of data is available.

The remaining of the paper is organized as follows: Section 2
describes the data used in this study while the methods employed to
generate and analyze our hindcast are outlined in Section 3. Section 4
explores the wave climate analysis under the wind-sea and swells
perspective. The findings are discussed in Section 5, and the final
remarks are shown in Section 6.
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2. Data
2.1. Offshore wave hindcast

The regional wave climate dataset presented and studied in this
work was forced with boundaries from a global 20-year (1993-2012)
partitioned wave hindcast (Rascle et al., 2008; Rascle and Ardhuin,
2013) provided by IFREMER (Institut Francais de Recherche pour
L’exploitation de la Mer), IFRhc hereinafter. The IFRhc was conducted
using the WAVEWATCH III (WW3) model version 4.04, with the
TEST451 (ST4) parametrization (Rascle and Ardhuin, 2013; Stopa
et al.,, 2016a) and CFSR (Climate Forecast System Reanalysis) wind
forcing. The wave spectra are discretized in 24 directional bins and
31 frequencies, the latter exponentially distributed from 0.037 Hz to
0.7 Hz. Each IFRhc point, available in a 0.5° spatial resolution, provides
3-hourly time series of integrated and partitioned wave parameters.
While the integrated wave parameters consist of the commonly used es-
timates of significant wave height (H,), energetic period (7,) and mean
wave direction (6,,) among others, the partitioned wave parameters
provide estimations of the equivalent variables, for up to six individual
wave systems in a sea state. For instance, for a given partition n, the
parameters of significant wave height, peak wave period and peak wave
direction ({H, ons Tons Oy m="1,...,6}, respectively) would be available.
The 1st partition is reserved for the wind-sea waves (pl hereinafter)
whilst the remaining five partitions (p2, p3, p4, p5 and p6) refer to
the simultaneous swell waves found in the sea state, ordered from
higher to lower wave height. The points of the IFRhc used as boundary
forcings were selected within the perimeter from 164.5°E to 181.0°E
in longitude, and from 31.5°S to 50.0°S in latitude, as per Fig. 1.
No spectral data is available along this area, hence partitioned wave
parameters were used.

2.2. Bathymetry

Water depth and the shape of the seabed play an important role
over the physical processes that occur with the waves as they propagate
onshore. Hence, a bathymetric database that can accurately represent
the features of the ocean floor is of great importance for wave mod-
eling. The bathymetry used in this study is provided by the National
Institute of Water and Atmospheric Research (NIWA). This 250 m
resolution database is a compilation of multibeam and single-beam data
surveys by NIWA and Land Information New Zealand (LINZ), together
with international surveys performed by vessels from United States of
America, France, Germany, Australia and Japan (Mitchell et al., 2012).

2.3. Winds

In order to account for the local wind effects on wave generation
and propagation, the same wind forcings from CFSR used in the off-
shore hindcast were used in our simulations. The wind fields from CFSR
have a spatial resolution of 0.312° from 1979 to 2009 and 0.205° from
2010 onwards, with a temporal resolution of 1 h. It should be noted that
the wind database used in this study has different biases (Rascle and
Ardhuin, 2013; Chawla et al., 2013) and a higher temporal and spatial
resolution compared to the wind fields used previously (Gorman et al.,
2003a,b; Godoi et al., 2016, 2017). While the effects of such differences
will be discussed in Section 5, further details on the implementation of
the CFSR reanalyses can be found in Saha et al. (2010, 2014).

2.4. Buoy data

From 1976 onwards, a number of buoys were moored and operated
in New Zealand by private and public companies. As a result, NIWA has
a compilation of wave buoy records from 13 deployments on different
locations and periods of time (Fig. 1). From all deployments, 10 can
potentially be used for validation as they occurred during the hindcast
time-span (Table 1), yet one of the 10 deployments (Hokitika) was left
aside for being too short (~2-month) for our purposes.
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Table 1
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Details of buoy deployments throughout New Zealand used for hindcast validation (except for Hokitika). Rows display the details for each deployment, columns show the site name,
location, geographic coordinates, time series start/end dates and depth. Records containing directional parameters are marked with ‘/’, records without directional parameters are

indicated with ‘.

Site Island & coast Latitude Longitude Series start Series end Depth (m) 0
Maunganui Bluff, Northland North Island, W —35.55 173.32 07/06/2006 24/07/2007 50 v
Taharoa, Waikato North Island, W -38.17 174.68 07/03/1996 31/12/2000 23 -
Hokitika, West Coast South Island, W —42.64 170.83 21/09/1996 30/11/1996 104 -
Mokohinau I., Hauraki Gulf North Island, NE —35.88 175.08 30/04/1998 10/06/2004 100 v
Mangawhai, Hauraki Gulf North Island, NE -36.11 174.64 14/03/1995 07/11/1997 30 v
Katikati, Bay of Plenty North Island, NE -37.42 176.05 28/02/1991 31/12/1994 34 v
Pukehina, Bay of Plenty North Island, NE -37.70 176.62 22/09/2003 31/01/2013 100 v
Baring Head, Wellington North Island, S —41.40 174.85 03/08/1998 present 45 -
Golden Bay, Tasman South Island, N —40.68 172.92 16/09/2007 10/06,/2008 30 -
Banks Peninsula, Canterbury South Island, E —43.76 173.33 06/02/1999 present 76 v

31°S
Name: M. Bluff
From: 07/06/2006
To: 24/07/2007

34°S Depth: 50m

Name: Taharoa

From: 07/03/1996

To: 31/12/2000
37°S Depth: 23m

Name: Golden Bay

From: 16/09/2007

To: 10/06/2008
40°S Depth: 30m

Name: Hokitika

From: 21/09/1996

To: 30/11/1996
43°S Depth: 104m

46°S

49°S

165°E

10t 102

171°E

Name: Mokohinau
From: 30/04/1998
To: 10/06/2004
Depth: 100m

Name: Mangawhai
From: 14/03/1995
To: 07/11/1997
Depth: 30m

Name: Katikati
From: 28/02/1991
To: 31/12/1994
Depth: 34m

Name: Pukehina
From: 22/09/2003
To: 31/01/2013
Depth: 100m

| Name: B. Head
From: 03/08/1998
To: Present
Depth: 45m

Name: Banks
From: 06/02/1999
To: Present
Depth: 76m

177°E 177°W 171°W

103 104

[m]

Fig. 1. Bathymetry surrounding New Zealand overlaid with some of the grids used for downscaling in this study. The line style of each grid indicates its resolution. Red and
green dots respectively display discontinued and ongoing buoy moorings that have been used to validate our results. Textboxes show details of each deployment.

2.5. Climate indices

Three atmospheric indices known to affect the wave climate of New
Zealand (Rueda et al., 2019; Godoi et al., 2016; Gorman et al., 2003a)
were used in this study, the Southern Oscillation Index (SOI) (Chen,
1982), the Southern Annular mode (SAM) (Gong and Wang, 1999)
and the Dipole Mode Index (DMI) (Saji et al.,, 1999). The SOI is
characterized by the anomaly on the observed sea level pressure (SLP)
along the western and eastern tropical Pacific, measured between
Tahiti and Darwin (Australia). Its positive phase, related to abnormally
high SLP across the eastern tropical Pacific (and abnormally low SLP
along the western tropical Pacific), corresponds to La Nifia events,
which increases the occurrence of northeasterly winds in this area.
The negative phase of the SOI shows opposite characteristics of SLP as
well as southwesterly winds along the same area, evidencing El Nifio
events (Gordon, 1986). The SAM, also known as Antarctic Oscillation
Index, is the difference of zonal mean SLP between 40°S and 65°S.
The positive phase of this index influences the regional climate of
New Zealand causing an easterly wind anomaly during summer and

a northeasterly (northwesterly) wind anomaly along the North Island
(South Island) during the austral winter (Kidston et al., 2009). An
increased frequency of tropical cyclones undergoing extra-tropical tran-
sition is also observed near New Zealand during the positive phases
of the SAM (Diamond and Renwick, 2015). Also known as Indian
Ocean Dipole (IOD), the Dipole Mode Index is characterized by sea
surface temperature (SST) anomalies in the western and eastern Indian
Ocean. The positive phase of the IOD implies a positive SST anomaly
in the western Indian Ocean and a negative SST anomaly in eastern
Indian ocean, which weakens (enhances) the storm-track over northern
(southern) New Zealand during the austral winter, while the opposite
occurs during negative IOD phases (Ashok et al., 2007; Griffiths, 2011).

The monthly values of the Southern Annular mode we analyzed
were sourced from the British Antarctic Survey (BAS). The monthly
time series of the Southern Oscillation Mode and the Dipole Mode
Index were obtained from the Physical Sciences Laboratory (PSL) of
the National Oceanic and Atmospheric Administration (NOAA).
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3. Methods
3.1. Wave height correction and spectral reconstruction of boundary forcing

In situ wave measurements are scarce along the Southern Ocean
(Hemer et al., 2010), which prevented us to directly assess the accuracy
of our boundary forcings. In order to address this shortcoming, each
boundary point of the IFRhc had its wave height corrected for the
whole 20-year (1993-2012) time series. The wave height correction
method (Albuquerque et al., 2018) is based on satellite altimeter data
and provides a set of directional calibration coefficients for the wind-
sea and swell wave systems at each point along the grid boundaries.
This technique is buoy independent, therefore worldwide applicable,
and has been designed specifically for partitioned wave hindcasts.

The percentage of improvement in H accuracy obtained for each
boundary point was calculated using the normalized root mean squared
error (NRMSE) and the mean absolute error (MAE) before and after
the correction. The results were summarized by grouping the boundary
points according to the grid side they belong to, i.e, west side (from
50.0°S to 31.5°S at 164.5°E), north side (from 164.5°E to 181.0°E at
31.5°S), east side (same latitudes as north side, but at 181.0° E) and
south side (same longitudes as north side, but at 50.0°S). Further details
regarding the databases used, model implementation and accuracy
improvements of other points can be found in Albuquerque et al.
(2018).

The (up to) six corrected wave systems, available in the sea states of
each boundary point, were used to reconstruct the multimodal spectral
forcings of our downscaling model. For the spectral reconstruction,
we used the JONSWAP spectral model (Hasselmann et al., 1973) to
represent each partition as a spectral peak. The values used for the
peak-width parameter (o) were the defaults (i.e, o, = 0.07 and
o, = 0.09) while the peak enhancement factor (y) was calculated
based on the wave height and peak period (as per Torsethaugen et al.
(1984), Haver and Nyhus (1986)) for each partition. The resulting
two-dimensional spectrum (i.e., sum of the spectral representation of
all partitions) was reconstructed using 40 frequencies, non-linearly
distributed from 0.03 to 1.0 Hz, and 72 directional bins.

3.2. Downscaling

In order to properly represent the physical processes that occur
as deep-water waves propagate in shallow waters, a finer resolution
grid and a nearshore wave model must be employed. In this study, we
used the SWAN model (version 41.31 A) with bottom friction activated
and its standard parameterizations, which includes the same swell
dissipation as the IFRhc.

The boundary and wind forcing described in the previous sections
were used in a 4-level (28 km, 9 km, 3 km and 1 km) set of nested
grids, not all of them shown in Fig. 1, for the sake of simplicity. The
28 km grid was employed to provide the same conditions of spectral
propagation from the outermost boundaries to the 9 km grids, minimiz-
ing the bias on the wave parameters of the overlapping areas of these
grids. Intermediary 3 km spatial resolution grids (not shown) were
nested between the 9 km and 1 km grids in order to better resolve the
nearshore processes without adding much to the total computational
effort. The 1 km grids shown in Fig. 1 were downscaled for model
validation against the Taharoa and Katikati stations, and the nearshore
study of three different areas: Raglan (west coast of New Zealand),
Tairua and Tauranga (both deployments located in the northeast coast
of New Zealand). Five other locations (grids not shown) were also
downscaled to 3 km and 1 km in order to compare the hindcast with the
Mokohinau, Mangawhai, Pukehina, Baring Head, Banks, Golden Bay
and Maunganui Bluff buoys. The Hokitika area was not downscaled as
its buoy time-series was deemed too short (~2-month) for our purposes.

The wave spectra were discretized in 72 directions and 34 frequen-
cies from 0.03 to 1.0 Hz. A cut-off frequency of 0.5 Hz was applied
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to the model’s output, narrowing down the simulation results to a
range of frequencies closer to where buoy results can be trusted (Rascle
et al., 2008). The 20-year non-stationary simulation was run as 40
“embarrassingly parallel” (i.e., a small effort was required to compute
each run independently of the others) 6-month SWAN runs. In order
to achieve this, a stationary computation was used to define the initial
state of the first 6-month non-stationary simulation. The other 39 non-
stationary runs were started 36 simulation-hours earlier than their
first output cycle, allowing the wave energy to propagate from the
boundaries towards the whole grid. This approach was validated by
comparing the final values of a simulation with their corresponding
values (in time) of the next simulation along 9 different locations
and several simulation transitions (not shown). The 36-hour spin-up
time allowed for an homogeneous transition between the results found
at the beginning of a simulation and the end of the previous one,
regardless of the order they were computed. The same “warm-up”
approach was applied to the nested grids, however each of these grids
was still dependent on the run of their “parent” simulations. The results
obtained from all the 475 SWAN runs were stored as integrated and
partitioned wave parameters, and the 9 km resolution datasets were
made freely available at www.coastalhub.science/data.

3.3. Validation

The hindcast wave parameters were validated against buoy records.
The parameters presented in this study were narrowed down to those
available on the majority of the New Zealand buoys — wave height
(H,), second order period (7,,,) and mean direction (6,) (or peak
direction, 6,, depending on the equipment). The validation metrics
calculated for each parameter were root mean squared error (RMSE),
normalized root mean squared error (NRMSE), BIAS and Pearson’s
correlation index (r). Buoy records available at a frequency higher than
the model output cycle (3-hourly) were averaged before comparison.
Abnormally high (spikes), low or physically impossible values were
removed from the buoy dataset. Finally, we assessed the effects of the
different grid resolutions (9 km, 3 km and 1 km) on the accuracy of the
hindcast parameters.

3.4. Wave climate analysis and data inspection

The database here presented was analyzed in three different ways.
The first was a spatial analysis of integrated and partitioned wave
parameters, the second was a time-series analysis of wave height pa-
rameters along six different locations off the coasts of New Zealand,
and the third was a direction-based spatial analysis of partitioned
parameters of wave height.

3.4.1. Spectral partitioning

As the wave climate analysis in this work is based on wind-sea and
swell waves, it relies heavily on spectral partitioning. It is important
therefore to briefly clarify how this method works and what thresh-
olds are used by wave models while partitioning the wave spectrum.
The Hanson and Phillips (2001) algorithm identifies wave systems
(local energy peaks) in the 2D wave spectrum, classifying/partitioning
these peaks as wind-sea when they are actively being forced by the
current winds, and swells when these peaks propagate independently
of the wind. The classification is based on the wave age criterion (f),
i.e., the relationship between the wave phase speed and the component
of the wind velocity in the wave propagation direction (please refer
to equation 4 and figure 2 of Hanson and Phillips (2001) for details).
While a reference value of f = 1.5 is presented by Hanson and Phillips
(2001), the WW3 and SWAN wave models use a standard value of
p = 1.7. However, as models parametrizations seem to reflect in both
the higher and lower frequencies of the wave spectra (Stopa et al.,
2016Db), the characteristics of the partitioned wave systems may vary
between each model. It should be noted that, within this method, wave
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systems propagating independently of the wind are classified as swells,
regardless of other characteristics these systems may have. The same
occurs while identifying wind-seas, i.e., wave systems being actively
forced by the winds. Hence, it is possible to find minimum values of
peak period around 1 s in swell systems, as well as maximum periods
of ~28 s for wind-sea waves — as opposed to frequency-based methods
of wind-sea and swell waves partitioning, which identify each wave
system using a frequency threshold (Wang and Hwang, 2001; Violante-
Carvalho et al., 2002). Finally, while WW3 provides up to 6 partitions
(p1 to p6), it is possible to configure SWAN to output up to 10 partitions
(pl to pl0). Both models organize the output partitions in the same
way (i.e., pl is the wind-sea partition and the remaining partitions are
reserved for swells, ordered from highest to lowest wave height).

3.4.2. Spatial analysis of integrated and partitioned wave parameters

The spatial analysis here presented includes mean and seasonal
mean (vector averaged for wave direction) of partitioned and inte-
grated wave parameters. Integrated wave parameters studied include
H;, extreme values of H; (mean of the top 1% H,, H” hereinafter),
T, and 0,. Partitioned wave parameters constitute of H,, H.?, T,
and 0, for each wave system (SWAN was set to output 1 wind-sea
and 5 swell wave partitions) plus an aggregated swells partition ({H ,,
H;f, T,, and 0,,; n=1,...,6, swell} where n represents the partition
number plis the sea partition, pswell is the aggregated swell partition
and {H on > Hppp30=2, ... ,5}). The analysis of partitioned parameters
was done for wind-sea (p1), swells (pn;n =2 ... 6) and aggregated swell
(pswell) waves.

Aggregated swell statistics of wave height were calculated by root
squaring the sum of the squares of the wave heights of each swell
partition (Eq. (1)):

H

pswell =

(€Y

peak swell period (T)swen) of each sea state was defined as the peak
period of the swell system with the largest wave power (Eq. (2)):

T =T,, wherei= lndex(max(T

pswell — + pi» H T, H e p6 6)) {l - 6}

p22ip2”
2)

and peak swell direction (6,,,,,;,) was also calculated based on the wave

power of the available swell systems (Eq. (3)):

26 H2 - T,, - cos(0,,)
O pswery = atan2 . 3)
e 2H2 n - 5in(0,,)

When presenting statistics of H,,, we also provided information on
how much of the total wave height this partition represents with respect
to H, (i.e., a,,) by dividing the square of H,, by the square of H, as
per Eq. (4):

2
H s

a,=——, {n=1,...,6}. (@)
pn H2

When working with partitioned data, a few issues regarding mean
values emerge while dealing with pure wind-seas and pure swells sea
states, as well as extreme events. Therefore, in order to address such
issues, two different definitions of mean and extremes were necessary:

» mean: the sum of the wave parameter values divided by the
number of occurrences of such parameter (i.e., wave height is
different than 0) along the 20-year time series;

» mean contribution: the sum of the wave parameter values divided
by the number of model outputs along the 20-year time series;

« integrated extreme mean: the mean of the events above the 99th
percentile threshold of an integrated parameter;
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- partition/sector extreme mean: the mean of the events above the
99th percentile threshold of a partitioned/sectorized parameter,
regardless of the integrated 99th percentile threshold of the same
parameter.

For integrated parameters, mean and mean contribution are the
same. However, parameters of wind-sea and swell partitions present
different values of mean compared to the mean contribution, as these
systems are not always present. Therefore, information regarding the
mean wave height of wind-sea and swells is complemented by the mean
contribution of each of these systems in the total H,, expressed in terms
of a (Eq. (4)). Partitioned parameters of wave direction and peak period
were calculated only as mean.

Areas of crossing, opposing and following seas were also defined
throughout the study area, along with their respective percentage of
occurrence. In terms of direction, the areas were defined as per Toffoli
et al. (2005), i.e., crossing, opposing and following seas occur when
an angle of 90°/270° + 30°, 180° + 30° and 0° + 30°, respectively,
is present between two wave systems. The wave height criterion used
in this study is that both systems’ H, must be larger than 1 m. No
restrictions were applied to wave period or whether the wave system
was a wind-sea or a swell. As we used up to 6 partitions per sea
state, the selection method eventually found more than one pair of
wave systems under the crossing/opposing/following condition per sea
state. Nevertheless, it only mapped whether these events occurred or
not, i.e., no information on the number of associated sea states was
provided.

3.4.3. Wave height annual variability

Values of mean annual variability (MAV) and inter-annual vari-
ability (IAV) (Stopa et al., 2013) were computed for integrated (bulk)
and partitioned wave height parameters. The MAV is the average of
the annual standard deviation normalized by the annual average, and
measures the variability of a parameter x (e.g., wave height) within
each year over a period of m years, assuming that each year has n
records of x (Eq. (5)).

m n n 2 n -1
_1 1 (1 _ 1 _ _[%
=250 (- (129) (12) =(2)
5)

Where j and k are indices for the year and record respectively, o is
the standard deviation, and the overbar stands for average. The IAV is
defined as the standard deviation of the annual means, normalized by
the overall mean, as per Eq. (6), and measures the variability of the
parameter x within the years, over m years, with n yearly records:

E[(2) GECD) (w58 -

We calculated MAV and IAV for H, and H ;- In order to prop-
erly account for their variability, the calculation of MAV and IAV for

wind-seas and swells included the sea states where H,,, and H ., =
0.

TIAV =

™M=

><I| H

(6)

3.4.4. Wave height time-series analysis

Time series of wave height were extracted and analyzed in terms
of Hy, Hyys Hpygpey and contributions (Hg.,c, Hpygpec) at six dif-
ferent sites along the coasts of New Zealand. The chosen locations of
such analyses were three nearshore points along the west coast: nw
(174.474°E, 37.738°S), w (169.830°E, 42.980°S) and sw (167.547°E,
46.428°S), and three nearshore locations along the east coast: ne
(176.527°E, 37.442°S), e (177.210°E, 39.935°S) and se (171.42°E,
44.920°S). The analysis comprised of a comparison between seasonal
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Statistics of improvement in wave height accuracy (%). Columns display the statistics calculated for each metric, along each side of the grid. Rows show the
metric over which the percentual improvement (and correspondent statistic) was calculated.

West North East South

mean stdev. min  max mean stdev.  min max mean stdev. min  max mean stdev. min  max
NRMSE 7.1 1.3 5.3 9.6 8.8 2.4 5.2 14.9 10.2 3.7 4.4 17.3 7.6 1.6 5.2 10.7
MAE 6.9 1.7 4.4 9.9 8.1 3.2 3.0 15.2 11.4 4.6 4.2 20.3 7.6 1.8 4.9 13.9

and annual variability of wave heights as well as correlating monthly
anomalies of each wave parameter with the SOI, SAM and DMI atmo-
spheric indices.

3.4.5. Sector analysis

One would expect a spatially large wave system to be present in
the same partition for all points this system extends through. However,
due to the way the wave spectra is partitioned, the spatial distribution
of a single partition tends to contain patches of different wave systems
depending on the wave climate of the area. As an example, two separate
swells traveling in opposite directions, both in partition p2 (as pl is
reserved for wind-sea waves) will have their partitions rearranged as
they propagate towards each other: along every spatial point where
both swells are intersecting, the swell with the larger wave height will
continue to occupy p2 while the other swell system will be relocated to
p3.

Hence, in order to provide a more uniform spatial analysis of the
wave systems present along the New Zealand area, the wave parameters
distributed along the partitions were rearranged into directional sectors
according to where each wave system propagates from. The directional
sectors comprise of 16 (s1 to s16) angular intervals of 22.5 degrees,
matching the directions of a wind rose: 348.75°< s1(N) < 11.25°,
11.25°< s2(NNE) < 33.75°, ..., 326.25°< s16(NNW) < 348.75°. Thus,
partitioned wave characteristics such as wave height and period (H,,,
T,,) of swells propagating from directions (6,,) that match sector sl
will be allocated in H; and T, respectively. The same will occur for
the remaining swell systems that match their corresponding sectors. If
more than one swell approach from the same directional sector, the
value assigned to this sector will be the aggregated wave height of both
swells. The sectorization procedure was also performed for the wind-
sea partition, so that both wave systems could be analyzed separately.
Statistics of mean and mean contributions were also computed for the
wind-sea and swell sectors, for both normal and extreme conditions.

4. Results
4.1. Boundary correction

The statistics over the improvements obtained in wave height accu-
racy are shown in Table 2. The largest values in mean H, improvement
(10.2% and 11.4% for NRMSE and MAE) were found along the east
coast points, which also presented the largest maxima (17.3% and
20.3%) and standard deviation (3.7% and 4.6%) for NRMSE and MAE.
The west coast points presented the lowest values of mean (7.1% and
6.9%) maxima (9.6% and 9.9%) and standard deviation (1.3% and
1.7%), for the same metrics. In general, the grid sides more exposed
to the westerly winds (west and south) were the less benefited by the
correction, as opposed to the grid sides that are partially sheltered by
the New Zealand landmasses.

4.2. Validation

The plots shown in Fig. 2 display the evaluation of three locations
exposed to different wave climates around New Zealand. The Maun-
ganui Bluff station (northwest of North Island) is mostly exposed to
waves from the southwest quadrant, generated in the Southern/Indian

Oceans and the Tasman Sea (Gorman et al., 2003b; Rueda et al., 2019).
At this location, the model presents RMSE values of 0.18 m, 1.5 s and
12.4° for H,, T, and 6,, respectively. The normalized RMSE for H; is
0.08 and for 7, is 0.2. Low and positive bias values were found at this
location: 0.18 m, 0.8 s for H, T,,,, while a negative bias (—0.81°) was
fond for 6,,. High correlation values of 0.9, 0.8 and 0.7 were found
for the same parameters. Mokohinau Islands station, located on the
northeast coast of the North Island, is reached by waves traveling from
the North and South Pacific oceans. The land sheltering effects restrict
the incoming wave direction from NW to ESE, NE to E being the domi-
nant wave directions. The station records however show waves from all
directions (second row of Fig. 2). Since the buoy is located 50 km from
the coast, it allows enough fetch for the dominant winds (southwest
along with northeasterlies) to generate these waves (Gorman et al.,
2003b). Model comparison with buoy records shows RMSE values of
0.15 m, 0.66 s and 37° for H, T,,, and 6,,. The normalized RMSE was
approximately 0.1 for both H, and T,,),, biases of 0.19 m, 0.23 s and
22° for Hy, T,,, and 6,,. Finally, similar values of correlation compared
to the previous site for H,, T,,,, and wave mean direction (0.9, 0.81 and
0.74) were found. Our last set of plots display the comparison between
model and buoy for the Banks Peninsula site, on the east coast of the
South Island. The predominant waves at this location are generated in
the Southern Ocean, arriving from the south-southwest (Gorman et al.,
2003b). However as for the Mokohinau Islands station, the directional
buoy records show a wider range of wave directions (Fig. 2, third row),
mostly limited by the peninsula (and New Zealand) landmasses. Wave
height comparison provided RMSE values of 0.14 m, NRMSE of 0.08,
bias of 0.05 m and correlation of 0.88. For T,,,, the values of RMSE,
NRMSE, bias and correlation were 0.89 s, 0.14, 0.09 s and 0.73 whilst
the direction variable presented values of 42.6° of RMSE, -15° of bias
and a correlation of 0.73.

Validation results for the remaining buoy deployments are shown
in Table 3. The hindcast validation along the northeast coast of New
Zealand was performed against the Mokohinau, Mangawhai, Katikati
and Pukehina buoys. For H,, values of RMSE ranged from 0.09 m at
Pukehina to 0.15 m at Mokohinau Islands, maximum and minimum
values of NRMSE were 0.17 at Mangawhai and 0.09 at Pukehina. The
lowest correlation (0.83) and largest bias (0.25 m) were found along
Katikati and Mangawhai while Pukehina presented the highest correla-
tion (0.91) and lowest bias (0.1 m). Second order period RMSE varied
from 0.66 s (Mokohinau Islands) to 2.13 s (Mangawhai). Normalized
RMSE ranged from 0.13 at Mokohinau to 0.38 at Mangawhai. Negative
bias values were found at the Mangawhai and Katikati stations, —0.7 s
and —0.2 s respectively, being these the highest and lowest absolute
values of bias found for the northeast stations. Correlation values
estimated were the highest at Pukehina and Mokohinau (0.81) and
the lowest at Mangawhai (0.6). In terms of direction, Pukehina and
Mokohinau stations were validated against mean wave direction, which
resulted in values of RMSE, bias and r of 23.5°, —0.87° and 0.86 for
Pukehina and 37.37°, 22.19° and 0.74 for Mokohinau Islands. Direc-
tional validation was performed with peak direction ®,) for Katikati
and Mangawhai due to the characteristics of the equipment. The values
of RMSE, bias and correlation found in these locations were of 55.45°,
—2.83° and 0.37 for Katikati while for Mangawhai they were 49°,
0.97° and 0.45.
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Fig. 2. Validation plots for three buoy deployments exposed to different wave climates around New Zealand. Rows display each location, columns show the tested wave hindcast
parameters, scatter color represents the density of probability of occurrence and quantile distributions are shown in gray. Buoy measurements are plotted on the vertical axis while

model estimations are plotted along the horizontal axis.

Table 3

Validation metrics for buoy and model. Rows show results for each location, columns display site name, depth as represented in the model and validation metrics for H,, T,,, and
6. Deployments where the only directional parameter available is 6, are indicated by ‘/’, deployments with no directional parameters had their directional metrics filled with ‘.

Deployment site Grid depth H, T2 0

(m) rmse (m) nrmse bias (m) r rmse (s) nrmse bias (s) r rmse (°) bias (°) r
Maunganui Bluff 43.6 0.18 0.08 0.18 0.92 1.54 0.21 0.82 0.83 12.42 -0.81 0.69
Taharoa 26.7 0.20 0.10 0.08 0.87 2.42 0.35 1.03 0.73 - - -
Mokohinau I. 111.7 0.15 0.11 0.19 0.90 0.66 0.13 0.23 0.81 37.37 22.19 0.74
Mangawhai’ 37.1 0.13 0.17 0.25 0.90 2.13 0.38 -0.74 0.60 49.17 0.97 0.45
Katikati' 32.8 0.12 0.15 0.15 0.83 1.21 0.24 —-0.20 0.74 55.45 -2.83 0.37
Pukehina 65.7 0.09 0.09 0.10 0.91 0.76 0.16 0.30 0.81 23.50 -0.87 0.86
Baring Head 43.1 0.16 0.12 —-0.09 0.87 1.36 0.23 -0.31 0.78 - - -
Golden Bay 30.4 0.05 0.08 -0.09 0.81 0.21 0.06 0.03 0.59 - - -
Banks Peninsula 79.7 0.14 0.08 0.05 0.88 0.89 0.14 0.09 0.73 42.65 -15.05 0.73

Directional validation performed over peak direction due to equipment characteristics.

In general, off the west coast of New Zealand (Maunganui Bluff
and Taharoa buoys) values of H are overpredicted by the model,
with a bias of 0.18 m and 0.08 m for the Maunganui Bluff, and
Taharoa stations respectively. The RMSE found in this area ranged from
0.18 m to 0.20 m, normalized RMSE and correlation values ranged
from 0.08 to 0.10 and from 0.87 to 0.92, respectively. The second
moment mean period was also overpredicted by the model (RMSE,
NRMSE bias and correlation at Maunganui Bluff were of 1.54 s, 0.21,
0.82 s and 0.83). The Taharoa station presented values of 2.42 s, 0.35,
1.03 s and 0.73 for the same statistics. Finally, for 6,,, the Maunganui
Bluff deployment shows 12.42° of RMSE, —0.81° of bias and 0.69 of
correlation.

A pair of buoys was used to evaluate the model in the Cook
Strait area (the strait between the North and South Islands of New

Zealand). The Golden Bay station is located in the western portion of
the strait (north coast of the South Island) and the Baring Head station
is positioned towards the eastern end of the strait (southern coast of
the North Island). While the Golden Bay buoy is sheltered from waves
by Farewell Spit (a large sand spit on the northwest edge of the South
Island) and the South Island’s landmasses, the Baring Head station is
mostly exposed to southern swells. Validation showed good skill of the
model in representing the wave climate of this area. Metrics for wave
height obtained at each station were 0.16 m and 0.05 m of RMSE, 0.12
and 0.08 of normalized RMSE and a correlation of 0.87 and 0.81 for
Baring Head and Golden Bay respectively. Both stations presented a
negative bias of 0.09 m. The same metrics computed for 7,,,, presented
values of approximately 1.36 s, 0.23, —0.31 s and 0.78 (RMSE, NRMSE,
bias and r) for Baring Head. Despite the better values of RMSE, NRMSE
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Fig. 3. Long term and seasonal averages of significant wave height (top left plot), extreme wave height (top right plot), second order period (bottom left) and peak direction
(bottom right plot). The four smaller plots to the right of each large plot display the seasonal variability of the parameter shown, where DJF, MAM JJA and SON represent austral
summer, autumn, winter and spring respectively. Values of each parameter plotted are represented by the respective colorbar. For wave direction, arrows point to the direction

waves are traveling to and colors indicate the direction waves are traveling from.

and bias (0.2 s, 0.06 and —0.03 s) found for Golden Bay, the station had
a lower correlation value (0.59) than Baring Head.

The validation metrics were also calculated for the 9 km and 3 km
grids. In general, the accuracy of the model improves as the resolution
increases, nevertheless no site had its validation improved by higher
resolution for all the estimated parameters.

4.3. Spatial distribution of integrated parameters

The mean H; along the 20 years of hindcast data (top left of
Fig. 3) shows nearshore wave heights of 3.4 m by the southwest of
the South Island, progressively decreasing northeastwards, down to
~2.2 m. Throughout the east coast of both islands, mostly sheltered
from the southwesterly waves, the wave height varies around 1.9 m for
the most exposed coasts and 1.6 m for sheltered coasts. The northeast
coast of the country is not exposed to the prevailing southwesterly
waves off the west coast, hence the predominant wave height of this
area is between 1.6 m and 1.0 m. During the austral summer, while the
wave height along the northeast coast is nearly the same, it decreases
in about 0.4 m off the west and east coasts. Winter months present the
largest average in wave height, with values increasing around 0.4 m
throughout the country. Very similar wave height patterns occur during
the autumn and spring months, however a slight clockwise rotation on
the wave height bands is observed during spring (compared to autumn).
No changes can be noted between the spring months and mean along
the northeast coast of the North Island.

Along the south coast, mean values of H?® observed (top right
of Fig. 3) range from 8 to 7.5 m, decreasing in height until ~6 m
northwards of the western shore. The northeast coast H?’ mean is
about 5 m along the most exposed shores, dropping to 4 m around the
retreated beaches. Values from 5 to 3 m are present along the eastern
shores. The seasonal variability observed for these events during MAM
and SON is similar to the mean values, with a slight counter-clockwise
rotation of the wave height bands during MAM, which increases the
wave heights along the east coast and decreases along the west coast
during these months. The total wave height change between the two
seasons is approximately 0.5 m. During winter, wave heights increase
by 0.5 m around the whole country, while in summer, a decrease of
1.5 m (west), 1 m (east) and 0.5 m (northeast) occur.

Mean values of T,,, (lower left, Fig. 3) vary between ~8.5 s and
7 s throughout the west coast, 6 s to 5 s along the northeast coast and
6.5 s to 6 s on the southeast coast. During summer months, T, values
reduce by 0.5 s along the west and southwest coasts and by ~0.4 s
along the northeast coast. Values observed during winter are increased
by 0.5 s along the west and southeast coasts, with no significant change
through the northeast coast. Autumn and spring values differ from the
mean only across the northeast coast, with a sligh increase (decrease)
in T,,y, during autumn (spring) along this location.

Mean and seasonal variability of 6, is displayed on the bottom
right plot of Fig. 3. The mean direction along the west and south
coasts is about 240°. Through the southeast, the direction arrows point
northeastwards throughout the coast and northwards approaching the
shore, while waves from ~30° to 90° reach the northeast coast. The
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Fig. 4. Same as Fig. 3 but for wind waves. The period parameter shown in the bottom left plot is the peak period.

seasonal averages show a stronger southerly component during summer
and autumn for the west coast and a stronger southwesterly component
along the southeast coast during spring. The northeast coast shows a
progression from easterly to north-northeasterly on autumn, winter and
spring, returning to a more easterly peak direction during summer.

4.4. Spatial distribution of partitioned parameters

The same statistics presented in the previous subsection as well as
the a for wave heights were calculated for the wind-sea (Fig. 4) and
swell (Fig. 5) partitions over the 20 years of data. The mean values
of wind-sea wave heights, H,,, (top left of Fig. 4) range from 2.8 to
1.6 m along the west coast, with lower values along the southeast
(~2.4 to 1.4 m) and northeast (~1.4 to 0.8 m) coasts. Seasonal values
during autumn and spring months are slightly higher than the mean
with similar spatial patterns. Winter months show values approximately
0.3 m higher while summer values are ~0.4 m lower than the mean.
Values of the mean H), contribution (left plot of figure 1 of supple-
mentary material), expressed in terms of «, («,,,) increase southwards
and northwards of New Zealand, as well as through the Cook Strait.
The areas off the west and east of New Zealand show values from 20 to
28%. Seasonal variability of the same parameter shows similar patterns,
with an increase in the windsea presence during spring and winter.

Statistics of mean wind-sea wave height during HS99 events (top
right, Fig. 4) show values ranging from 8 to 6.5 m from south to north
of the west coast, 8 to 4.5 m along the southeast coast (4 m in sheltered
areas) and ~5.5 m to ~3 m through the northeast coast. Seasonality
shows similar values during autumn and spring, an increase of about
0.5 m throughout the country during winter, and a reduction of ~0.5
(west) to 1 m (east and northeast) on summer. The a of wind-sea waves
during such events (left plot, supplementary figure 2) ranges from 85%

for the southwest of New Zealand, progressively decreasing to 60%
northwards. Along the southeast coasts, values range from 95% to 75%
whilst the northeast shows mostly values around 65%.

Mean values of T, (bottom left of Fig. 4) show larger values along
the west coast (10 to 8 s) compared to the east (9 to 6 s) and northeast
(~6 s) coasts. During summer months, this parameter decreases in
~0.5 along the southern coasts. Autumn and spring months’ values are
similar to the mean, while winter values are about 0.5 s higher than
the mean throughout the west and southeast coasts.

Wind-sea waves peak direction (Fig. 4, bottom right) shows most
of the country surrounded by waves from the NW quadrant. This
directional pattern changes to NE along the east coast of the South
Island and to SE northwestwards of the North Island. Similar patterns
are present on summer and autumn months, except for a stronger
easterly component round 38°S on these seasons. A dominant westerly
component is observed on winter and spring, the first showing a SW
dominance along the North Island, the latter with predominant NW and
W wave systems throughout both islands.

The spatial distribution of H,,,,; waves (top right plot of Fig. 5) is
similar to the wind-sea waves’. H,,,; values however have weaker
longshore gradients, and stronger cross-shore gradients, decreasing
shoreward from ~2.8 m to approximately 2 m along the west coast,
and from 2.6 m to 1.4 m along the southeast coast. The northwest
area shows values between 1.2 m and 1.0 m. Seasonality displays
similar values during autumn and spring months and a 0.2 to 0.4 m
change, negative during summer and positive during winter. Mean
values of swell’s a (a,,,;, supplementary figure 1, right) show the
opposed patterns found in «,,, as per definition (a,,, + g = 1,
supplementary figure 1, left).

Extreme wave height of swells (Fig. 5, top right) shows larger mean

values of H ., off the west coast (4 m to 5 m), with the largest values
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H2® swells

Fig. 5. Same as Fig. 4 but for aggregated swells.

along the northwest coast (~5 m) and between the South Island and
Stewart Island (small island near the southern edge of the country,
values ranging between 4 m and 6 m). Values of H,,,,; vary from
~3 m (south) to ~3.5 m (north) along the east coasts. Seasonality
shows similar patterns of wave heights, with larger variability off the
west coast — the lowest wave heights occur during summer (~1.5 m
lower than the mean off the west), progressively increasing on spring
(~0.5 m lower), winter and autumn (both slightly larger than the
mean). The a,,, values (right of figure 2, supplementary material) are
the complement of the «,, values (left plot of figure 2, supplementary
material).

The 20-year mean of peak period of the aggregated swell partition
ranges from 13 s to 10 s (Fig. 5, bottom left). The lowest values are
found in the northeast coast (~10 s) while values of approximately 13 s
are observed through the west coast, and values of ~11 s are present
along most of the southeast coast. The mean patterns are similar to
spring, and a general increase of 0.5 s occurs during autumn and winter,
with a decrease (0.5 s) during summer.

Spatial patterns of peak swell direction are very similar to the peak
wave direction (bottom right of Figs. 3 and 5 respectively). Noticeable
differences are a stronger westerly component through the west coast
(shifting northwards the 240° band between 42°S and 38°S), and an
eastward (north-eastward) deviation of the directional bands through
the southeast (northeast) coast. The seasonal variability of 0, for swells
is similar to the integrated 0, changes, again with the swells displaying
stronger westerly/southerly directional components.

The exposure of New Zealand to a number of wave generation
basins results in many areas where crossing, opposing or following
swells occur, as per Fig. 6. The average incidence of crossing seas (first
column, Fig. 6, top) indicates their presence along the less sheltered
areas of the country: south and eastward of the South Island (40% to

10

35%), eastwards of the East Cape (eastern end of the North Island,
values around 30%) and northwestwards of Cape Reinga (northernmost
point of the North Island, values within 25%). Another area with values
around 30% is observed northwestwards of the Cook Strait while the
remaining areas around the country present values between 15% and
5%. Seasonality (not shown) in general shows similar spatial patterns,
with an overall decrease of 5 percentage points (%p) in summer, an
increase of 5%p southwest (and a decrease of 5%p northwest) of the
country during spring, a 5 to 10%p increase northwards of 41°S in
winter and a 5%p reduction west (10%p increase northwestwards) of
New Zealand in autumn.

The distribution of crossing seas change considerably during events
of extreme wave heights (Fig. 6, bottom left) as the highest occurrences
are found northwards and the lowest are found southwards. Mean
values show a 15% area along the south of South Island and a 10%
to 30% area through the west and southeast coasts. The highest values
are around 35% off the northeast coast and eastwards of East Cape
(up to 50%). Seasonal plots (not shown) indicate high incidence of
crossing seas along the south of South Island, westwards of the Cook
Strait, northwards and northwestwards of the northeast coast during
summer. Autumn and winter values are similar to the mean, with
higher occurrence of crossing seas along and eastwards of the northeast
coast, while in spring the higher occurrence of such seas is eastwards
of the Cook Strait and the East Cape.

Opposing swells are more likely to occur near the northwest and
southeast extremes of New Zealand’s landmasses (second column of
Fig. 6, top). Mean values show a band of 15% of occurrence crossing
part of the study area, starting around 36°S and stretching north-
eastwards towards Cape Reinga. Another area is observed along the
southeastern coast of the South Island, extending southwestwards and
northeastwards of this coast, with values from 30% to 15%. Seasonality
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(not shown) displays similar patterns in summer (with a narrower
20% band northwestwards of Cape Reinga) and spring (with a shift
northeastwards of the 15% band near Cape Reinga), an overall increase
of 5%p along the areas of opposing seas in autumn, and a widening in
the 15% band to the west (and the 25 and 20% bands southeast) of the
country in winter.

Patterns of opposing seas also change significantly during storm
events, as per Fig. 6 (second column, bottom). The highest values
(~15%) are observed near the northern extremes of the country (Cape
Reinga and East Cape), decreasing southwards towards the west and
southeast coasts. The highest seasonal values (not shown) are observed
eastwards of Cape Reinga in summer and autumn, east/westwards of
the northeast coast and south of South Island in winter, and north of
Cape Reinga/east of the southeast coast during spring.

Following swells (Fig. 6 top left) occur at a rate lower than 5%
for all nearshore waters throughout New Zealand, with a 5% band
close to the west coast of the North Island and east of the southeast
coast of the country. Seasonality (not shown) displays this band shifting
offshore in summer, onshore in winter (with the appearance of a 10%
area northwestwards of Cape Reinga) and no significant changes during
autumn and spring months.

During extreme events, both areas of over 5% occurrence of fol-
lowing seas shift northwestwards and a few areas of 10% occurrence
appear inside Cook Strait and east of the South Island. The highest
values of such seas occur in autumn (up to 15%), with a spatial dis-
tribution similar to the mean. Small changes in the spatial distribution
of following seas occur during the remaining seasons (not shown).

4.5. Annual variability and time series of integral and partitioned parame-
ters

Integrated H; MAV values (Fig. 7, top left) range around 40%
throughout most of the west and east coasts, also showing slightly
larger values in sheltered areas along the northeast coast and Cook
Strait. Mean annual variability of wind-sea waves are the largest (Fig. 7,
top center) varying from ~132% to ~156% along the west and south-
east coasts, with larger values on the nearshore areas. Smaller MAV
values are present southwest of the South Island (~114%), at each end
of Cook Strait (~102%) and through the northeast coast (96%). The
MAYV values of swell waves are approximately 6 to 12%p larger than
of integrated parameters (Fig. 7, top right), showing the largest values
along the south of South Island (~60%), the Cook Strait (~70%) and
the northeast coast (~70%).

The H, IAV over the 20-year hindcast (bottom left of Fig. 7) display
values around 4.5% along most of New Zealand coasts, with the highest
variability of wave height inside the Cook Strait (between 6% and
7%). Wind-sea waves IAV (bottom center, Fig. 7) ranges around ~9%
west and southeast of New Zealand, with lower values to the east and
northeast of the country. Inter annual variability of swell waves (Fig. 7,
bottom right) is larger along the western coasts (~5%), followed by the
southeast (~4.5%) and northeast coasts (~4%).

4.6. Wave height and climate indices

Time series of H,, H,,,, and H,,., together with their seasonal
and annual means for the three points along the west (nw, w and sw)
and east (ne, e and se) coasts of New Zealand are shown in Figs. 8 and
9.

The time series of the west coast allow us to observe how the total
wave height is mostly dominated by swell waves, with eventual sea
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Table 4

Correlation values at locations nw (174.474° E, 37.738° S), w (169.830° E, 42.980° S) and sw (167.547° E, 46.428° S).
Rows display the different wave parameters correlated, columns show the locations and indexes used. Values in bold indicate
statistically significant coefficients within the 95% confidence interval.

nw w SwW

so1 DMI SAM o1 DMI SAM o1 DMI SAM
H,, -0.13 0.13 —0.09 -0.01 0.13 -0.16 -0.11 0.15 -0.08
H,,c -0.07 0.02 -0.24 0.02 0.07 -0.22 -0.09 0.08 -0.31
Hpgr -0.12 0.19 -0.03 -0.13 0.22 —0.02 -0.16 0.29 0.15
H,parc -0.07 0.15 0.04 -0.11 0.15 0.05 -0.16 0.28 0.21

-0.13 0.16 -0.12 -0.10 0.19 -0.12 -0.18 0.28 0.07

s

states dominated by wind-sea waves. Seasonal mean values show the
variability of the total, wind-sea, and swell wave heights, with eventual
occasions (seasons) where the wind-sea mean wave height (i.e., mean
of the wind-sea wave heights that are larger than 0 m) is larger than the
total wave height. Points nw and w show similar mean values of H .,
meaning that the wind-sea waves are responsible for the difference in
total wave height between the two sites. At location sw we can observe
a reduction in the height of wind-sea waves and the predominance
of swell waves for most of the time series. Mean swell wave height
is larger at point sw whilst wind-sea wave height is slightly lower,
compared to nw and n.

The annual mean plots show a more similar pattern in the total wave
height oscillation between points nw and w than site sw. The first two
locations present a sawtooth pattern along the years whilst the latter
shows strong changes in some years followed by small oscillations in
the next years. It is also possible to observe that the yearly swell wave
height oscillation differs from that of the wind-sea for all sites. For
the east coast, despite the swell wave predominance throughout the
country, the time series of wave height at point ne (Fig. 9) shows more
wind-sea dominated sea states compared to points e and se. The mean

12

annual values of wave height show a more similar behavior between
sites e and se compared to ne.

Correlation between climate indices and wave heights at each west-
ern point (Table 4) shows low but statistically significant values for
SOI and H,,, at location nw (-0.13). The SOI also presents robust
correlation for H,,,; (-0.13) at site w, and for H,,.; (=0.16),

H g penc (=0.16) and H, (0.18) for site sw. The DMI correlates with
H 011> Hpguene @and H at all locations, and also with H,,, at points

w and sw. The largest correlation values of the DMI are for swell wave
heights (time series of H,,,,,, at w shown in Fig. 10, top), the highest
at site sw (0.29). For wind-sea wave height, the correlation is of 0.13
and 0.15 at points w and sw. The SAM index correlates with H ¢ at
nw (—=0.24) and with Hpyo (-=0.16) and Hgphc (—0.22) at point w (time
series for H,,,c at point w shown in Fig. 10, bottom). The sw location
shows positive correlation between SAM and H .., (0.15), H ¢
(0.21) and negative correlation for H,,c (—0.31).

psea

For the east coast locations (Table 5), robust correlation was found
for the SOI index only at point e, for H,,,c (0.19). Correlation between
wave parameters and the DMI index was found at point se with values
of 0.14 for H, and 0.15 for H,,,c. The SAM index correlates with swell

psea
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Table 5

Same as Table 4 but for points ne (176.527° E, 37.442° S), e (177.210° E, 39.935° S) and se (171.42° E, 44.920° S) along

the east coast.

ne e se

sol DMI SAM so1 DMI SAM so1 DMI SAM
Hpeo 0.10 ~0.12 —0.04 0.09 ~0.02 0.19 0.10 0.07 0.07
Hppeut 0.02 -0.06 —0.12 0.19 0.01 0.02 0.13 0.15 —0.02
Hyot 0.06 -0.10 0.16 —0.04 -0.03 0.14 ~0.06 0.10 ~0.00
Hpper 0.05 -0.09 0.16 ~0.05 ~0.04 0.15 ~0.06 0.09 0.00
H 0.07 -0.11 0.03 0.05 ~0.02 0.15 0.02 0.14 —0.01

s

and swell contribution at site ne, and with all but H,,,,,

point e, with the largest correlation for H psea (0.19).

¢ parameters at

4.7. Directional means of sectorized partitions

Wind-sea and swell mean wave heights of the 16 directional sectors
are shown in Fig. 11 (top). A noticeable feature is the higher wave
energy of the southwesterly (clockwise from SW to W) sectors (wind-sea
and swells) over the other remaining directions and the high values still
found in the SSW and W sectors. Wave heights of wind-sea and swells
are remarkably larger for these sectors, with wind-seas ranging roughly

13

from 4 m southwest of the South Island, decreasing northeastwards (<
3 m) and showing their lowest values along the sheltered coasts of the
North and South islands. Swell values for these sectors are also higher,
with values ranging from 2.5 m to 2 m at the southwest corner of the
study area, also decreasing northeastwards and showing lower values
along the sheltered areas of both islands. The remaining plots of Fig. 11
(top) display values from ~2 m to ~1 m for wind-sea waves and from
~1 m to < 0.5 m for swell waves, with patterns changing according
to the wave direction. The most noticeable features are the shadowing
effects of New Zealand landmasses and the increased wave height near
the western end of the Cook Strait for the southeastern swells and the
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same increase in wave height for the opposite end of Cook Strait and
northwestern wave systems.

The wave height contribution in terms of a shown in Fig. 11
(bottom) allows us to observe the actual weight of each directional
wave system all around New Zealand. In particular, how the swell
contribution compares to the wind-seas’, despite the latter present
larger wave heights. These plots also indicate how representative are
the wave systems from NNE to ESE (clockwise) along the northeast
and east coasts, and the wave systems from SE to SSE (clockwise)
throughout the southeast coast and northwards of the northeast coast.
The wave systems from S to WSW show the highest contribution rate
along the west and south east coasts, with the largest values for swells.
The swell plots for these sectors also show in their gradients the amount
of wave energy that propagates northwards (or eastwards) of the grid,
and the amount that refracts towards the shore.

Fig. 12 (top) displays the mean wave height of directional sectors
during Hs99 events. Once more, wind-sea waves are responsible for most
of the energy during these events and the southwesterly sectors (clock-
wise from SSW to W) present the highest values of H?°. Wave heights
observed in these sectors are within ~8.5 m (SW of the study area),
gradually reducing to 5.5 m across the west coast and showing lower
values at the sheltered areas/coasts. The remaining sectors mostly show
values of sea wave height ranging approximately from 3.5 m (north
of the study area) to 6.5 m (south of the study area) and swell waves

14

ranging from 0.5 m to 4.5 m, with different spatial distributions of wave
heights for each sector. Noticeable patterns observed are the white
areas indicating total wave absence along such area and sector, and
the different shadowing effects of New Zealand landmasses over wind-
sea and swell waves, the latter showing a more counter-intuitive spatial
distribution represented by relatively large swell wave heights offshore
of sheltered areas (as from sectors NNE to ESE, clockwise).

The a of each sector during HS99 events, as per bottom plot of
Fig. 12, shows contribution patterns similar to the « plots of Fig. 11,
but with a larger contribution of wind-seas than swells. The noticeable
patterns are the strength of the NE to SE wind-sea waves over the north-
east shore of the study area, the strong a values of the SSE to SSW
sectors along the southeast coasts, and the largest alpha of the SSW to
WSW sectors (clockwise) along the west coast.

The relationship between H,, and H,,,, is different when sector
extreme means are analyzed, as per figure 3 (top) of the supplementary
material. Compared to the wave height plots in Fig. 12 (top), the mean
wave height of wind-sea waves is similar to the swells’ wave height
for almost all sectors and areas, with slightly different spatial patterns.
Exceptions are on sectors from NE to S, where swells are generally
higher than wind-seas along the eastern coasts, and on sectors from
S to W (clockwise), in which wind seas are larger than swells.

For a values of sector extremes (supplementary figure 3, bottom),
in general the wind-sea waves have larger « than swells, except along
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the eastern coasts of New Zealand for sectors NE to S, where ag,,,;, is
larger than «

sea*
5. Discussion

The hindcast here presented contributes to the current knowledge
base of the New Zealand wave climate by addressing a more recent time
frame than Gorman et al. (2003b) and the hindcast studied in Godoi
et al. (2016, 2017). In addition, it provides a more comprehensive
set of wave parameters, in a higher resolution compared to the other
databases. This data shall also benefit future studies that aim to exploit
partitioned information from multimodal wave spectra.

The correction technique applied to the boundary points resulted
in significant improvements in the wave height. The differences in
the results between the north and east sides versus the west and
south sides of our downscaling grid are related to the effect of New
Zealand landmasses on winds and waves, together with the calibration
method. Specifically, New Zealand’s North and South Islands block
the westerly winds and wave systems. As a result, errors can occur
in the wave generation throughout the east and north coasts, as the
winds along these areas are misrepresented due to the atmospheric
models resolution and the complex orography (Cavaleri and Bertotti,
2004) of the North and South Islands. Apart from that, the correction
method performs better for wind-sea dominated sea-states along the
west coast (Albuquerque et al., 2018), which is mostly dominated by
swells (figure 1 of supplementary material), while the swells correction
performs better throughout the east coasts. Hence, whilst the west coast
is slightly benefited from the correction of wind-seas, other multimodal
sea states (present along the north and east sides of the grid, supple-
mentary figure 1) benefit from the correction of each (of up to 6) wave
system present.

The validation results showed good agreement between buoy and
hindcast data around New Zealand. Roughly, the model estimates the
wave heights with a positive bias of 0.08 m to 0.18 m along the
west, 0.25 m to 0.1 m along the northeast and 0.05 m to —0.09 m
through the southeast coasts. Second moment period is overestimated
along the west (0.8 s to 1.0 s) and over or underestimated off the
northeast (0.3 s to —0.74 s) and southeast coasts (0.03 s to —0.31 s),
depending on the validation site. The downscaling and validation were
not performed for raw (non-corrected) wave boundaries due to the
significant computational effort required. Such comparison should be
addressed in a future study.
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Four buoy moorings are available within the time-span of the
present hindcasts and the one by Gorman et al. (2003b): Baring Head,
Katikati, Mokohinau Islands and Mangawhai. Comparison’ between
the present validation results and the validation provided in Gorman
et al. (2003b) along these locations shows lower scatter, slightly higher
bias (0.08 m) and similar correlation for wave height. Second moment
period comparison shows our database with slightly higher scatter,
lower bias (—0.5 s) and higher correlation. We were not able to compare
both hindcasts in terms of wave direction as no directional validation
is available in Gorman et al. (2003b). The hindcast studied by Godoi
et al. (2016, 2017) had no extensive validation published, however,
according to the authors, it presents an average RMSE of 0.5 m and a
correlation of 0.83 for wave height, meaning that our hindcast performs
slightly better.

Despite the higher accuracy of our model, errors and differences
with measurements are somehow expected, as they are inherent to
the wave modeling process. Along with the many elements that can
affect these results (i.e., boundary forcings, grid resolution, model
physics and numerical errors), wind forcings can be a significant factor,
as they are the main driving force for ocean waves (Chawla et al.,
2013). It should be observed therefore, that the wind database used
in this study has a higher temporal and spatial resolution compared
to the wind fields of the previous studies. Also, the bias of the wind
database used in our 20-year simulation has changed along these years.
Compared to the available altimeter data, CFSR wind speeds (90th,
95th and 99th percentiles) were overestimated, particularly in the
Southern Hemisphere (Chawla et al., 2013). By mid 1993, the intro-
duction of Special Sensor Microwave (SSM/I) ocean wind observations
on CFSR noticeably decreased the existing bias. Later on, (2006) a
small bias increase occurred, attributed to the inclusion of several
satellite radiance data streams to the CFSR analysis (Chawla et al.,
2013). In order to further understand these biases and how they can
affect our hindcast, we used the method described in Albuquerque
et al. (2018) to perform a directional comparison between satellite
and CFSR wind speeds. Results (supplementary figure 4) indicate a
general overestimation of the wind speeds offshore of New Zealand
in all directions, except for some locations where an underestimation
of the south and southwesterly winds was observed. Nearshore areas

! The difference between the average of each statistics along all sites for
the present database and the same averages for table 2 (validation) in Gorman
et al. (2003b).
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west of the South Island also presented underestimated wind speed
values in the seaward directions. Such results suggest the possibility
of a future study focussing on the changes in the hindcast’s accuracy
when downscaling with the corrected wind forcings.

The spatial analyses of integrated and partitioned parameters show
how wind-sea and swell waves contribute to the mean value of the
estimated parameters. The wave heights are mostly dominated by swell

16

waves in terms of mean values and wind-sea waves in terms of extreme
values. The mean wind-sea waves are responsible for approximately
20% to 40% of the total nearshore wave height while the rest is
complemented by swell waves (figure 1 of supplementary material).
The increased presence of wind-seas along the study area is either
related to the presence of strong winds (i.e., Cook Strait and south of
South Island) or due to the sheltering effects of New Zealand (northeast
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Fig. 12. Same as Fig. 11 but for wave heights during events of H’’. White areas represent zero values for H, mean (top).

of the domain). During events of Hs%, the wind-sea is responsible for
~75% (west coast) to 95% (southeast coast) of the total wave height
while swells represent 5% to 25% of the remaining wave height (sup-
plementary figure 2). Spatial patterns of wind-sea wave heights show
a decreasing gradient northwards, which agrees with the decreasing
gradient observed in the wind speed (left of supplementary figure 5)
and the shadowing effects of New Zealand islands along the eastern
coasts. Swell waves propagate longer, showing a more even wave
height distribution along the country, which wraps New Zealand’s west
and southeast coasts. Extreme events patterns show how the wind-sea

waves are more present along the south and southeast of New Zealand
while swells become more present northwestwards. This agrees with
the 99th percentile of wind speed plot (supplementary figure 5, right)
as the largest wind speeds are along the south and southeast of New
Zealand.

While the T,,, plot shows the distribution of higher frequencies of
the wave spectrum in the study area, peak period of wind-sea waves
shows the largest range of values and a different spatial distribution

compared to swell waves. Along the west coast, T, values decrease
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northwards while 7, nearly remains the same, which again demon-
strates the connection between wind-sea waves and the predominant
wind speed, i.e., T),,, is larger where the winds are stronger. This also
suggests wind-sea wave systems forced southwestwards of the study
area detaching from the slower northern winds and being identified
as swells as these waves propagate northeastwards. The increase in
T )5, Observed along the northwest coast of New Zealand suggests swell
waves slowing down due to the bathymetry and being forced by the
predominant westerlies (i.e., classified as wind-seas). Lower 7, values
throughout the eastern coasts show the blocking effects of New Zealand
landmasses over the predominant (southwesterly) waves and winds,
as well as the strong wind influence southwards of the South Island.
Values of 7),,,,,;; are not as affected by New Zealand landmasses along
the southeast coast since these waves propagate independently of the
(blocked) winds. The difference between the T, and T, values
along the northeast coast is also related to the winds as the wind-
sea waves along this coast are more likely to be generated by the
predominant westerlies, as opposed to northeasterly waves, which will
mostly be classified as swells.

The directional plots of wind-sea and swells presented are yet an-
other source of information for the understanding of the wave systems
throughout New Zealand waters, especially when supplemented by the
plots of mean wave direction and mean swell direction (supplementary
figure 6, left and right respectively). The wind-sea mean wave direc-
tion is strongly connected to the winds, however there is an evident
northerly component on the wind-waves compared to the wind patterns
along the study area (supplementary figure 5, left). Divergences are
expected due to the different processes involved in the wave generation
and propagation (nonlinear growth, quadruplet interactions, etc.), as
well as the averaging of wind and wave directions. Wind-rose plots
of 5 different points along the northwest (169.0°E, 33.0°S), north-
east (178.0°E, 36.0°S), southwest (168.0°E, 41.0°S), southeast (46.5°S,
175.5°E) and south (169.0°E, 48.5°S) of the domain (supplementary
figure 7) depict the actual variety of wind directions and speeds along
the study domain, which explain such divergences.

Peak direction of swell waves shows spatial patterns very similar to
the integrated peak direction and mean wave direction, which agrees
with swell waves representing 60% to 80% of the total wave energy of
the study area (supplementary figure 1). However, for mean swell wave
directions (supplementary figure 6, right) a number of different wave
systems can be identified throughout the study area, most of them not
noticeable in the integrated mean direction plots or even identifiable
by buoys?, especially for the west coast moorings.

The spatial distribution of such directions is averaged, hence the
mean direction tends to be dominated by the most present wave system
while the peak direction tends to be a balance between presence and
energy of each wave system. Points of diverging peak (or mean) wave
directions suggest locations where a certain wave system becomes
dominant over the other and vice-versa, yet all wave systems are
likely to coexist along the areas adjacent to these points. The most
noticeable of such systems are the northern wave components off the
southeast of the study area (supplementary figure 6, right), as well
as the southeasterly systems northwest of the country. The seasonal
changes in waves and winds cause a displacement of the diverging
points, allowing a stronger northern component off the west coast to
be identified during the summer months (right plot of supplementary
figure 6).

Something the present analysis shows is how misleading the bulk
parameters can be. In agreement with Portilla-Yandin (2018), wave di-
rection is the most noticeable case where the aggregated value does not
correspond to any of its components. Even with the use of partitioned
data, the spatial distribution of swell parameters can still be mislead-
ing. The wind-sea, as the waves currently being forced by the winds,

2 As only buoys that store spectral data are capable of providing informatin
about such systems.
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can be considered and consistently analyzed as a single wave system
along the area it spreads through. This however cannot be applied to
swells, as these systems tend to be spatially fragmented along different
partitions according to their wave heights, and the aggregation of these
wave systems into one partition implies loss of information. Therefore,
conclusions based solely on the spatial distribution of aggregated swells
are somehow still limited by averaging.

Regardless of their spatial characteristics however, partitions can
be used to accurately define areas of crossing, opposing and following
seas, using most of the conditions defined in previous studies, such
as wave heights, periods, steepness and angle between systems. It is
also possible to pinpoint these events in order to perform a closer
inspection or check whether there are more than two simultaneous
crossing, opposing or following wave systems during such events, or
whether the wave systems involved are wind-sea and swells or only
swells. As many of the crossing seas studies also consider stormy wave
conditions, the changes in the spatial distribution of these seas during
storm events also become important as the higher probability of their
occurrence migrates from the south to the north of the study area.

Spatial patterns of MAV for aggregated wave height are similar to
the ones in Godoi et al. (2016), however the values we found are 1%
lower on the west and southeast coasts, and 6% along the northeast
coast. The H, IAV also shows values about 1.5% lower depending on
the location, and a different spatial variability compared to Godoi et al.
(2016). As the MAV analysis focuses on the variability that occurs
within each year, the emerging spatial patterns are expected to be sim-
ilar. However, whether the values differ between hindcasts depends on
each hindcast’s ability to reproduce the seasonal wave changes, which
are tightly related to the seasonal changes in the wind forcings (small
plots of supplementary figure 5, left). The IAV analysis is focused on
the wave variability throughout the years and is likely to be affected by
changes in the reanalysis observing systems, as well as changes in the
atmospheric patterns/winds caused by anomalies in the atmospheric
indices — both of which were different for the two databases, as each
hindcast spans through different time frames with only a 9-year over-
lap. Wind-sea waves present larger mean annual variability west and
southeast of New Zealand due to its exposure to westerly winds which,
when present, are either generating waves or forcing the wave systems
along the west coast. The MAV of wind-seas is also smaller along areas
of strong and steady winds, such as off the Cook Straight, and south
of the South Island. The smaller MAV along the northeast coast of
New Zealand suggests windsea waves forced either by the westerlies
or the trade winds depending on the season. Swell waves are more
consistent throughout the whole domain year round, which reflects
on the general lower values of MAV for swells, the largest occurring
along areas where wind-seas are more present. For IAV, the interaction
between winds and waves leading to such variabilities is similar to the
ones described for MAV, however the drivers for these oscillations are
the atmospheric indices. The variability observed in wind-sea waves
is compatible with the north(south)-westerly and north(south)-easterly
anomalies caused by the negative and positive phases of the atmo-
spheric indices described in Section 2. Such variability suggests that the
anomalies over the southwesterly winds imply larger wave oscillations
than the ones related to easterly and northeasterly winds, and also
reinforces the blocking effects of New Zealand landmasses over winds
and waves throughout the eastern coasts. The noticeable IAV of swell
waves along the west also indicates a stronger influence of the westerly
anomalies over the easterly, which causes a smaller IAV to occur along
the east coasts.

Winds and wave age/direction play an important role in the classi-
fication of wind-seas and swell waves. Therefore, it should be stressed
that the model parametrizations (and potentially models’ physics) can
affect this classification even with a fixed value of the wave aging
parameter (f). A different approach was adopted by Portilla-Yandin
(2018), who performed a time-series analysis of the spectral peaks and
winds, which allowed him to identify the wave systems related to the
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local winds. A comprehensive assessment on the impact of different
values of § in partitioned parameters of different wave models, as well
as in the wave climate analysis should be addressed in a future study.

Time series of seasonal/yearly mean of aggregated, wind-seas and
swell wave heights at six sites throughout New Zealand has shown
seasons where the mean wind-sea wave height was larger than the
mean wave height (note that the mean wave height of swells and wind-
seas here defined only accounts for sea states where Hj,, q,0; > 0).
This suggests few but high energy wind-sea events and steady smaller
swells, the latter adding more weight to (i.e., decreasing) the mean
wave height. A future study should explore the relationship between
these large wind-seas, storms, and atmospheric indices.

The regression analysis over the wave height anomalies and the SOI
along the west coast suggests that the waves (and winds) affected by
this index are likely to decrease in intensity northwards, reaching sites
sw and w as swells, while at site nw the changes only affect wind-
seas. This is compatible with the equatorward shift of the westerly
jet that occurs during El Nifio events (Yang et al., 2018), and the
consequent clockwise shift of swell wave directions (Hemer et al.,
2010). The positive correlation between the SOI and H ¢ at location
e suggests the northeasterly anomaly in winds during La Nifia events,
yet no robust correlation was found at the other east coast sites. For
the DMI, the correlation with H,,,; and H,,;c can be associated
with the increase of cyclones frequency from 50°S to 75°S (and the
decrease from 45°S to 65°S), as per Eichler and Gottschalck (2013).
The correlation of the DMI with wind-seas at sites w, sw and se suggests
some perturbation of the local winds, potentially due to the increased
cyclone activity. Negative correlation of the SAM and wind-seas at
all points along the west coast suggests the easterly (summer) and
northeasterly (winter) anomalies that occur during the positive phases
of SAM, which imply a reduction of the westerlies that would otherwise
generate waves along these areas. Through the east coast, the SAM
appears to influence only the northernmost points. However, as this
index causes two different westerly anomalies in two different seasons,
it is not straightforward to deduct which anomaly is affecting each
point and wave type. For the SOI and SAM, robust correlation was
found for wind-seas and swells, but not necessarily for the aggregated
wave height, which shows the robustness of the partitioned analysis
over the independent variability these systems can present. A future
study analyzing the seasonal, spatial and directional correlation of
partitioned waves and atmospheric anomalies is suggested to improve
our understanding of the wave systems modulated by these indexes.

The sectoring approach is capable to depict accurately how the
different wave systems interact with New Zealand’s landmasses. In
particular, the role of the Cook Strait in channeling winds (Harris,
1990) and generating waves that propagate northwestwards and south-
eastwards of it, creating crossing seas, as well as areas of more steady
wind-seas. Another important feature shown by the directional plots for
an area like New Zealand is the presence of wave systems propagating
offshore or parallel to the coast. The « plots for each sector show a non
negligible wave height contribution for some of these systems, which
are taken into account when calculating aggregated wave heights. This
shows how the downscale of integrated parameters can potentially lead
to hindcast inaccuracies due to the onshore propagation of offshore or
cross-shore wave systems.

Future studies may use the sectorized data to explore what the
actual incident wave height is along the coast, as well as to investigate
the seasonality of each sector, and how they interfere in the aggregated
wave parameters. Another potential application is to correlate the wave
height of the directional sectors with atmospheric anomalies in order to
find relationships that might not be detectable under the uni/bimodal
representation of the wave spectrum. Finally, as the wave direction
is of great importance on beach erosion and accretion (Harley et al.,
2017; Short et al., 2001), the use of sectorized data could be explored
by studies on beach morphodynamics, which usually only take into
account integrated parameters.
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6. Conclusion

This study presents a partitioned 20-year database of the New
Zealand waters, downscaled at resolutions of 28 km and 9 km for the
whole New Zealand, and 3 km and 1 km for three study areas, as well
as locations of buoy deployments. The database was validated against
9 buoy moorings along the west, northeast and southeast coasts of the
country.

A description of the wave climate of New Zealand based on inte-
grated and partitioned parameters of wind-sea and swell waves was
presented, and relationships between bulk parameters and partitions
were identified. Areas of crossing, opposing, and following swells were
defined around New Zealand, and the changes in these areas during
storm events were also depicted. The inter annual and mean annual
variability of integrated, wind-sea, and swell wave heights were also
analyzed, and the importance of the wave aging parameter of the
partitioning algorithm was emphasized. Time series of monthly wind-
sea and swell wave height anomalies at six different locations along
New Zealand were correlated with atmospheric indices. Partitions were
rearranged into directional sectors of wind-sea and swell waves, for
both mean and extreme wave heights. The directional sectors were
analyzed in terms of mean and mean contribution.

The main findings of the present study are summarized below:

The present database constitutes a reliable source of wave climate
data for New Zealand, extending the current published wave
climatology (15 years) and providing an extensive range of bulk
and partitioned wave parameters.

The validation shows good agreement with buoy data, suggesting
improved skill of the present hindcast in reproducing the wave
climate, compared to previous studies.

The mean and « analyses allowed us to assess the wave height
and the energy share of wind-seas and swells in the total wave
height.

Swell direction analysis indicates wave systems not identifiable in
integrated parameters or buoy data. The presence of such wave
systems was confirmed and quantified by the directional sector
analysis.

The areas of crossing, opposing and following swells around New
Zealand were identified for mean and extreme conditions.

The differences in the inter annual variability of this and previous
research are likely to be caused by changes in the reanalysis
observing systems and anomalies in atmospheric indices that
occurred during the different time-spans of each study.

Inter and mean annual variabilities of wind-sea and swell waves
are larger than inter and mean annual variability of integrated
waves.

The westerly anomalies of atmospheric indices have a higher
impact on the wave climate than the easterly anomalies.

The atmospheric indices correlated with time series of wave
heights allowed us to identify robust correlations of the SAM and
SOI for wind-seas and swells in locations where these indices do
not correlate with the total wave height.
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