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Abstract. Emergency responders (ERs) work in dynamic, complex, and unpre-
dictable environments. The integration of increasingly advanced sensor and arti-
ficial intelligence technology affects the work processes and decision-making of
ERs and leads to new challenges regarding efficient and responsible human-AI co-
operation. For responsible human-AI cooperation, AI systems should support rel-
evant human values; however, it is not clear which values these are and how they
can be supported. This paper outlines an investigation into developing a framework
for ER-AI cooperation to advance the building of shared situation awareness and
decision-making, while taking the underlying values into account, and presents first
results of relevant values and design requirements.

Keywords. Responsible Human-AI cooperation, Emergency response, Decision-
support, Value-sensitive design

1. Introduction

Emergency response organizations work in environments and situations that are complex,
dynamic, and unpredictable. Obtaining actionable situation awareness (SA) to make fast
and effective decisions is of utmost importance. Actionable SA includes observing the
environment, assessing situations, predicting plausible future scenarios, and being able
to determine which of all possible actions should be executed [1]. To support gaining SA
in dynamic and complex situations, more and more AI systems are being introduced in
emergency response organizations, e.g., for fire detection [2] and real-time surveillance
of the incident scene [3]. This introduction of AI technology offers new possibilities for
more efficient and effective decision-making and operations, e.g., prediction of the de-
velopment of an incident, advice on decisions based on previous incidents or monitor-
ing emergency responders (ERs) safety by tracking a ERs heartbeat to look for signs of
overexertion and issuing warnings based on this information. However, the introduction
of AI technology leads to the challenge of integrating these AI systems in the decision-
making processes in a responsible way by properly addressing (public) values and public
function. In our view, AI systems in this domain are always part of a hybrid human-AI
system, a socio-technical system, in which task allocation and task responsibility might
change and new human-AI dependencies arise. This introduces the research challenge of
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developing hybrid human-AI systems in which AI technology and humans cooperate in a
way that creates synergy [4,5]. In such hybrid human-AI systems, complex goals can be
achieved by combining humans and AI technology that collectively work on shared ob-
jectives with complementary capabilities that, when combined, augment each other [6].
The development and application of these hybrid human-AI systems need to be done
responsibly [7], e.g., regarding possible biases in (training) data sets and privacy aspects
(e.g., (personal) data on ERs such as location, performance, stress). For some domains,
the ethical aspects of AI systems and applications have received a lot of attention, e.g.,
the health domain [8,9] and the military domain [10]. However, in the field of emergency
response, it seems that ethics with regard to the application of AI has not yet been much
addressed.

In this research project, we work on a generic framework to support responsible ER-
AI cooperation, including insights into relevant ethical aspects and design requirements
to take into account when developing responsible AI systems for emergency response,
design patterns to describe ER-AI cooperation, and measurements and corresponding
tools and methods for evaluating responsible human-AI cooperation.

2. Background

AI is a system technology that will fundamentally change society and it is not yet clear
how AI can be implemented in a responsible and ethical way [11]. In recent years, sev-
eral guidelines have been developed for the responsible application of AI [7,12]. How-
ever, these guidelines do not provide practitioners with sufficient tools for the design and
deployment of responsible AI [13]. This leaves emergency response organizations with
the challenge of integrating these AI decision-support systems responsibly into decision-
making processes. In addition, emergency response organizations foresee a change in
tasks, roles, and responsibilities through the deployment of (intelligent) decision-support
systems, with ERs passing (some) responsibility and tasks to AI systems. It is not clear
how these changes will be implemented in current work processes and decision respon-
sibility and hierarchy, and how human-AI cooperation should take shape.

Johnson and Vera [14] developed a framework for organizing many of the impor-
tant concepts associated with human-AI cooperation, focusing on interdependence be-
tween the different actors. It provides a general structure for use in the development of
AI systems that cooperate well with humans. The framework also shows the limitations
of current cooperative intelligence of AI systems. For example, current AI systems of-
ten collect large amounts of data about a situation but have limited self-awareness of
its own limitations and awareness of the other’s capabilities and little strategic behavior
such as integration into human workflow. From an interaction perspective, Team Design
Patterns (TDPs) have been presented to provide the means to capture human-AI team-
ing processes [15]. A design pattern is an evaluated and abstracted solution to a com-
mon problem [16]. These TDPs describe how humans and AI systems cooperate with
each other, in a task-independent way that includes requirements, advantages, and disad-
vantages [17,18]. However, TDPs have not yet been applied and evaluated for real and
dynamic world contexts with large incomplete and uncertain information [19].
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Figure 1. Overview of activities in study 1 and relation to general framework.

3. Research question

This leads to the following research question: How can a collaborative decision-support
framework for ER-AI teams advance the building of shared situation awareness and team
performance during incident control in complex and dynamic situations, while taking
underlying values into account?

Investigating this research question comprises the following steps:

1. Identify the values and context factors that should be taken into account in the
design, implementation, and deployment of AI decision-support systems for ER
teams in complex and dynamic incidents.

2. Investigate how cooperation can be supported between ERs and AI systems re-
garding their roles, responsibilities, and mutual learning while taking into ac-
count the underlying values.

3. Identify methods that contribute to the evaluation of AI-human cooperation dur-
ing complex and dynamic incidents.

4. Method and approach

This section describes, for each step identified in Section 3, the research approaches and
activities that we will take to investigate the topic. We are inspired by the Value Sensitive
Design (VSD) methodology, which accounts for human values throughout the design
process [20]. VSD is an iterative methodology that integrates three perspectives, namely
conceptual, empirical, and technical investigations. These investigations are executed it-
eratively, though not necessarily in a set order. VSD contains a rich collection of different
methods that help designers investigate values in technology, such as direct and indirect
stakeholder analysis and value scenarios, and is thus particularly useful for our research.
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4.1. Study 1:Responsible and value-sensitive requirements of AI decision-support
systems for ERs

To investigate responsible and value-sensitive requirements of AI systems for ERs, we
first conceptually and empirically investigate the values and other ethical aspects that are
affected by AI systems in emergency response, followed by an analysis of the values
to identify value-sensitive requirements for human-AI cooperation. For the conceptual
investigation, we perform a scoping literature review on ethical issues that may emerge
when AI systems are applied to emergency response and integrate the results with other
sources of ethical norms, such as, e.g., EU guidelines. For the empirical investigation,
first, relevant stakeholders are explored and relevant values are identified that are im-
pacted by AI in general, followed by an investigation into a specific AI application.
Based on these results, a requirement analysis and specification is performed. These ac-
tivities lead to the formulation of a framework of ethical aspects for the introduction of
AI systems in emergency response, which will provide insight into the relevant ethical
aspects to take into account when developing AI systems for ERs. For an overview of
the activities of study 1 and the relation to the general framework, see Figure 1.

4.2. Study 2: Designing Responsible Cooperation between the ER and AI system

To design responsible cooperation between ERs and AI systems, we investigate how ER-
AI cooperation can be supported. The ethical framework for AI systems in emergency
response (result of study 1) is used to determine the focus of the design activities in this
study. Building on existing work of TDPs [21], a first design of a framework for sup-
porting ER-AI cooperation is made, e.g., of mutual awareness of responsibilities and ca-
pabilities in complex and dynamic environments. This first design will be a low-fidelity
paper-based prototype and will be evaluated during expert group sessions with stake-
holders from emergency response organizations and scientific expert reviews. Require-
ments and design criteria are improved based on the results, and a more ‘experienceable’
model (e.g., a value-oriented mock-up) is designed (second design cycle). This mock-up
is evaluated through an expert review on the validity of the design patterns and with ERs
through usability tests.

4.3. Study 3: Evaluation of responsible human-AI cooperation

We iteratively develop and adapt objective and subjective measures and the correspond-
ing tools and methods to evaluate responsible human-AI cooperation for this domain
during the design cycles of study 2. Semi-structured interviews are conducted with dif-
ferent stakeholders on the application of the methods (including the evaluation criteria,
measurements, and steps in the evaluation process), and observations are made during
the evaluations. Based on these results, methods and tools are refined. This results in ap-
plied methods and tools for the evaluation of responsible ER-AI cooperation in complex
and dynamic situations.

5. First results

Currently, we are finishing study 1. Regarding the conceptual investigation, we are work-
ing on the scoping literature review on ethical issues that may emerge when AI systems

T. Mioch / Supporting Responsible Human-AI Cooperation for Emergency Responders 555



Table 1. Examples of identified impact, the impacted values, and the corresponding module, as reported in
Mioch et al. [24].

Value Impact Module

Autonomy Overreliance on AI Video analysis module,
Material prediction module

Well-being Fewer accidents when driving Material prediction module
More PTSD because of availability of incident videos Video analysis module

are applied to emergency response. We are currently analyzing the results of this litera-
ture review; preliminary results suggest that most of the literature on ethical aspects of
AI systems in emergency response is related to rescue robotics, with a very limited set
of literature working on ethical aspects of other AI systems (such as decision support).
The empirical investigation consisted of two steps; first, an investigation of values that
are impacted by AI systems in general, identifying relevant stakeholders and a first set
of human values that are impacted by AI systems for these stakeholders; second, an in-
vestigation of relevant human values and other ethical aspects that are affected by the
introduction of a specific AI-based Decision Aid (AIDA), a decision support system un-
der development for Fire Services in the Netherlands. We concentrated on two modules,
the video analysis module that analyzes drone video streams and detects humans [22]
and a material prediction module that, based on correlations found in past incident data,
predicts the fire services material needed for an incident.

In the first iteration on impacted human values by AI systems in general, we con-
ducted several focus group sessions with fire service personnel to identify key human
values. Some values were found to be (mostly) positively affected for the different stake-
holders (although there was no value that was only positively affected), i.e., physical
well-being and psychological well-being. Several values were found to be only nega-
tively affected for the different stakeholders, i.e., autonomy, identity, informed consent,
privacy, and trust. Other values that were identified to be affected by AI systems were
accountability, transparency, reliability, security, and appropriate training [23].

In the second iteration on affected human values by the AIDA system, we held 9 ex-
pert group sessions with a total of 36 fire service employees, of which 15 (head) incident
commanders, 17 dispatchers, 3 fire fighters, and 1 emergency coordinator, and discussed
the impact of AIDA on different stakeholders. The identified impact of AI systems was
analyzed through thematic analysis and mapped onto affected underlying values. Pre-
liminary results show that (1) previously identified values (for general AI systems) are
implicated by either of the two AI modules, e.g., Identity; (2) impact on values such as
Well-being and Autonomy has been mentioned for both modules, and (3) there are dif-
ferences between the two modules on how and which values are impacted [24]. In Ta-
ble 1, examples of impact and corresponding value identified for the two modules are
presented.

Currently, we are also integrating the results of the different investigations into a
general framework, identifying design requirements to lessen the negative impact and
strengthen the positive impact of AI systems (see for examples of design requirements
Table 2). These requirements should be considered for the design, development, and
deployment of responsible collaborative decision-support of ER teams in complex and
dynamic environments. We will also report on lessons learned of methods to identify
impacted values and value tensions.
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Table 2. Examples of design requirements for one identified impact of AI systems on the value Autonomy [23].

Impact Design Requirements

Dependence on AI Personnel will1 be extensively trained on how the AI system works and how to
interact with the system during operations.
Personnel will be extensively trained on how to work effectively without the AI
system in case of failure and to be able to evaluate advise from the AI system.
The AI system will be able to explain why a particular result or advise is given. This
explanation will take the context into account and be adapted towards the particular
task and role of the ER.

1 We use ’will’ in the design requirements specification instead of ’shall’ or ’should’, as the latter imply a
normative load.

6. Future work

As next steps, we will start designing human-AI cooperation that supports identified hu-
man values (e.g., autonomy), based on design requirements that have been identified in
the empirical investigation. We will choose a specific value to focus on and analyze how
this value is supported in the current setup of the decision-support system AIDA. We will
then develop TDPs to improve the cooperation between ER and AIDA to better support
the selected value. This will be done iteratively, designing, evaluating, and improving the
cooperation in several cycles, also developing methods to evaluate whether the particular
value has been supported. We believe that our results are also highly relevant to other
domains that involve decision-making under time pressure and within dynamic, com-
plex environments with incomplete information, such as military, police, and healthcare
settings, and we will apply the results to a use case in another domain.

This research will result in a framework for collaborative decision-support to ad-
vance the building of shared SA and team performance, while taking underlying val-
ues into account, and applied methods and tools for the evaluation of ER-AI coopera-
tion in complex and dynamic environments. In addition, this research will contribute to
the desire expressed by emergency response organizations for more insight into how co-
operation between AI systems and ERs can be designed to optimally support decision-
making, taking relevant values into account. By using an iterative design methodology
and evaluation of a prototype in complex and realistic situations with stakeholders, AI
development for practice will be accelerated; awareness within the organization will be
created regarding advantages and challenges of AI decision-support systems and of the
necessity of a responsible and context-dependent implementation of AI. Furthermore,
the developed prototype will be used for further development of responsible AI systems
for ERs.
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