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Abstract—Dynamic Security Assessment (DSA) for the future
power system is expected to be increasingly complicated with the
higher level penetration of renewable energy sources (RES) and the
widespread deployment of power electronic devices, which drive
new dynamic phenomena. As a result, the increasing complexity
and the severe computational bottleneck in real-time operation
encourage researchers to exploit machine learning to extract offline
security rules for the online assessment. However, traditional ma-
chine learning methods lack in providing information on the confi-
dence of their corresponding predictions. A better understanding of
confidence of the prediction is of key importance for Transmission
System Operators (TSOs) to use and rely on these machine learning
methods. Specifically, from the perspective of topological changes,
it is often unclear whether the machine learning model can still
be used. Hence, being aware of the confidence of the prediction
supports the transition to using machine learning in real-time oper-
ation. In this paper, we propose a novel Conditional Bayesian Deep
Auto-Encoder (CBDAC) based security assessment framework to
compute a confidence metric of the prediction. This informs not
only the operator to judge whether the prediction can be trusted,
but it also allows for judging whether the model needs updating.
A case study based on IEEE 68-bus system demonstrates that
CBDAC outperforms the state-of-the-art machine learning-based
DSA methods and the models that need updating under different
topologies can be effectively identified. Furthermore, the case study
verifies that effective updating of the models is possible even with
very limited data.

Index Terms—Auto-Encoder, bayesian deep learning, confidence
awareness, dynamic security assessment, power system operation.
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1. INTRODUCTION

HE world is expecting a securer and cleaner power sys-
T tem in the future. To achieve this, continued attention is
drawn on the integration of RES. However, due to its intermit-
tent nature, massive uncertainties and corresponding corrective
devices are brought to the power system [1]. Suffering from
the difficulty of accurately predict the sources (location and
levels of power injections), the operation mode of power flows
thus is strongly diversified [2]. Consequently, the category of
traditional disruptive dynamic phenomena might need to be
replaced and expanded with more unforeseen critical conditions,
which implies frequent system topology changes. Based on the
connectivity status among power system components such as
generators, transformers, lines, and loads [3], topology changes
can be classified as: 1) scheduled system topology changes (e.g.
line maintenance); 2) structure changes caused by the on/off
status of circuit breakers. Traditional DSA doctrine hence is
challenged by these potential changes of system operation mode,
and it is urgently important for TSOs to develop a robust and
accurate DSA tool to deal with the challenges of system topology
change.

In general, system security issues could be categorized into
either static (e.g. line overloading or voltage limits exceeding)
or dynamic (e.g. rotor angle stability) security problems. The
former is relatively simple since power system parameters in the
post-disturbance steady state directly indicate whether system
limits are violated or not. The latter, on the other hand, re-
quires more advanced modelling techniques, which can be either
data-driven or analytical. In the literature, there are different
approaches to predict the transient stability status of a power
system: 1) time-domain simulations (TDS), 2) transient-energy-
function (TEF) methods, 3) curve-fitting techniques, and 4)
machine learning-based methods [4][5]. In particular, TDS pro-
vides the most straightforward analytical approach [6]. However,
the simulation task is usually highly computing-intensive since
detailed information of network configuration during and after
a fault is required [4]. In order to solve this issue, researchers
have investigated the feasibility of carrying out part of the
computation offline. In terms of the TEF methods, Lyapunov
function, which includes the kinetic energy and potential energy
of a system, is employed to establish a critical energy level first.
Then the system assessment is achieved by comparing the target
value with this threshold value under a given disturbance [7].
However, one practical issue is that the determination of the level
of kinetic and potential energy is almost intractable, especially
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under certain disturbances [4]. To tackle this issue, data-driven
approaches are developed since they do not require the physical
information of the network. Examples such as [8] predict the
post-fault rotor angle behaviour using grey Verhulst model.
Curve-fitting method (e.g., [9][10]) is another approach which
aims at avoiding using the network configuration information.
However, the prediction performance is poor as it suffers from
the start-up time of prediction and the sampling period [4].

Recently, with the superior development of phasor measure-
ment units (PMUs), the post-disturbance dynamic response of
a power system can be directly measured. This cutting-edge
technique encourages researchers to construct more reliable
models through machine learning methods instead of using
conventional rules [11]. In particular, a machine learning model
can be established and trained offline by using the TDS results
(training labels) collected in advance. The established operating
conditions (OCs) provide a region that the system can operate
within and likely to occur in the near foreseeable future. Hence
the system operator can conduct some analysis before real-time
decision-making. As it is released from the constraints of real-
time process, classifier thus can be trained on a significantly
larger database in order to obtain better performance. In the
literature, most of the works are focusing on Decision Trees
(DTs) (e.g. [12]-[17]) since it shows advantage on computa-
tional speed. Works such as [18] also uses Decision trees to
provide interpretability. Other techniques such as Support Vec-
tor Machines (SVMs) [19], long short-term memory (LSTM)
networks [20], and ensemble approaches [21], [22] have also
been widely verified. In addition, works such as [23] and [24]
employ hybrid ensemble models, including extreme learning
machine (ELM) and random vector functional link networks
(RVFL). The former uses the idea of transfer learning in order
to implement one model on other faults, so that time cost
of training a large number of models can be alleviated. The
latter uses generative adversarial network (GAN) in order to
complete the missing data so that the original feature characters
can be reconstructed. With such, the DSA accuracy can be
maintained.

Although machine learning models have shown promising
performance in terms of the security assessment task, most
of the existing methods are facing the fundamental limitation
regarding their capability of confidence awareness. In this work,
confidence awareness refers to the ability that a machine learning
model obtains model uncertainty through an epistemic learning
process. The model with such an ability thus could quantify how
confident the model is about its outputs upon the given data set.
From the perspective of TSOs, the significance of confidence
awareness thus lies in assigning a high level of uncertainty
to the erroneous predictions so that the decision-making pro-
cess could be assisted. Existing works such as [25] and [26]
propose probabilistic modelling since it could generate proba-
bilistic intervals. However, these generated intervals cannot be
treated as the confidence indicator since the ability of confidence
awareness comes from the internal model uncertainty (epistemic
uncertainty). This is the property that reflects how much model
parameter would change with more knowledge obtained by the
model. Therefore, the value of those works is restricted only
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to proposing more advanced models so that the performance is
enhanced.

With the new challenge in confidence representation, in recent
years, Bayesian Deep Learning (BDL) has received widespread
attention in a range of research fields such as renewable en-
ergy forecasting [27], energy price forecasting [28], semantic
segmentation [29], and health-care [30] etc. Through the angle
of probability theory, BDL reveals the advantages in terms of
uncertainty representation, generalization, and prediction relia-
bility, which makes the neural network more explainable [31].
Currently, there are two different directions to realize Bayesian
Deep Learning. The work in [32] uses direct inference with
Kullback-Leibler (KL) divergence as minimization target. On
the other hand, the authors in [33] employ dropout technique
as Bayesian approximation, where the aleatoric part of the
uncertainties are used as part of the minimization objective under
an unsupervised process.

In this paper, a Bayesian deep auto-encoder based method-
ological framework is proposed, which is able to solve multi-
contingency issue and provide confidence information. Key
contributions of this paper can be summarized as follows:

1) A confidence-aware machine learning framework for DSA
of the large-scale electrical system is proposed. To the best
of the authors’ knowledge, this is the first paper that achieves
confidence awareness by exploiting Bayesian deep learning in
the DSA problem.

2) The concept of conditional training is introduced. The pro-
posed framework thus enhances the performance when facing
multi-contingency issue within a single model.

3) A confidence-oriented model updating strategy is pro-
posed. The proposed strategy only requires small sample data to
update the model.

4) A series of comprehensive case studies are conducted. The
superior and robustness performance of the proposed method
is demonstrated and compared with other state-of-the-art ap-
proaches, which is based on different system topology.

The rest of this paper is organized as follows. Section II
introduces the primary challenges in the area of system security
assessment. Section III illustrates the overall framework stage
by stage and introduces the proposed Conditional Bayesian
Deep Auto-Encoder based classifier. Section IV conducts com-
prehensive numerical experiments to demonstrate the superior
performance of the proposed methodology. Section V draws the
conclusions and suggests potential future work.

II. PRIMARY CHALLENGES

The penetration of RES not only injects massive uncertainties
but also increases the complexity in the context of the power
system modelling and operation. Under this circumstance, the
primary challenges addressed in this work are summarized as
follows:

1) The Lack of Ability of Confidence Awareness: Numerous
applications of machine learning approaches in the area of power
system have been investigated in the last decades. Despite a
promising performance in various tasks, one of the fundamental
limitations that restrict the practical implementation is that the
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existing models do not have the ability of interpretability. More
specifically, most of the current methods cannot capture uncer-
tainties and thus fail to express confidence. From the perspective
of TSOs, how to make decisions under the uncertainties of
the power system? The complicated reality implies that simply
developing the modelling technique to improve its accuracy may
not be enough in practice. The TSOs need additional information
that shows whether or quantifies how the model is confident
about its output (i.e. confidence information). To this end, model
uncertainty (epistemic uncertainty) reflects the uncertainty in the
model parameters, and the model structure becomes vital. For
safety-critical applications, it is also of significant importance
to capture the confidence information so that the abnormal data
points, which are different from training data sets, could be accu-
rately detected. However, the state-of-the-art machine learning
methods usually model the uncertainties by rigidly simulating
noises and thus can hardly be explained as an epistemic learning
process (i.e. uncertainty can be explained away given enough
data) [33]. Hence, what we really need is a more advanced model
with the real ability of confidence awareness. The influence from
massive injected uncertainties thus can be alleviated, and more
importantly, TSOs could be offered the flexibility of system
operation in the decision-making process.

2) Multi-Contingency Issue: The N-1 security criterion pro-
vides a preventive standard for system safety operation. From
the perspective of machine learning, the significantly enriched
database brings the opportunity of training a better model.
However, challenges occur as well that more advanced mod-
elling technique is required in order to make full use of the
abundant data. In prior works, the authors in [15] treat the
multi-contingency issue as independent tasks, and they set up
the DTs model for each contingency. However, when deep
learning methods are considered to improve the performance
further, this strategy will be challenged with a series of critical
issues. One of the most serious is that the total workload of the
hyperparameters tuning task grows significantly and becomes
nearly infeasible, especially in the context of a real-world large
scale system. In contrast, the proposed method in [11] employed
one-hot coding so that the contingency label can be included
within the training data. It is inspired by the theory of multi-task
learning, and the model is expected to learn not only correlations
among individual contingencies but also the ability to distinguish
the difference within a single model. The work thus has the
benefits of using one single deep learning model rather than
N-1 models in terms of the computational time. However, it
actually sacrifices training efficiency since the data dimension
is increased. More importantly, the multi-contingency problem
is essentially different from the multi-task problem since the
data sets in a multi-task problem come from different sources.
Therefore, using a single model could cause conflict and thus
affect model performance. To this end, developing a method that
fully exploits the contingency information will be investigated
in this study.

(3) Model Updating Strategy When Faced With System Topol-
ogy Changes: Topology changes, either scheduled behaviours or
those accidentally happened such as circuit breaker faults, could
cause fundamental changes of system OCs. Those changes, such
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as line flows, might be very different for different topology,
necessitating timely updating. There are various approaches
to deal with system topology changes. One is to employ a
real-time system topology monitoring scheme as an indicator.
The other is to update the model under an experience-based
timely basis. However, depending on the size of the system,
the corresponding computational cost, which includes but not
limited to data from new contingency domain, personnel and
time etc., of updating might vary a lot. More importantly, in
some cases, the current model can be kept even if the system
topology changes. This brings the potential challenge that in
practice, in order to obtain the operational flexibility, how could
we avoid the unnecessary updating cost? In other words, could
the model have self-confidence awareness about its results so
that the system operator is able to aware of the proper time? Two
further questions that arise and will be addressed in the following
chapters thus are: (1) How does the data size contribute to model
updating? (2) What would happen if the model performance is
already good enough?

III. FRAMEWORK AND METHODOLOGY

To tackle the aforementioned challenges, we propose a novel
Conditional Bayesian Deep Auto-Encoder (CBDAC) based
DSA framework, as shown in Fig. 1. The framework includes the
following stages: off-line training, model updating and online
assessment. In particular, the input database of training stage
is constructed with the input features and their corresponding
labels, which are represented by the pre-fault OCs and the
post-fault TDS results, respectively. Furthermore, a validation
set is established under different system topologies to identify
when to update the model indicated by the model uncertainty.
After that, the online part can be conducted by feeding in the
real-time measurements. Specifically, the detailed step by step
explanation of the framework is given as follows:

A. Database Construction Stage:

The first step is to construct the database, which in-
cludes pre-fault OCs data and the corresponding post-fault
labels indicating whether safe or not. The pre-fault OCs in-
clude active and reactive power (either generation G@¢tve

original €
nxg reactive nxg active nxl reactive
R ’Goriginal €eR orload Loriginal €eR 7Lariginal €

R, power flows Fgffgifrfal € ]R"Xf, Fgffg‘;';fgf e R™/ volt-
ages Voriginat € R™*", and phase angles Ooyiginal € R of
each bus. These simulations together construct the m dimension
original training features X, iginai € R™*™, where n repre-
sents the size of entire data set from one topology and m =
2x (g+1+4 f)+ v+ 0. The corresponding post-fault labels,

denoted as Yo, iginar € R™, where for each element y;

i = {1, safe 0

0, unsafe

are from off-line computed TDS. It is notable here that we use
Ty, Ty, ..., Tk to represent the data from various system topol-
ogy. In addition, within one system topology, various contingen-
cies data are generated in order to expand the OCs domain. Given
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!
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Run TDS to obtain raining set
contingency labels v
l Obtain Run small
i t of TDS
Establish multi- Conf}dence amount o
. Indicator (New Topology)
contingency
training database

If uncertainty
> threshold
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y
Construct new | Updating

\ database /

Online OCs

Online DSA

_|Secure/Insecure
results

Fig. 1. The proposed CBDAC based DSA framework.

the total contingency number C, data sets X,riginal; Yoriginal
are stacked up, normalised and shuffled properly. Eventually,
the dimension of features becomes X € R(C*™)*™ and the
labels become Y € R(C*™)*2 gince the labels are transferred
into one-hot code. The data is then separated into training and

testing parts. We use th;(;m, thoam, Xtest, th to denote the
data from Tj,.
B. Training and Evaluating Stage:

The constructed database th;oam, thgm, tigt, tht is then

used to train and evaluate the model. The model is based on
auto-encoder with modified Bayesian approximation, instead of
logistic regression, from the hidden layer. In order to enhance
the network performance under multiple contingencies, we set
up a conditional mask at each layer. A detailed introduction is
given in the following subsections.

1) Modified Deep Auto-Encoder: In DSA problem, system
OCs are evaluated as secure or insecure, which makes DSA
essentially a classification question. To this end, researchers
have investigated the feasibility of various machine learning ap-
proaches as the classifier. Among those state-of-the-art method-
ologies, auto-encoder is one of the most famous examples.
Traditional auto-encoder is unsupervised, including an input
layer, ahidden layer, and an output layer. Auto-encoder is usually
used for feature extraction tasks, which minimizes the difference
between the input data (coding) and output data sets (decoding).
In the area of the power system, auto-encoder based applications
are also widely verified such as abnormal state detection [34],
system state reconstruction [35], and fault diagnose [36] etc.
In [11], a deep auto-encoder with greedy layer-wise pre-training
and logistic regression at the hidden layer is demonstrated to
have excellent performance in terms of DSA problem. As a
further exploration of this work, we continue our work based on
this deep auto-encoder structure, which is illustrated in Fig. 2.

On-Line Assessment

NSemmm

Constructed feature
X E R(CX")X"'

zx:c:»ou

Code Layer

Constructed feature
ER (Cxn)xm

tram

True label Y""am y
R(CX")XZ
Extracted output
€ R(Cxmx2
Fig. 2. The structure of conditional bayesian deep auto-encoder.

2) Monte Carlo Dropout as Approximated Bayesian Infer-
ence: Although auto-encoder is proved to be effective, as stated
in chapter II, the limitation of lacking confidence restricts the
practical implementation of this approach in the power system.
Hence, we use dropout, a commonly used regularisation tech-
nique, to transfer a deterministic auto-encoder into a probabilis-
tic Bayesian model.

A traditional neural network is trained by optimizing its
parameters directly. To obtain a probabilistic model, a prior
distribution is placed over the weights, usually Gaussian dis-
tribution: A/ (0, I). With such, a common neural network is
transformed into a Bayesian network. How do we train this type
of network? We replace the optimising process by minimising
KL divergence between the true posterior p(w| X0 VI
and the approximating variational distribution gy(w), which is
usually referred to as variational inference. Due to its intractable
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nature, it is extremely difficult to analytically solve this opti-
mization problem. Consequently, this optimization problem is
transformed from a KL divergence minimization problem to an
Evidence Lower Bound (ELBO) maximization problem. The
optimisation function using MC estimator is give by [31]:

Lasclb) = =37 3 o8 p(il 209 (1)) + K L(ao e )

€S
2)
with N, M indicating the sub-sampling process and g(f, €), w
represents the corresponding parameters.

Although the above optimization approach is straightforward,
it has the limitation of high computational burden in terms of
the practical implementation [32]. Considering this fact, one
simplified way is to use dropout as Bayesian approximation.
Dropout can be interpreted as equivalent to variational inference.
It generates noise into the feature space, from which we can
transform it into the network parameter space as illustrated in
equation (3) [31].

= o(z(diag(é1) M) + B)(diag(é2) Mz) 3)

In the above equation, we assume an example of a two-layer
network with weights M and M (deterministic matrix), non-
linear activation function o, and x, h as input into each layer. We
use #, h in order to denote that the input z, h have been through
a dropout layer, represented as €;. We write W, = diag(é1) My
and Wy = diag(éz) Ma, so that it indicates that the network
parameters are going through the dropout mask, thus we have:

§ = o(xWy + B)W, = fV1:W2B(y) @)

The minimisation function of a neural network thus can be
rewritten from:

E[M:l’ M27 B} = EMI’Mz,B(x7 y)
01| [ M| P + A2l Ma|]* + 23] B|?

to:

o 1 iri Tisi N
Edropout[MlvM%B} = M ZEWl’W27B(ziayi)
eS
ha|[Ma[]? + ol [ M2 + 3] B[
(6)

where 7 indicates each data point from data sub-sampling with
a random set S of size M. According to [37], the first term
EM1:Mz2.B (3 4/} in neural network optimisation objective func-
tion can be rewritten as negative log-likelihood scaled by a con-
stant, as shown in equation (7), where 7 indicates the observation
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noise.

1
MM () = 2y — fMMP () |

1
——log p(y| fM+M=2:B (1)) + constant

pu
(7N

Hence we can rewrite equation (6) into (8)

. 1 A
ﬁdropout [Mla M2, B] = - m Zlogp(yi|fg(6’ l)(x7))
eS
+ h || Ma P22l [ Mz +25| B|?
@

with (Wi, Wi, B} ={diag(e\) My, diag(e,) Mo, B} =
g(8, €;) represents the parameters.

Comparing equation (2) and (8), it has been proved that for a
specific choice of prior distribution p(w), such that:

0
7K L(go(w)|[p(w))

00 ©)

0
= g NTOIMy” + ol [Ma|[* + 25| BIP?)

which is referred to as KL condition, the dropout neural network
would have identical optimisation procedure as variational infer-
ence [31]. In summary, the minimization function of a dropout

approximating network is given as follows [33]:

N
1 . e 1—-p
L[0,p] = —NZbgp(yi‘fg(e’ (i) + WHQH2 (10)
=1

where N refers to the size of data, p represents the dropout
probability and 6 is the parameter of the tractable distribution.
More details regarding the dropout approximation can be found
in the reference [33] and [31].

In terms of the practical implementation, this approximated
inference is made by keeping dropout on at both training and
testing stage, which is easy to implement. In other words,
dropout is done at test stage to sample from the trained network,
which can also be treated as a stochastic feed-forward process.

3) Combined Epistemic and Aleatoric Uncertainties in One
Model in Classification Tasks: There are two types of uncertain-
ties in Bayesian modelling [38]. The epistemic uncertainty, as
introduced previously, represents the uncertainty in the model
parameters. It is of great significance to capture this type of
uncertainty since it could reflect the system topology changes.
The aleatoric uncertainty on the other hand represents noise
inherently in the observations and thus can be further catego-
rized into homoscedastic uncertainty and heteroscedastic un-
certainty [33]. For homoscedastic uncertainty, the observation
noise parameter o is fixed while the heteroscedastic aleatoric
uncertainty varies over different periods of time depending on
the data itself. Hence it is obvious that heteroscedastic aleatoric
uncertainty is a more general and realistic situation. In the prior
literature, most of the existing BDL approaches can merely cap-
ture epistemic uncertainty or aleatoric uncertainty alone [31].
Hence, it is important to model these two uncertainties together
in one model.

Authorized licensed use limited to: TU Delft Library. Downloaded on September 03,2021 at 13:33:56 UTC from IEEE Xplore. Restrictions apply.



3912

However, it is notable that in our work, the main concentration
is on using epistemic uncertainty to indicate the proper model
updating time. In other words, though discussion of the source
of inherent noise (aleatoric uncertainty) such as sensor noise,
missing data points or any kinds of manually added Gaussian
noise etc. are important as well, we assume that noise test and
missing data test are out of the scope of this paper and will not
be discussed in the following chapters. Due to the page limit,
we would like to refer the readers to other valuable works such
as [24], [39], [40].

To combine the epistemic uncertainty and the aleatoric un-
certainty in a single model, we need to split the top layers of
a deep auto-encoder network into predictive mean ¢ as well as
predictive variance &2, as follows:

Ag]

10,67 = fipac(x) (11)

where fppac represents the proposed Bayesian deep auto-
encoder network. For classification tasks, the output probability
is then computed from approximated Monte Carlo integration,
which is as follows:

1 Tsample

p(g=cle, X,)Y) =~ T ; Softmaz(fw(x))
sample
(12)

The epistemic uncertainty mu of the trained model can then
be calculated using the entropy:

t=1

J
H(p)= - pjlogp; (13)
=1

where J represents the total number of classes.

The overall predictive uncertainty Var[y], consisting of both
the aleatoric uncertainty and the epistemic uncertainty thus can
be approximated as

Tsample
1
Var[g] := H(p) + 62 (14)

Tsample =1
Given that a normal likelihood is chosen to model the aleatoric
uncertainty, the final loss function of the BDAC can be formu-

lated as:

TM‘ain
1 . N
Lelassification = T —4t,5 + log Z €XP Yt,j
t=1 i
(15)
9 =" +e,e~N(0,(6)%) (16)

with §; ; the j element in the logits vector ;. Note that the loss
function can consider both the model uncertainty through 3 and
the heteroscedastic uncertainty through &.

4) Conditional Mask: As illustrated in chapter II, the corre-
sponding expansion of OCs domain caused by the N-1 criterion
will result in a significant increase in training burden when using
deep learning approaches. Hence, it is reasonable to explore
the feasibility of training one model to learn both the unique
contingency information and the common operating informa-
tion. In Fig. 3, we assume a network of L layers where at each
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Deactivated mask unit

Activated mask unit

Deactivated neuron

Activated neuron

Auto-encoder with conditional mask.

Fig. 3.

layer! € {1,..., L}, the input and the output of layer are x; and
7 respectively. Given a non-linear activation function o (), the
feed-forward process within one layer can be written as:

U1 :J(V[/l-xl-l-Bl) (17)

where W, and B, indicate the weights and bias at layer each
layer [

We then define the mask layer h, which is consist of one-hot
coded 1’s and O’s indicating the lines connection or discon-
nection respectively [41]. Specifically, the width of the mask
layer should be equal to the number of contingency. Hence,
neurons with mask layer in front are used specifically to learn
contingency information. By doing this, the network is separated
into two regions. The region without mask will learn and store
the common information of various contingencies, while the
neurons with mask covered are not activated unless the labeled
contingency data comes in. As a result, these neurons with mask
do not participate in the training process since they have fixed
values and thus zero gradient. Therefore, the model can obtain
the ability of dealing with multi-contingency data by exploring
the inner structure of the network. The equation for one layer of
mask becomes:

hlc : J(I/I/IC “Xpe + Blc)a
U(ch * T+ Blc)7

cell,C]

ceie,p) 1Y

ch =
In the above equation, 7. indicates one particular vector output ¢
(column) of layer [. Similarly, W;. and B, denote the ¢, vector
of the matrix of weights and bias respectively. h;. represents
the mask (activation rules) at layer /, colomn c. C' denotes the
contingency number and D represents the width of the network.

C. Model Updating Stage

When system topology changes, the decision of whether
updating the model becomes vital. The practical industrial proce-
dure is to update the model parameters following an experience-
based timely basis. Although the current strategy has the advan-
tage of simplicity, it does not participate in or even has a negative
contribution to the whole system operation. Hence by employing
the property of confidence awareness, the core task of this stage
is to provide an indicator of updating, so that redundancy work
can be avoided. In addition, when the model is indicated to be
updated in a practical situation, TSO is always required to finish
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the updating work in limited time. Given that the TDS process :
updating .. . . P Algorithm 1: Confidence-Aware DSA Framework.
of simulating a large training database is a practical bottleneck, = — = = — —
. . 17 . 0 0 k k k k
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As can be seen from Fig. 4, validation sets X Z:’;l from different X[ Yk are from topology T} to Txk

system topology Ty, 71, ..., Tk are imported into the model
firstly. By doing this, an initial classification result y; together
with confidence information (model uncertainty) mu, which is
defined in equation (13), will be generated and calculated. The
confidence information indicates how well the model ‘recog-
nizes’ the input data. In other words, if the system topology
changes, due to the change of data distribution characteristics,
mu will increase, which implies that the model does not ‘recog-
nize’ the data, or feel ‘not confident’ about its prediction results.
It is important to emphasize here that since the TDS are not yet
processed for the new topology, the initial uncertainty results can
be obtained almost immediately as it only requires stochastic
feed-forward calculations based on the CBDAC trained by the
original training data. This is of significant importance in terms
of rapid, frequent topology changes in the future power system
since the reaction time of such an event would be limited.
Confidence indicator with a threshold value A is then used to
determine whether to update the model. A small number of
training labels Y,k would be simulated through TDS only

train

when the threshold value h is violated. Therefore, (X tj;lfun’
th(’;m) from new topology will be employed in order to update
the model, where k represents the number of topologies. Under
this circumstance, only essential updating work will be imple-
mented, and the updating task can be guaranteed with reasonable
computational burden and accuracy.

To summarize, algorithm 1 demonstrates how our proposed

framework works in detail.

IV. CASE STUDY
A. Data Descriptions

The numerical experiments conducted in this study are based
on the example 68-bus system [42], which is illustrated in Fig.

Define learning rate A, dropout p, data size IV, batch
size M, optimizer Adam etc.

2: Initialize all parameters
3: function CBDACX/ v/ o
4: repeat
5: Mini-batch M optimisation through ¢ ~ p(e)
6: Calculate derivation w.r.t. ¢
7: 00 — = > ics 25 log p(yi f90) (2)) +
5o NT (|| My |? + 2ol [ Mz]]* + A5]|BI[?)
8: Update 6: 6 = 6 + A00
9: until 6 has been optimised
10: return
f&Bpac
11: Define threshold value h X
12:  Proceed stochastic feed-forward through %% 5 A
using X'k, VI
13:  function Confidence Indicatormu, h
14: if mu > h then
15: Proceed CBDAC(X [k . V;Ik . )
16: else
17: Model can be kept
18: return Updated model

5. To simplify our work, we assume that PMUs devices and
other measurement devices are deployed to conduct real-time
measurement. For instance, voltage magnitudes, phases angles
of all buses and the active and reactive outputs of generators can
be directly measured and transmitted. Power flow data, on the
other hand, can be calculated from the solver. Also, to enrich the
OCs domain, more OCs are simulated from a pre-defined range
of distribution.
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Fig. 5. IEEE-68 bus system [42].

From the system, a set of 12 000 observations are sampled,
where each observation represents a pre-fault OC. These obser-
vations are created by drawing the active load power from a mul-
tivariate Gaussian distribution and using a Pearson’s correlation
coefficient ¢ between all power pairs. These active load power
are then converted to a marginal Kumaraswamy distribution with
the probability density function:

f(z) = abz® 1 (1 — z*)"! (19)

where @ = 1.6, b = 2.9 and z € [0, 1]. The active load power
is scaled to be within £50% of the nominal values, while the
reactive load power is scaled by assuming constant impedance
of buses. Considering the fact that the resulting OCs might
be infeasible and also to restrict the sampled power factor of
generators within the range of [0.95, 1], an optimization is solved
accounting for the full AC network model. The optimization is
carried on in Python 3.5. with Pyomo package and the IPOPT
3.12.4 solver. In order to obtain more general test conditions, the
transient stability of three-phase faults is simulated over 22-line
contingencies, where the work in [18] has proved the effective-
ness of the selected contingencies. These 22-contingencies are
selected based on the rules in [43]. For instance, in terms of the
fault location, only those close to generator buses are considered,
and the fault clearing is coupled with line tripping. The reason
is that these are the cases of rotor angle stability interest. As
a comparison, cases, where faults are close to loads, are from
the angle of voltage stability [44]. The first 14 contingencies
are shown in Table III in [43], which are within the NETS
part of the IEEE-68 bus system. The rest contingencies are
selected based on the same rationale, but for the NYPS part.
An OC is considered stable if the differences between each
two-phase angles of the generators are within the corresponding
limits during 10 s simulation time, otherwise unstable. The
fault clearance time is assumed to be 0.1 s. The simulation is
performed in Matlab R2016b Simulink, and the model used is
described in [42].
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TABLE I
HYPERPARAMETERS OF THE PROPOSED CBDAC

Parameter Value
Layer type dense
Number of hidden layers 13

450-350-250-150-50-10
10-50-150-250-350-450

Encoder structure
Decoder structure

Logistic regression layer 2

Batch size 15000
Number of epochs 160
Number of samples (Tqpie) 200
Dropout rate 0.001
Optimizer Adam
Normalisation [0,1]normalisation
Learning rate 0.0001

TABLE I
COMPUTATION TIME FOR MODEL TRAINING

CPU Time (s)

DT 31
SVM 18,345
RF 59
DAC 763
BDAC 1,127
CBDAC 831
TABLE III

DIFFERENT TOPOLOGY CASES FOR CBDAC

CBDAC
Case | F1-Score ACC PRE SPE
27-53 | 92.15% | 9291% | 92.52% | 93.85%
65-64 | 91.71% | 91.91% | 93.71% | 94.02%
63-64 | 91.86% | 92.18% | 92.03% | 92.64%
17-36 | 64.70% | 80.41% | 69.30% | 88.70%
48-40 | 79.92% | 85.41% | 82.66% | 90.25%

To establish the database, data from each contingency are
finely shuffled firstly in order to provide randomness and gener-
alization. 80% of the entire database (i.e. 80% x 12000x22) is
used as the training set to train the model, and the rest 20% of
the database is used as the testing set.

B. Experimental Setup

To demonstrate the superior performance of the proposed ap-
proach, a series of state-of-the-art methods that have been widely
used and firmly demonstrated with reliable performance are used
for comparison. For the rest of the paper, the following notation
will be used. For instance, DT (Decision Tree) SVM (Support
Vector Machine) RF (Random Forest) DAC (Deep Auto-Encoder
Classifier) BDAC (Bayesian Deep Auto-Encoder Classifier) and
CBDAC (Conditional Bayesian Deep Auto-Encoder Classifier).
All the methodologies mentioned above are implemented in
Python with the main packages of Scikit-learn [45], Keras [46],
TensorFlow [47] and run on an Intel Xeon PC with NIVIDIA
Titan-V GPU. The hyper-parameters of the proposed CBDAC
model is determined by grid search and cross-validation, which
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Fig. 6. Classification results for different methods.

are given in Table I. The employed evaluation metrics are pre-
cision (PRE), specificity (SPE), F1-Score and accuracy (ACC)
respectively, where detail introduction is given in the next sec-
tion.

C. Evaluation Metrics

In this section, the concept of the confusion matrix and four
evaluation metrics are introduced to evaluate the performance
of security assessment. Given a set of input data, four different
types of results can be obtained, which are denoted by True
Positive(TP), False Positive(FP), False Negative(FN), and True
Negative(TN). For instance, TP represents that unsafe OCs are
correctly predicted as unsafe, TN represents when safe OCs are
correctly predicted as safe. The wrong results are further grouped
into FP, which represents unsafe OCs incorrectly predicted as
safe, and FN, when safe OCs are incorrectly predicted as unsafe.
The proposed four evaluation metrics are calculated based on
these four variables. For instance:

1) The precision: the proportion of the correctly predicted
unsafe OCs in all the actual unsafe OCs.

precision = TP/(TP + FP) (20)

2) The specificity: the proportion of the correctly predicted
safe OCs in all the predicted safe OCs.

specificity = TN/(TN + FP) (1)

3) The F1-Score: the comprehensive evaluation of the the
precision and the recall. (Recall = TP / (TP + FN))

F1— Score =2 x PRE x REC/(PRE + REC) (22)

4) The accuracy: the proportion of correct classification re-
sults over all output results.

accuracy = (TP +TN)/(TP+ FP+ FN +TN) (23)
D. Case Study 1: CBDAC Classification Performance Without
Topology Changes

In this test, we aim to compare the classification performance
of the proposed CBDAC method with other popular methods.
As introduced in section IV A, 80% of the database is used to do
the training work. Fig. 6 presents the testing results of the four
evaluation metrics, where the testing is based on the data size
of 20%x12000x22. The length of the blue bar represents the
value of the evaluation metric (i.e., a higher value corresponds to
a longer bar). CA at the last column indicates the ability of con-
fidence awareness. In terms of the classification performance,
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the results show that the CBDAC model dominates when com-
pared with the most popular method DT with 17.03%, 21.98%,
15.56%, 20.55% improvements, respectively. In addition, the
performance of CBDAC also dominates when comparing with
the best of the state-of-the-art methods, RF, especially when
considering the fact that the performance is already approaching
the limit, with approximately 6.52%, 11.40%, 7.91%, and 8.04%
improvements for the four evaluation metrics. Moreover, only
Bayesian models have confidence awareness capability. The fact
that Bayesian methods provide the best performance indicates
the significance of capturing uncertainties.

Regarding the computational time, which is presented in
Table II, the experiment shows that DT and RF methods have
the shortest training time, 31 and 59 seconds, respectively.
In contrast, SVM has the heaviest computational burden, ap-
proximately 18 345 seconds. It can be seen that deep learning
methods require longer training time than most of the benchmark
approaches, where DAC BDAC and CBDAC consume 763,
1127 and 831 seconds, respectively. However, it is notable that
model training is an offline procedure. Given the input dataset,
the security assessment task can be finished within seconds in
practical use. Therefore, the main target in this case is to obtain
an accurate classification result.

E. Case Study 2: CBDAC VS. Other Methods Under 44
Different System Topology

In this test, we aim to evaluate the performance of the pro-
posed CBDAC method and other methods when facing system
topology changes. The trained models shown in case study 1
are directly used in this test without re-training. OCs data from
new topology cases are sampled following the same rationale as
introduced in section IV A. We assume system topology changes
by switching off lines between buses. We have generated 44
different topology cases with various similarity to the original
system topology. For instance, by observing the system structure
from [42], we can find that there is a double line scheme between
bus NO.27 and NO.53, hence the disconnection between these
two buses might have a slight influence on the rest area of the
network. On the other hand, bus NO.17 has the maximum load
within the system, which implies that disconnection occurred
here could cause severe power flow pattern changes. It is notable
that due to the extreme time cost, it is unreasonable to keep
considering the SVM method.

The general experiments results are shown in Fig. 7, where
Bayesian methods show superior performance than the DT, RF
and DAC models. For instance, as illustrated in Fig. 7(a), in
terms of the comprehensive evaluation F1-Score, DT has the
lowest score, an average of 67.80% while RF has a slightly
higher performance of 74.45%. Deep Learning methods show
significantly better results such as DAC at 77.51% and BDAC
at 78.06%. Our improved CBDAC method has the best average
performance of 83.31%. CBDAC also outperforms in terms of
other metrics, which is demonstrated in Fig. 7(b)-(d) respec-
tively. Table III also shows several individual results of CBDAC
model. More importantly, if the acceptable accuracy level is set
to be 0.8 F1-Score, we can find that none result from DT method
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Fig. 7. Box plots of (a) F1-Score, (b) PRE, (c) ACC, and (d) SPE of 44 different topology.

locates above it. RF has a proportion of 20.45% (9 of 44) that
goes over the threshold. DAC and BDAC methods have 45.45%
(20 of 44) and 54.55% (24 of 44) results that go beyond the
threshold value respectively. CBDAC has 70.45% (31 of 44)
above the threshold.

The result proves that the Bayesian model with im-
provement still has superior performance when facing sys-
tem topology changes, which further implies that re-
sources can be saved if unnecessary updating work can be
avoided.

F. Case Study 3: Epistemic Uncertainty as Model
Updating Indicator

So far we have proved that the Bayesian deep learning method
with improvement is advance and also robust when faced with
system topology changes. However, the essence of forecast-
ing (classification) itself determines that we will never know
whether the next prediction is true until we know the results.
Hence, a reliable auxiliary indicator, which has the ability to
show the ‘confidence’ of the forecasting result becomes vital.
Bayesian method thus shows its second advantage: the ability
to represent the prediction confidence using model uncertainty
as the indicator. The model uncertainty mu, as previously illus-
trated in equation (13), represents the domain knowledge learned
by the model. In other words, the uncertainty of the Bayesian
model can reflect the similarity of the original system topology
and the new topology, i.e. a big change of topology means a
significantly higher uncertainty.

In this case study, BDAC and CBDAC are used since they are
Bayesian-based approaches. It is notable that in this work, we
only consider the topology changes that are pre-defined by the
TSO. As can be seen in Fig. 4, when system topology changes,
a small number of OCs are feed into the trained CBDAC model
firstly, and the uncertainty results can be generated and collected.
During this process, we find that the generated uncertainty

values are around a certain level. Compared with the uncertainty
level of a finely trained model at the original topology, it is
found that the uncertainty level is correlated with the model
performance at each topology case. It is also implied that the
level of uncertainty is determined by the characteristics of the
database (system topology characteristics). In other words, when
it comes to another network (e.g. a 108-bus system), there will
be another uncertainty level, which could also be decided by the
validation data set X UT(’;I from the corresponding topology cases.
Therefore, considering the trade-off between the model accuracy
and the updating work burden, we found that 0.8 F1-Score is a
reasonable setting.

In this test, if 0.8 F1-Score is used to distinguish safe and
unsafe, 20 out of 44 topology cases will be identified as un-
safe when using BDAC model. Similarly, in terms of CBDAC
model, 13 topology cases have F1-Score lower than 0.8. The
performance of the proposed two models under 44 different
topology cases and the effectiveness of uncertainty indicator is
demonstrated in Fig. 8. However, it is notable that the uncertainty
might not be sensitive enough when it comes to each individual
cases. Instead, it is more reasonable to evaluate various set
of topology cases and calculate the average performance. For
instance, though fluctuation could be observed, as a general cal-
culation, the first 20 topology cases have an average uncertainty
of 0.171, which is larger than the average of the last 24 cases:
0.149, in the BDAC figure Fig. 8(b). In terms of CBDAC Fig.
8(d), 0.172 VS 0.154 are the average uncertainty values for the
first 13 cases and the rest.

Therefore, we can conclude that if 0.8 F1-Score and 0.16 of
uncertainty are chosen to be the threshold value, we can observe
that most of the topology with poor performance can be detected.
This ‘detection’ property has significant importance since it
is generated simultaneously with the classification results. In
other words, in reality, the system operator can have confidence
information on the model’s prediction, which allows him to
decide whether to trust or update the model.
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G. Case Study 4: Model Updating Using Small Data

In this test, we explore the situation when only limited data is
available to update the model. In terms of new topology cases,
800 OCs are randomly sampled for each contingency (i.e. a total
of 800 x 22 = 17 600). Following the rationale before, the new
database is finely shuffled in order to provide good randomness
and generalization. The first 100 OCs of each contingency are
used to generate the uncertainty information (i.e. 100 x 22 =
2200). The last 400 OCs of each contingency (i.e. 400 x 22
= 8800) are used as the testing set. The rest 300 OCs thus are
used as the updating data set. Therefore, we design four different

Model updating with different data size: Box plots show the evaluation of (a) F1-Score, (b) ACC, (c) PRE, and (d) SPE.

updating scenarios, where 30 OCs, 100 OCs, 200 OCs, and 300
OC:s are used to update the model, which generates data sample
size of 660, 2200, 4400, 6600 respectively. The OCs from each
scenario are sampled uniformly except the 300 OCs case so that
the test is convincing.

We choose DAC, BDAC, CBDAC in the experiments as
a comparison. The evaluation results are shown in Fig. 9.
Firstly, we can observe that the classification performance can
be improved by updating the model with a few data points.
The performance is enhanced as the number of data increases,
which is in line with our intuitive speculation. However, one

Authorized licensed use limited to: TU Delft Library. Downloaded on September 03,2021 at 13:33:56 UTC from IEEE Xplore. Restrictions apply.



3918

TABLE IV
PERFORMANCE OF DIFFERENT UPDATING STRATEGIES: 100 OCSs

100 OCs Updating
F1-Score | ACC PRE SPE
Original 83.31% | 84.93% | 82.93% | 84.64%
All 86.30% | 87.88% | 83.23% | 85.03%
Stochastic | 84.08% | 85.72% | 83.10% | 84.54%
Selective 86.10% | 87.18% | 86.03% | 86.80%
TABLE V

PERFORMANCE OF DIFFERENT UPDATING STRATEGIES: 30 OCS

30 OCs Updating
F1-Score | ACC PRE SPE
Original 83.31% | 84.93% | 82.93% | 84.64%
All 82.40% | 84.90% | 78.11% | 81.16%
Stochastic | 82.33% | 84.31% | 80.45% | 83.15%
Selective 84.79% | 86.08% | 84.77% | 85.71%

interesting phenomenon here is that when using extremely small
size data (e.g. 30 OCs), the performance becomes unstable. For
example, the original F1-Score performance of topology NO.10
and NO.11 are 0.9215 and 0.8615. After updating with 30 new
OCs, their new performance is 0.8412 and 0.7896 respectively.
Considering this phenomenon, it is reasonable to think about a
more efficient updating strategy, with the ability to distinguish
the necessity of updating the model. The Bayesian model thus
is able to fulfil our requirement.

Based on our previous experience from case study 3, it has
been found that the uncertainty level is mainly decided by the
characteristics of the network. In terms of the example IEEE
68-bus system, we find that 0.16 uncertainty could be a proper
separation limit, which identifies 16 cases to be updated. It is
notable that this time we only focus on the extremely small size
data, i.e. 30 and 100 OCs. As a comparison, we select 16 cases
stochastically in order to prove the effectiveness. Tables IV and V
demonstrate the average performance of four evaluation metrics
in terms of different updating strategies. For instance, traditional
updating strategy (i.e. update all) works only if there is sufficient
data. However, considering the corresponding time consuming
of 2200 data points during the TDS, the practical value of this
strategy remains questionable. On the other hand, updating the
model selectively is proved to have not only equally robust
performance but also significantly fewer time consumption. For
example, in our test, only 16 out of 44 topology cases are
required to do the TDS, which means the time consumption
is only 36% of traditional updating strategy, not to mention
the part of re-training the model. Furthermore, comparing to
the traditional strategy, the selective updating strategy still has
reliable performance, even with significantly fewer data points.

To verify the effectiveness of computational cost reduction of
the proposed updating strategy, we illustrate the simple calcu-
lation process which is based on several assumptions. Assume
the model training time is 7" for one topology and the TDS time
for calculating the label is S for one OC. Comparing to 7" and S,
the model initialization time and the feed-forward time can be

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 36, NO. 5, SEPTEMBER 2021

neglected. The traditional updating strategy requires the model
to be trained every time the system topology changes based on
the full-sized database, which means the full-sized database TDS
is also needed. In our experiments, the total time consumption
thus should be 44 x (T + 300 x 22 x S), where 300 x 22 OCs
are used for 22 contingencies. This results in a significantly
high computational cost, thus will not be considered. Instead, by
using small size database, the computational cost can be reduced
to 44 x (Thoo + 100 x 22 x S) or 44 x (T3¢ + 30 x 22 x S),
where 7100 and T3¢ indicate the training time using 100 or 30
OCs from each contingency. The training time is also reduced
as the data size is reduced, which means T3¢ < T799 < 7. By
using the proposed updating strategy, only 16 out of 44 topology
need to be updated which further reduces the computational cost
to 16 x (Thoo + 100 x 22 x S), 0r 16 x (T59 + 30 x 22 x S).
Comparing the proposed ‘Selective’ updating strategy and the
‘All’ strategy, the approximated computational time saving can
be calculated as follows

1— 16><(T30+30><22><S)
44X(T100+100X22XS)

z(l

where we find in our experiments that T3¢ < 30 x 22 x S, and
Ti00 < 100 x 22 x S.

) x 100%

16 x (30 x 22 x S)
44 x (100 x 22 x S)

> x 100% = 89.09% (24)

H. Discussion

The proposed Conditional Bayesian Deep Auto-Encoder
based DSA classifier has shown promising performance. Specif-
ically, in this work, one practical problem we would like to
solve is how to avoid unnecessary cost when system topology
changes? We solve the problem by using the confidence as
updating indicator and small size data.

Given the complexity of a real power grid, it is usually
infeasible for the traditional approaches to scale and adapt to
a larger power network. For a medium-sized system such as
the IEEE-68, the use of a pre-trained classifier can be much
faster than using optimization approach since it solely involves
the evaluation of a small number of inequality statements (i.e.
security rules). This advantage persists to much larger systems
where the computational burden of optimization problems may
scale in a non-linear fashion. It can be particularly important
when operating in a real-time fashion where the available com-
putational time budget is limited, and the list of contingencies
to be checked might include hundreds or thousands of potential
faults. However, the most fundamental benefit of the proposed
workflow is that it can be readily extended to other types of
stability indicators that cannot be determined via optimization
but only via TDS (e.g. angle stability, small-signal stability,
transient stability etc.). As presented in [16], performing such
simulations in real-time is prohibitively slow, which is why an
offline analysis must have been carried out beforehand.

The limitation of the work lies in: (1) The database to be
used in a ML task is usually collected from various scenarios
in advance, and the training works are also done by offline.
In other words, in terms of the basic DSA task, there will be
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enough time for the TSO to do the database collecting and
updating works. In addition, to enrich the OCs domain, more
OCs are simulated from a pre-defined range of distribution.
These OCs are sampled in order to cover the OCs domain that is
potentially to occur in the near future, thus can make the database
more effective. However, TSO might only have limited reacting
time when there is a topology change. Considering the fact that
different topology cases might lead to various reacting time, it
is possible that practical updating work could be challenged. (2)
The uncertainty threshold value is selected based on experience.
Therefore, it is imperative to investigate an analytical method
to identify the appropriate threshold for the proposed CBDAC
method. (3) More comprehensive evaluation metrics should be
proposed or employed to deal with the imbalanced problem of
DSA.

V. CONCLUSION

Machine learning approaches have been proved to be promis-
ing in terms of forecasting and classification tasks. Predictably,
it will play an important role in the future power system.
However, traditional machine learning techniques are lack of
capability in confidence awareness, which is of great impor-
tance for TSOs to understand whether the data-driven model is
certain about its prediction. As a response, this paper proposes a
confidence-aware machine learning framework for DSA based
on the Conditional Bayesian Deep Auto-Encoder network. The
proposed CBDAC model uses dropout to achieve Bayesian
approximation with further improvement of conditional training.
The superiority and robustness of the proposed methodology
are demonstrated with comparison to a series of state-of-the-
art methods. We have shown that comparing with the best of
state-of-the-art methods, our proposed model still has 6.52%,
11.40%, 7.91% and 8.03% improvement in terms of four eval-
uation metrics. Furthermore, we explore the feasibility of using
limited data in order to update the model and thus propose a
selective updating strategy. Indicated by the model confidence,
the proposed strategy significantly alleviates the unnecessary
time consumption, approximately 89%, under frequent system
topology changes, which is of great practical value.

In the future, one potential direction could be how to opti-
mize the updating strategy. Algorithms such as active sampling
or incremental learning could be employed and improved. In
addition, other works such as missing data or noise testing could
be of great practical value. It is also believed that it is of high
interest to consider the full workflow from measurements, over
data processing and state estimation together.
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