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Abstract
We perform a numerical optimisation of the hardware parameters of an atomic-ensemble-based
single repeater setup. The setup operates on a real-life fiber network connecting the cities Delft and
Eindhoven. Besides this network, the setup encompasses photon pair sources, quantum memories,
single photon detectors, and 50:50 beam splitters. The corresponding hardware parameters we
consider are the following;

• The detector efficiency, ηd, defined as the probability the photon detector correctly registers an
incident photon.

• The detector dark count probability, pd, defined as the probability that a detector registers a false
detection event.

• The memory efficiency, ηm,0, defined as the maximum probability that an excitation is not lost in
the quantum memory.

• The memory coherence time, Tc, defined as the characteristic time after which an excitation is
lost in the quantum memory.

• The Hong-Ou-Mandel visibilty, v, which is a measure of the indistinguishability of the photons in
the setup.

Additionally, the setup has the ability to be multiplexed. This means that the probabilistic processes
essential for executing the repeater protocol are initiatedM times in parallel. This increases the
performance of the protocol.

To achieve the optimisation, we introduce absolute minimal hardware requirements and minimal
hardware requirements. An absolute minimal hardware requirement is defined as the least favourable
hardware parameter that still allows the setup to reach a given target metric. This implies that all other
hardware parameters are at their optimal value. Minimal hardware requirements are defined as the
least favourable set of hardware parameters that still allow the setup to reach a given target metric.

To evaluate the aforementioned target metric we conduct a numerical analysis. This analysis is based
on the entanglement based version of quantum key distribution. We use Netsquid, a discrete event
simulator for quantum networks, to carry out the numerical analysis. Utilising this, we formulate an
optimisation problem that allows us to find absolute minimal hardware requirements and minimal
hardware requirements for an atomic-ensemble-based single repeater setup.
We develop a method to solve this optimisation problem. This allows us to find absolute minimal
hardware requirements and minimal hardware requirements for the hardware parameters listed
above. We do this for different numberM of multiplexing modes, and different node placements on
the existing fiber network. We consider both perfect photon pair sources and a model of a photon pair
source based on Spontaneous Parametric Down Conversion (SPDC).

This work serves as a guide for further experimental progress. Consequently, we highlight the merit of
increasing multiplexing capabilities. Moreover, we recognise the importance of improving current
state-of-the art quantum memories. We additionally remark the negative effect of asymmetry in the
setup on the performance of the repeater. We identify that multi-photon emission inherent in SPDC
sources is a major bottleneck to the performance of atomic-ensemble-based repeater setups.
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1
Introduction

On October 29th 1969 Prof. Leonard Kleinrock sent the very first message ever over the internet from
the University of California, Los Angeles to Stanford University [1]. Today, approximately 50 years
later, life without the internet is almost unimaginable. It is unlikely that Prof. Kleinrock would have
known the impact the internet would have in the future when he first sent the message ’Login’.
Today, we stand at the beginning of a similar revolution with the quantum internet. The quantum
internet is believed by many to possess the potential to revolutionise the world in the same way the
regular internet has in the past decades. A quantum internet makes use of quantum bits (qubits).
Whereas the value of a classical bit is binary (0 or 1), a qubit can be in a superposition of 0 and 1 at
the same time. Qubits can also be entangled with each other, leading to much larger correlations than
possible classically. Finally, the laws of quantum mechanics do not allow a qubit to be copied [2, 3, 4].
Whereas this latter property enables great opportunities for secure communication, it also poses a
challenge to the distribution of qubits over large distances, as qubits cannot be amplified in order to
overcome signal losses and other imperfections [5]. Quantum repeaters are devices that aim to
overcome this challenge [6].
The Quantum Internet Alliance (QIA) is on a moonshot mission to create such a quantum internet.
QIA is a collective of universities, research institutions, and companies throughout Europe
cooperating to create a European made quantum internet. In 2022 a 7 year program funded by the
European Union aiming to build a full-stack prototype network commenced. The goal of this program
is to ”build two metropolitan scale networks containing quantum processors and photonic clients,
connected by a long-distance fiber backbone using quantum repeaters [7]”.
An important part of this objective is thus a long-distance fiber backbone using quantum repeaters.
The long-distance backbone will serve to generate entanglement over a long distance. Establishing
entanglement over this distance enables the execution of quantum applications between devices in
the in the two distant metropolitan-scale quantum networks. A quantum repeater protocol aims to
break the long distance over which entanglement is desired up into smaller, easier to bridge,
segments [6]. Proof-of-concept experiments have been successfully conducted but realisation of a
scalable quantum repeater is yet to be achieved. One of the most promising candidates for realisation
of scalable quantum repeaters are atomic-ensembles, yielding several successful experiments in the
past few years both locally in the lab and at several-kilometre range [8, 9]. Hardware with sufficient
quality to realise large-scale quantum repeaters as desired for the QIA prototype is yet to be
developed. A lot about the exact hardware requirements for atomic-ensembles running protocols on
large scale remains unclear and developing such hardware is resource intensive [10, 11]. Hence, it is
imperative to develop simulations analysing the performance of atomic-ensembles with different
hardware parameters. Earlier efforts by D. Maier and J. Rabbie [12, 13] at QuTech have already
produced working simulations of atomic-ensembles using the Netsquid discrete-event
quantum-network simulator [14]. The main goal of this thesis is to build on and extend those
simulations so that hardware parameter scans for large-scale atomic-ensemble-based repeaters can
be performed. The simulations are then used to optimise the said hardware parameters in order to
answer the question of which hardware parameters need to be improved in order to realise the
long-distance fibre backbone of QIA’s 2029 full stack prototype.
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In order to enact the previously mentioned hardware parameter scans, we make the following
contributions:

• We complete the integration of a code snippet containing models to simulate
atomic-ensemble-based hardware [15] into NLblueprint, which is a repository that allows
general simulation of quantum networks. Before the initialisation of this thesis project, David
Maier authored code for this purpose. We make substantial efforts to ensure this code is
error-free and complete. The foundation of all this rests on Netsquid [14]. We subsequently
validate the results of simulations leveraging this integration. To conclude this validation, we
juxtapose simulated outcomes against analytical results obtained in [16].

• We develop a novel methodology to employ Bayesian optimisation [17] to optimise the hardware
parameters of the aforementioned integrated simulations. We develop code to enable the
execution of this optimisation.

• We utilise a methodology developed by the authors of [10] and [11] to optimise the hardware
parameters of the newly integrated simulations. To fulfil this, we slightly adapt previously written
code [18].

• We carry out the previously mentioned optimisations. We compare the result to current
state-of-the art experimental results and analyse the effect of design choices regarding the
repeater on the results. From this, we infer conclusions and devise suggestions for further
research undertakings.

The structure of this thesis is the following. We discuss all relevant background theory in Chapter 2.
Building on this background, we introduce a methodology to perform the aforementioned optimisation
in Chapter 3. To this end, we introduce code snippets that allow us to perform simulations of an
atomic-ensemble-based repeater setup. Moreover, we formulate the aforementioned task of
optimising hardware parameters as a mathematical problem. This mathematical formulation will bring
about the definitions of absolute minimal hardware requirements and minimal hardware requirements.
These are defined as the least favourable hardware parameter that still allows the setup to reach a
given target metric, given all other hardware parameters are at their optimal value, and the least
favourable set of hardware parameters that still allows the setup to reach a given target metric
respectively. In Chapter 4, we perform a validation of the simulations. In Chapter 5, we introduce a
real-life fiber network based on which we design the simulated setup. We solve the optimisation
problems on this setup finding both absolute minimal hardware requirements and minimal hardware
requirements. In Chapter 6, we present and discuss the absolute minimal hardware requirements. In
Chapter 7, we present and discuss the minimal hardware requirements. Finally, in Chapter 8, we
draw final conclusions and give suggestions for future research endeavours.
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2
Background

In this chapter we present the theoretical background used over the course of this thesis. In Section
2.1 we discuss what repeaters are. In Section 2.2 we introduce quantum key distribution which will
provide a measure for the performance of a repeater scheme. In Section 2.3 we introduce a first
physical implementation of a repeater scheme: the DLCZ protocol. In section we 2.4 introduce
multiplexing. In Section 2.5 we discuss a modification to the DLCZ protocol that makes is more
practical to implement. Finally, in Section 2.6 we discuss physical implementations of the components
that are used in the protocol.

2.1. Repeaters

2.1.1. Why repeaters?

The quantum internet aims to distribute quantum information over long distances. In order to do so,
carriers of quantum information that can be sent over long distances are required. The best
candidates for those carriers are, like with the classical internet, photons sent over an optical fiber.
When sending photons over an optical fiber they can get lost. The probability to lose a photon scales
exponentially with the distance, L, covered by the photon [6]. The transmittance, ηt, is given by

ηt(L) = 10−αL/10. (2.1)

ηt denotes the probability of successfully transmitting a photon and α is the attenuation, which is a
parameter of the optical fiber.
A typical value for the attenuation of a commercial optical fiber recorded at telecom wavelength (1550
nm) is 0.2 dB/km [19]. Consequently, this means that when sending a message from Amsterdam to
Paris (430 km), on average approximately 4 · 108 photons have to be sent for one to be transmitted
successfully. Practically, this makes communication over a direct optical fiber at large distances
impossible. Classically, this issue is solved by amplifying the signal at midpoint stations distributed
along the to be bridged distance. For quantum information, however, the no-cloning theorem [4]
forbids copying a quantum state rendering amplifying quantum information impossible. For the
quantum internet another protocol is thus needed.

2.1.2. General repeater protocol

This is where repeater protocols enter the picture. Originally proposed by Briegel et al. (1998) in [6],
repeaters make use of entanglement to split the distance to be bridged into smaller segments.
Entanglement is a property of quantum mechanics where two quantum systems share a single state.
This has the counter-intuitive result that even though all information is known about the combined
system, nothing is known about the individual particles [2, 3, 20]. Once entanglement between two
distant nodes has been established, different applications like Quantum Key Distribution (QKD) [21,
22], Blind Quantum Computing (BQC) [23, 24] or quantum teleportation [25, 26] can be performed.
The main goal of the quantum internet is therefore the ability to generate entanglement between
remote nodes, enabling them to execute quantum applications.
A quantum repeater scheme hence aims to generate entanglement between two distant nodes. A
schematic overview of the workings of a repeater scheme is in Figure 2.1. In the scheme, the
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communication channel is cut into N = 2n different segments called elementary links. n is called the
nesting level. In a general repeater scheme, first entanglement is generated between all elementary
links. After entanglement has been generated between all nearest neighbour nodes, the
entanglement gets swapped until the two end nodes are entangled. Three requirements for a
quantum repeater are identified [27]

1. The ability to establish entanglement between the elementary links in a heralded way. This
means that even though entanglement generation between the two nodes can be probabilistic,
success has to be heralded when entanglement is actually generated. This is essential as the
repeater protocol needs to know when entanglement is successfully established. There is a
variety of methods to generate entanglement in a heralded fashion [28]. Heralded entanglement
generation in atomic-ensemble-based quantum repeaters is discussed in Section 2.3.2. We
emphasise that this requirement entails the need for back-and-forth communication between the
nodes of the repeater.

2. The ability to swap entanglement. Concretely this means that if A and B are entangled, and C
and D are entangled, after performing the entanglement swap, A and D are entangled. The
concept of such an entanglement swap is validated in [29]. The physical implementation of an
entanglement swap in atomic-ensemble-based quantum repeaters is discussed in Section 2.3.3.

3. The ability to store entanglement once it has been generated. This is necessary as once
entanglement has been generated in one of the links, the repeater protocol can only proceed to
entanglement swapping once all links have successfully generated entanglement. Therefore,
unless entanglement is always generated simultaneously, a repeater scheme needs a so called
quantum memory [30]. Concretely, a quantum memory enables the storage of a quantum state
over a period of time.

The repeater protocol described above is known as a first generation repeater [31]. First generation
repeater protocols sometimes make use of entanglement purification, which is the process of turning
a number of generated instances of end-to-end entanglement into a single instance of better (i.e. less
noisy) entanglement [32, 33, 34, 35, 36].
A second generation repeater has the additional ability to perform quantum error correction to correct
errors in the protocol [31]. In simple terms, quantum error correction accomplishes its task by
encoding a single logical qubit using multiple physical qubits. By employing error-detection and
error-correcting codes [37, 38, 39, 40] the logical qubit can be decoded, decreasing the likelihood of
errors in the sent quantum information. Propositions for such second generation quantum repeaters
include [41], [42], and [43].
A third generation repeater relies solely on quantum error correction to correct all losses and errors in
the protocol [31]. As a result, this removes the requirement on a repeater to establish entanglement in
a heralded fashion and would require only one-way communication. This increases possible
communication rates drastically. Propositions for such second generation quantum repeaters include
[44], [45], [46], and [47].
In this thesis we focus on a first generation repeater protocol that does not make use of entanglement
purification.

2.2. Quantum Key Distribution

Now that the general working of a repeater scheme has been outlined it is imperative to discuss
metrics that can be used to assess the performance of a repeater scheme. A good way to evaluate
performance of hardware is to look at how well it executes desired applications. For this reason we
introduce the application Quantum Key Distribution (QKD) in the form of the BB84 protocol, originally
proposed by C.H. Benett and G. Bassard in [21]. We make use of the entanglement based version of
this protocol introduced in [22]. This protocol is a good fit as it does not require that the entangled end
nodes are processing nodes (i.e. have the ability to perform quantum gates on the qubits they have
stored in their memories), which atomic-ensemble-based nodes researched in this thesis are not [27,
28]. We use the Secret Key Rate (SKR) that arises from this protocol as a general measure of the
performance of a repeater scheme throughout this thesis.

4



Figure 2.1: Schematic depiction of the working of a repeater scheme. a) entanglement is created between the elementary
links. Consequently, this means that all nearest neighbour nodes are entangled. b) Entanglement is swapped between the
neighbouring links. c) Iterations of entanglement swaps take place. After the last entanglement swap the two end nodes are
entangled. QM = Quantum Memory.

2.2.1. The entanglement-based BB84 protocol

As the aim of this thesis is to analyse the hardware performance of a repeater scheme, we present an
entanglement-based version of the BB84 protocol in the absence of an eavesdropper in this section.
For a more detailed discussion on the BB84 protocol, and its security when an eavesdropper is
involved the reader is referred to [20], [21], [22], and [48]. Say Alice (A) and Bob (B) want to generate
a secret key. The protocol used to assess the performance of a repeater scheme throughout this
report works as follows for a single bit of secure key:

1. An entangled state is distributed between A and B.
2. A and B measure their respective qubits in either the Z or the X basis at random.
3. If bases A and B measured in are not the same, the resulting measurement result is discarded.
4. If the bases A and B measured in are the same, the measurement outcomes are either

correlated or anti-correlated as A and B shared an entangled state, hence generating a bit of
secure key.

2.2.2. Secret Key Rate

The speed of light imposes a ceiling on the rate at which the protocol outlined above can be executed,
because each round of communication by A and B takes a finite amount of time due to the finite
nature of the speed of light. Furthermore, hardware imperfections can also effect this rate, as the
signal can be lost somewhere in the protocol, further increasing the average time it takes to get a
successful round. The rate at which successful rounds occur is defined as the success rate, Rsucc.
Hardware imperfections might also lead to false successes. The ratio of false successes is defined as
the Quantum Bit Error Rate (QBER). The QBER is computed as the fraction of measurement
outcomes that should be (anti-)correlated but are not. Note that the QBER is not necessarily the
same in the Z and X basis. It differs for example when distinct kinds of hardware are needed to
perform measurement in the Z and X basis, involving different errors. All this leads to the SKR, RSK ,

RSK = Rsucc ·max(0, 1− h(QZ)− h(QX)). (2.2)

5



Here QZ and QX are the QBER in the Z and X basis respectively and h is the binary entropy function
defined by

h(p) = −p log2(p)− (1− p) log2(1− p). (2.3)

2.2.3. Error analysis of QKD

If n bits are generated, with bit i being generated at time ti, the mean generation time, t̄, time is
simply given by

t̄ =
1

n

n∑
i=1

ti. (2.4)

We compute the error in this quantity by the standard error [49]

ϵx =

√∑n
i=1(xi − x̄)2

n
. (2.5)

From this, the error in the success rate is given by

ϵRsucc =
ϵt
t̄2
. (2.6)

Furthermore, using Equation 2.2 the error in the SKR can be seen to be [50]

ϵSKR = RsuccϵRsucc
+ [1 + logit2(Qz)]ϵQz

+ [1 + logit2(Qx)]ϵQx
. (2.7)

Here ϵQz
and ϵQx

are the QBER for the Z and X basis respectively, and are also computed by the
standard error, and logit2(p) is the logit function defined as

logit2(p) = log2
(

p

1− p

)
. (2.8)

2.3. Atomic-ensembles: the DLCZ protocol

In this section we discuss the physical workings of the most simple form of an
atomic-ensemble-based repeater scheme: the Duan, Lukin, Cirac, Zoller (DLCZ) protocol originally
proposed in [51]. Despite its simplicity, it fulfils all the requirements discussed in Section 2.1.2.

2.3.1. Information storage

The DLCZ protocol is based on a collection of NA three-level atoms. A graphical representation of the
energy levels and the read and write process is in Figure 2.2. The energy levels of each atom are
denoted as two ground states |g1⟩ and |g2⟩, with the energy of |g2⟩ being slightly higher than that of
|g1⟩, and an excited state |e⟩, which has an energy much higher than both the ground states. The
initial state of the atomic ensemble is defined as all atoms being in |g1⟩. This state is defined as the
logical 0 of the qubit [27, 51]

|0⟩ =
NA∏
k=1

|g1⟩k . (2.9)

To excite the |0⟩ state to the logical one state |1⟩ the write pulse is used. The write pulse is a laser
pulse that is off resonant with the three level atom. With low probability the write pulse will excite a
single atom in the ensemble from the |g1⟩ state to the |e⟩ state. Note that although the probability to
excite a single atom is small, the big number of atoms inside the ensemble makes the probability to
excite an atom more significant. Once in the |e⟩ state the system will spontaneously decay to the |g2⟩
state, in the process emitting a photon known in literature as the Stokes photon. Detection of the
Stokes photon at a large enough distance to ensure that all information about where in the
atomic-ensemble the Stokes photon originates from is lost, projects the state of the atomic-ensemble
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Figure 2.2: Schematic depiction of the energy levels of an atom as proposed in the DLCZ scheme. a) In the write process an
off resonant write pulse induces a transition from |g1⟩ to |e⟩. The |e⟩ state then spontaneously decays to |g2⟩, emitting a Stokes
photon in the process. This state, where there is one atom in |g2⟩, represents the logical |1⟩ of the stored qubit. The initial state,
where all atoms are in |g1⟩, represents the logical |0⟩ of the stored qubit. b) In the read process a resonant read pulse induces
a transition form the |g2⟩ to the |e⟩ state which then spontaneously decays back to the |g1⟩ state, emitting an Anti-Stokes
photon in the process.

into a coherent superposition of all the states where there is one atom in the |g2⟩ state and all other
NA − 1 atoms are in the |g1⟩ state. This state is defined as the logical 1 of the qubit [27, 51]

|1⟩ = 1√
NA

NA∑
k=1

ei(kw−ks)xk |g1⟩1 |g1⟩2 ... |g2⟩k ... |g1⟩NA−1 |g1⟩NA
. (2.10)

Here kw and ks are the wavevectors of the write pulse and Stokes photon respectively, and xk is the
position of the k-th atom in the ensemble at the time of the write process.
At this point it is worth noting that exciting more than one atom, and therefore emitting more than one
Stokes photons, induces an error in the process of writing the qubit to the logical 1 state. This is the
reason excitation from the |g1⟩ to the |e⟩ state has to happen with low probability and hence an
off-resonant laser pulse is used.
The advantage of the protocol is that the qubits can be read out very efficiently. In the read process
the atom in the |g2⟩ state is excited to the |e⟩ state using a resonant laser pulse. The atom in the |e⟩
state then spontaneously decays back to the |g1⟩ state, in the process emitting an Anti-Stokes photon.
The atomic ensemble is now back in the |0⟩ state, having accumulated an additional phase given by
[27, 51]

NA∑
k=1

ei(kw−ks)xkei(kr−kAS)x′k . (2.11)

Here kr and kAS are the wavevectors of the read pulse and Stokes photon respectively, and x′k is the
position of the k-th atom in the ensemble at the time of readout. If xk = x′k, ∀k (i.e. the atoms in the
ensemble are not moving), constructive interference happens whenever kS + kAS = kw + kr. This
means that if NA is sufficiently large emission of the Anti-Stokes photon in the direction kw + kr − kS
dominates emission in other directions, allowing for very efficient collection of the Anti-Stokes photon.
If xk ̸= x′k, ∀k, constructive interference is still possible if kS = kw and kAS = kr [27].
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2.3.2. Heralded entanglement generation

In the DLCZ protocol entanglement is generated in the elementary links by deleting all which-way
information. This method to generate entanglement was first proposed in [52] and [53]. A schematic
representation of how this is done is in Figure 2.3. The entanglement is generated between two
atomic-ensembles (denoted by A and B), as described in Section 2.3.1. The Stokes photons that
each of the ensembles probabilistically emits are collected in optical fibres, which both lead to the
same heralding station. The heralding station consists of a 50:50 beam splitter and two detectors,
and is responsible for heralding success upon entanglement generation.
The ensembles are prepared such that a Stokes photon is emitted with probability p. The state of the
ensembles is given by [27, 51]

|ψa,b⟩ =
(
1 +

√
p
(
ŝ†aâ

†eiϕa + ŝ†b b̂
†eiϕb

)
+O(p)

)
|0⟩ . (2.12)

Here ŝ†a and ŝ
†
b are the bosonic creation operators for an atomic excitation in A and B respectively. â†

and b̂† are the bosonic creation operators for a Stokes photon in the optical fibers of A and B
respectively. ϕa and ϕb are the phases of the write laser at A and B respectively. Finally, O(p) is the
aforementioned error due to multi-photon emission.
At the heralding station the modes of the optical fibers are sent into a 50:50 beam splitter. The exact
mechanics of a beam splitter are discussed in Section 2.6.3. However, what is important at this point
is that when a single photon enters a 50:50 beam splitter, it has a 50% probability to come out of
either end. This implies that when a single click in one of the detectors of the beam splitter is
observed, all information on which of the ensembles the Stokes photon originated from is lost, hence
entangling the ensembles. The shared state of the ensembles after this measurement is given by [27]

|ψab⟩ =
1√
2

(
ŝ†ae

iϕa+ξa ± ŝ†be
iϕb+ξb

)
|00⟩ . (2.13)

Using the definitions from Equation 2.9 and 2.10 we recognise |ψab⟩ = 1√
2
(|10⟩AB ± |01⟩AB e

iθab)

where, θab = ϕb − ϕa + ξa − ξb, which is a maximally entangled state.
It is noteworthy to observe that this process can also be seen as an entanglement swap between two
pairs of entangled atomic-ensembles with Stoke photons. The swap that happens at the heralding
station is known in literature as an optical Bell State Measurement (BSM). The success probability of
an optical BSM, pBSM , cannot be higher than 1

2 , even with perfect hardware [54, 55, 56].

2.3.3. Entanglement swapping

Now that it is clear how entanglement is generated in a heralded fashion and how this entanglement
is stored in the DLCZ protocol, the only of the requirements on a quantum repeater introduced in
Section 2.1.2 left to fulfil is the ability to perform an entanglement swap. Figure 2.4 depicts how this is
done in the DLCZ protocol. The entanglement swap is performed between two entangled links
(denoted by AB and CD) which share the state |ψab⟩ ⊗ |ψcd⟩, where both |ψab⟩ and |ψcd⟩ are in the
form of Equation 2.13. The atomic excitations on nodes B and C are read out with a resonant read
pulse, once more emitting an anti-Stokes photon in case of an excitation. The modes of the
anti-Stokes photons are collected in the arms of a beam splitter and another optical BSM is
performed, thus erasing all which way information again. This projects the shared state to [27, 51]∣∣∣ψϕ

ad

〉
=

1√
2
(ŝ†a ± ŝ†de

iϕ) |00⟩ . (2.14)

Here ϕ is the complete phase shift gained in the left and right channel, i.e. ϕ = θab + θcd. This state
can again be recognised as a maximally entangled state.
We remark that hardware imperfections can have an effect on this process. As such we introduce the
detector efficiency, ηd, which is defined as the probability that a detector successfully detects an
incident photon, the detector dark count probability, pd, which is defined as the probability that a
detector has a false detection event, and the quantum memory efficiency, ηm, which is defined as the
probability that an excitation is not lost in the memory. Non perfect values of these hardware
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Figure 2.3: Schematic depiction of heralded entanglement generation in an elementary link in the DLCZ protocol between
atomic-ensembles A and B. The Stokes photons that are emitted when one of the ensembles is excited probabilistically, are
collected into optical fibers. The optical fibres lead to a 50:50 beam splitter. Detecting a single click in either of the detector
ends, means all which-way information is deleted, entangling A and B. The entanglement encompasses a superposition
between one of the atomic-ensembles containing an excited atom (i.e. the |1⟩ state), and the other atomic-ensemble not
containing an excited atom (i.e. the |0⟩ state).

parameters result in the final state, ρϕad, not being a pure maximally entangled state but containing an
additional vacuum component [27, 51]

ρϕad = α
∣∣∣ψϕ

ad

〉〈
ψϕ
ad

∣∣∣+ β |00⟩⟨00| . (2.15)

Here α and β are defined as the entangled component and the vacuum component respectively.
Furthermore, hardware imperfections can result in the probability of the entanglement swap being
less than pBSM . The success probability of the first swap (i.e. the entanglement swap between two
instances of elementary entanglement), P1, is given by [27]

P1 = ηmηd

(
1− ηmηd

2

)
. (2.16)

2.3.4. Postselection

Now that all requirements on a quantum repeater as posed in Section 2.3.1 are met, one problem still
remains; a qubit can be measured in an arbitrary basis whereas the DLCZ protocol only seems to
allow measuring in a single basis. This basis is the one in which we define no atomic excitation as a
logical 0, and we define one atomic excitation as a logical 1. We define this basis as the Z basis
throughout this thesis.
The solution to performing measurements in other bases comes in the form of postselection. Figure
2.5 displays a postselected scheme. The setup consists of two entangled chains (denoted by A1Z1

and A2Z2). The two ends of the chains Λ1 and Λ2 (Λ = A or Z) are optically connected to the input
arms of a 50:50 beam splitter and to one of the ends Λ2 an additional phase ϕΛ is added. The output
ends of the beam splitter are connected to detectors DΛ1

and DΛ2
. Provided that the two states are

established over identical channels, the vacuum coefficients and ϕ-parameters of the initial state of
two chains are the same. The shared state is therefore denoted by ρϕA1Z1

⊗ ρϕA2Z2
. Here ρϕΛ1Λ2

is
given by Equation 2.15.
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Figure 2.4: Schematic depiction of an entanglement swap in the DLCZ protocol. Nodes B and C are read out with a resonant
read pulse. The modes of the resulting Anti-Stokes photons are collected into the arms of a beam splitter in order to delete the
which-way information entangling node A and D.

The objective of the setup is to convert the created two instances of excitation-entanglement into one
instance of more directly useful two-photon entanglement. This is done by reading out all nodes with
a coherent read pulse. The shared state of the two links after readout but before collection into the
beam splitter or adding the extra phase is then [27, 51]

1

2

(
â′†1 + eiϕẑ′†1

)(
â′†2 + eiϕẑ′†2

)
|0000⟩A′

1A
′
2Z

′
1Z

′
2
. (2.17)

The projection of this state onto the subspace where there is one photon at each location (i.e. a
photon at a′1 and at z′2 or a photon at a′2 and z′1), heralded by measuring exactly one detector click
form the set {DΛ1 , DΛ2} is given by [27, 51]

|Ψaz⟩ =
1√
2

(
â′†1 ẑ

′†
2 + â′†2 ẑ

′†
1

)
|0000⟩A′

1A
′
2Z

′
1Z

′
2
. (2.18)

This state is similar to conventional polarisation or time-bin entangled photon states and can thus be
used to perform the desired measurements.
It can be seen that the combined action of the beam splitter and the phase shift is equivalent to a
single-bit rotation with angle ϕΛ/2 in the basis{
|0⟩Λ ≡ λ̂†1 |00⟩Λ1Λ2

, |1⟩Λ ≡ λ̂†2 |00⟩Λ1Λ2

}
,
(
λ̂ = â′, ẑ′

)
[51, 57]. As a result, for certain phase shifts the

cases where photons of the two distance node hit different detectors destructively interfere. The rate
of coincidences between a pair of opposite detectors (one at each node) is proportional to [57]〈

â′†1 ẑ
′†
2

〉
=

〈
â′†2 ẑ

′†
1

〉
=

1

4
[1− cos(ϕA − ϕZ)] . (2.19)

From this, it can be seen that if ϕA = ϕZ the detector clicks should be perfectly correlated (in the
absence of hardware imperfections).
Using this, definitions used throughout this thesis for X and Y measurements can be deduced. X
measurements are defined as a measurement with beam splitter and no added phase (ϕ = 0). Y
measurements are defined as a measurement with beams splitter and added phase of π/2 (ϕ = π/2).
Now, a scheme to perform QKD for Alice and Bob can be designed:
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1. Two atomic-ensemble-based instances of entanglement are generated using the explained
method.

2. Measurements are done by both Alice and Bob using the postselection protocol, randomly
choosing a basis from the set {X,Z}.

3. Measurements where Alice and Bob did not measure in the same basis are discarded.
4. If Alice and Bob measured in the same basis the detector clicks have to be correlated. A click in

detector DΛ1
is registered as a logical 0 in the secret key, A click in detector DΛ2

is registered as
a logical 1 in the secret key.

Hardware imperfections also lead to a non unit probability with which the postselection succeeds, Pps.
At nesting level n, the probability to successfully postselect is given by [27]

Pps =
α2
nη

2
mη

2
d

2
. (2.20)

2.4. Multiplexing

One of the features that make atomic-ensembles such great candidates for a future quantum internet
is their ability to be multiplexed [9, 27, 58, 59, 60]. As discussed in Section 2.3.2, heralded
entanglement generation is a probabilistic process. When mulitiplexing, entanglement generation is
attempted multiple times simultaneously, and the instance where success occurs is stored [27, 42].
For simplicity, we assume that only one successful event is stored. As the probability of success
when multiplexing is the probability that at least one event succeeds, this probability is given by the
geometric distribution [27, 61]. We defineM as the number of multiplexing modes, and psingle as the
probability that one mode succeeds. The multiplexed success probability, pmp, is given by

pmp = 1− (1− psingle)
M . (2.21)

There are several ways to perform multiplexing [27];

• Spatial multiplexing: Attempting the entanglement generation over different physical links
simultaneously [61].

• Temporal multiplexing: Attempting the entanglement generation simultaneously in multiple
time-bins. That is, say the heralding station is at a distance L and the speed of light in the
optical fiber is c. It will therefore take L/c for a photon to arrive at the heralding station. With
temporal multiplexing, multiple photons are sent in the interval L/c [9, 58, 62].

• Spectral multiplexing: Attempting the entanglement generation simultaneously at different
frequencies. That is, instead of sending a single photon a pulse containing multiple frequencies
is sent to the heralding station [59, 60]. This is the approach used in [59], whose proposed
setup is also the inspiration for the setup simulated in this thesis.

In the lab successful setups with 26 [59], 30 [60], and 62 [9] multiplexing modes have already been
demonstrated. The hardware used to yield the results in [9] holds the promise of 103 multiplexing
modes in the near future by combining spatial, temporal, and spectral multiplexing techniques.
Furthermore, by combining e.g. 10 spatial modes, 400 temporal modes and 500 spectral modes, 106
multiplexing could theoretically be realised [59].

2.5. Modifying the DLCZ protocol

2.5.1. Separation of source and memory

In the DLCZ protocol as discussed in Section 2.3 the Stokes photon plays a crucial role in heralded
entanglement generation process. As this Stokes photon has to travel over a long distance through
an optical fiber to the heralding station, its wavelength is ideally of telecom wavelength. This results in
a strong constraint on the operating wavelength of the quantum memory. In practice, this constraint
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Figure 2.5: Schematic depiction of a setup including postselection in the DLCZ protocol. Two nodes are entangled between
the location independently. The nodes are then read out and the Anti-Stokes photons are combined into a beam splitter. The
desired subspace where the useful two-photon entanglement lives results when both locations measure one photon. a)
Measurement in the Z basis can be done directly. b) Measurements in the X basis are done by interfering the photons using a
50:50 beam splitter and measurements in the Y basis are done by adding an extra phase to one of the photons and then
interfering them using a 50:50 beam splitter.
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Figure 2.6: Schematic depiction of the seperation of source and memory. Each node (A and B) has a photon pair source and
a quantum memory. One of the output modes of the photon pair source is connected to memory of the corresponding node and
the other one is sent to a 50:50 beam splitter. A single click at one of the detectors of the beam splitter heralds entanglement
between the quantum memories.

proves to be a major problem, as none of the quantum memories that have been successfully
operated in the lab with sufficient performance to potentially perform the DLCZ protocol operate at
telecom wavelength [59].
To tackle this issue the authors of [62] propose a different setup. This setup is depicted in Figure 2.6.
In the setup, each node has both a photon pair source and a quantum memory. One output mode of
the photon pair source is connected to the corresponding node’s quantum memory, whereas the other
one is connected to the heralding station. Note that the two photons can have different frequencies,
so that the photon used for the heralding can be of telecom wavelength, whereas the one connected
to the quantum memory can be in the frequency range the quantum memory operates in.
When simultaneously and coherently exciting the photon pair sources, such that each of them has a
probability p to emit a pair of photons, the resulting state is [27, 62](

1 +
√
p(â†â

′† + b̂†b̂
′†) +O(p)

)
|0⟩ . (2.22)

Here a (b) is the mode connected to the heralding station and a′ (b′) is the mode connected to the
quantum memory of node A (B). Note that here the multi-photon emission, O(p), also plays a role.
The remainder of the protocol is similar to the original DLCZ protocol. The photons used for the
heralding are collected into a 50:50 beam splitter with the objective of deleting which way information.
Observing a single click on one of the detectors at the output arms of the beam splitter projects the
state onto a similar state to the one in Equation 2.13. The final state can be recognised as
1√
2
(|01⟩ ± |10⟩) where one of the quantum memories stores an excitation and the other one does not.

Where in the original DLCZ protocol one is restricted to presence-absence encoding of the qubit (i.e.
defining the |0⟩ as no excitation and the |1⟩ as a single excitation) the separation of source and
memory gives more freedom. A pulse of two photons can be created by the photon pair source. A
photon in the early time-bin is then defined as the |0⟩ and one in the late time-bin is defined as the |1⟩
[63, 64, 65]. This removes the necessity to postselect.
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2.5.2. Double click protocol

In this section we introduce a repeater protocol with separated photon pair sources and quantum
memories that make use of time-bin encoded qubits. In [59], the authors put forth this protocol. We
denote this protocol as the double click protocol, and it will serve as the protocol we will use
throughout this thesis to implement an atomic-ensemble-based repeater. In this section we discuss a
single repeater setup, but this can naturally be extended to more repeaters. We illustrate the setup in
Figure 2.7. Each end node contains a single photon pair source and quantum memory. The repeater
node contains two photon pair sources, two quantum memories, and a beam splitter that can be used
to perform an entanglement swap.
When attempting elementary entanglement generation, the photon pair sources probabilistically emit
a photon pair in the early time-bin, e, or in the late time-bin, l [63, 64, 65]. We discuss how these
probabilities emerge in Section 2.6.1. The photons are sent to the heralding stations, which is a given
distance away. Note that these distances are not necessarily equal across the chain, resulting in the
possibility to have asymmetric repeater setups. At the heralding station, which way information is
deleted using a 50:50 beam splitter. Success is heralded when there is a single click in each of the
time-bins, hence the name double click protocol. When there is a single click in each time-bin the
state of the system is projected onto the state where either of the PPS emitted a photon in the early
time-bin and either emitted in the late time-bin. Using the definition of the logical 0 and 1 of the
time-bin encoded qubits from Section 2.5.1 one can see this is exactly the maximally entangled state.
Upon success the entanglement gets stored in the quantum memories. The quantum memories thus
needs the ability to store an excitation in the early and in the late time-bin. Once entanglement is
established in both elementary links, the quantum memories in the repeater node are read out. The
outcoming photons are then sent to the beam splitter in order to perform an entanglement swap.
Once again, success is heralded when there is a single click in each of the time-bins. Upon success
the quantum memories in the end nodes are entangled.
When using the time-bin encoding the necessity for postselection no longer applies and a single case
of end to end entanglement is sufficient to perform measurements in all bases. We define
measurement in the Z basis as directly measuring the modes of the photons in both time-bins. We
define measurement in the X basis as interfering the modes of the photons before the measurement
[12]. We remark on the similarity to the protocol discussed in Section 2.3.4.

2.6. Physical components

Now that the setup we will simulated is understood it is imperative to review physical implementations
of components that can be used for the setup. In [59], the authors propose a setup consisting of
Spontaneous Parametric Down Conversion (SPDC) crystals as photon pair sources and Atomic
Frequency Combs (AFCs) as quantum memories. Furthermore, in this section we discuss beam
splitters and single photon detectors, which in the context of quantum applications are typically
Superconducting Nanowire Single Photon Detectors (SNSPDs).

2.6.1. Spontaneous Parametric Down Conversion

SPDC is a process in which a single photon known as the pump photon splits into two photons known
as the signal and idler photon. This process is a well known example of nonlinear optics and it occurs
when the pump photon is shot at a nonlinear crystal. Its working is displayed in Figure 2.8. SPDC is a
phenomenon that can only be explained and understood within the framework of quantum mechanics.
As such, it is very suitable for quantum applications [66] and can be used for implementation of a
photon pair source in the setup discussed in Section 2.5.2.
The states resulting from the SPDC process are known to be two mode squeezed states [67, 68, 69].
The two mode squeezed states for a single idler (i) and a single signal (s) photon are given by [68]

|Ψ⟩PA
TMS =

1

cosh (r)

∞∑
n=0

tanhn(r) |nn⟩si . (2.23)

Here we define r as the squeeze parameter. The probability for the SPDC to emit n photon pairs,
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Figure 2.7: Schematic depiction of a setup for a single repeater setup of a double click protocol. Each node has a Photon Pair
Source (PPS) and a Quantum Memory (QM). The PPS emits photons that correspond to a qubit encoded in two time-bins,
early (red) and late (green). We define the logical |0⟩ of the qubit as having a photon in the early time-bin, and the logical |1⟩ of
the qubit as having a photon in the late time-bin. One of the qubits emitted by each PPS is sent to the heralding station with the
objective to entangle the two nodes. The other qubit gets stored in the QM. The heralding station contains a 50:50 beam
splitter and two detectors. Success occurs when exactly one detection event occurs in both time-bins (i.e. two detection events
happen, in separate time-bins). As a result, the QMs of the nodes are entangled. The QMs at the repeater node are then read
out to perform a BSM with the aim to do an entanglement swap. The BSM once again succeeds in the case there is exactly
one detection event in both of the time-bins. At the end photons can be measured by either measuring directly (Z basis) or
interfering the photons in the early and late time-bin (X basis).
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pPA
SPDC(n), can be directly seen to be [68, 70]

pPA
SPDC(n) =

tanh2n(r)
cosh2(r)

. (2.24)

In order to utilise SPDC to execute the setup introduced in Section 2.5.2 an implementation of SPDC
operating in two time-bins is required. Such an implementation, with corresponding two mode
squeezed states, exists [69]. Said two mode squeezed state is given by [69]

|Ψ⟩TB
TMS =

∞∑
n=0

λn |Ψn⟩TB
TMS , (2.25)

λn =
√
n+ 1

tanhn (r)
cosh2 (r)

, (2.26)

|Ψn⟩TB
TMS =

1√
n+ 1

n∑
m=0

(−1)m |n−m,m;n−m,m⟩se,sl;ie,il . (2.27)

Here the notation of the state is |se, sl; ie, il⟩ where se denotes the signal photon in the early time-bin,
sl denotes the signal photon in the late time-bin, ie denotes the idler photon in the early time-bin, and
il denotes the idler photon in the late time-bin. The probability to emit n photon pairs, pTB

SPDC(n), can
be obtained from the probability amplitude of the state λn

pTB
SPDC(n) = (n+ 1)

tanh2n(r)
cosh4(r)

. (2.28)

The intuition behind Equation 2.27 is the following; the number of photon pairs emitted is governed by
the distribution specified in Equation 2.28. The photon pairs are distributed over the early and late
time-bins as an equal superposition of all possible combinations.
We now introduce the mean photon number, µ. The mean photon number is related to the squeeze
parameter by

µ = sinh2(r). (2.29)

In terms of the mean photon number, the earlier found probabilities become [70]

pPA
SPDC(n) =

µn

(µ+ 1)n+1
, (2.30)

pTB
SPDC(n) = (n+ 1)

µn

(µ+ 1)n+2
. (2.31)

Note that ideally pSPDC(n > 1) = 0. If this is not the case, this will lead to a multi-photon emission
error O(p) as seen in equations 2.12 and 2.22. Equations 2.30 and 2.31 form the basis on how we
model multi-photon emission throughout this thesis.

2.6.2. Atomic Frequency Comb

An AFC is a quantum information storage device that shows resemblance to how information storage
works in the original DLCZ protocol. The principles of the AFC are depicted in Figure 2.9. The device
consists of an ensemble of atoms with ground states |g⟩ and |s⟩, and an excited state |e⟩ (note the
similarity to the DLCZ protocol). The states |g⟩ and |s⟩ are optically connected to |e⟩ and the transition
|g⟩ − |e⟩ has a narrow homogeneous linewidth, γh, and a large inhomogeneous broadening, Γ [58].
Also the transition is spectrally shaped such that the atomic density function is a train of peaks in a
large frequency range. We define the spacing between these peaks as ∆. For more details on the
physical workings the reader is referred to [58].
A single input photon can be totally absorbed by the AFC in spite of the spectral density of the atoms
being concentrated to narrow peaks. This is a consequence of the Heisenberg energy-time
uncertainty relation. The time scale of the absorption will be of the order of the input pulse duration,
which is very small. This results in a large uncertainty of the optical |g⟩ − |e⟩ transition, which causes
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Figure 2.8: Schematic depiction of the workings of a SPDC source. a) Non-linear process in which the pump photon (p) is split
into a signal photon (s) and an idler photon (i). b) Conservation of momentum. b) Conservation of energy.

an averaging of the sharp AFC structure to a smooth distribution which allows for uniform absorption
of the photon [58].
Say the absorption occurs at time t = 0. The photon is then stored as a single excitation de-localised
over each of the atoms that are in resonance with the photon resulting in the state of the ensemble
[58]

|ψ⟩ =
NA∑
j=1

cje
iδjte−ikzj |g1...ej ...gNA

⟩ . (2.32)

Here cj is a coefficient that depends on the particular atom j, δj is the detuning of the atom with
respect to the laser frequency, k is the wave vector of the photon, and zj is the position of atom j
inside the ensemble. This state can be understood as a coherent superposition of a large number of
excited atomic modes as a result of a single photon. We once more remark on the similarity to the
DLCZ protocol. After time 2π/∆, re-emission of the photon spontaneously occurs [58].
Thus far, a quantum memory that re-emits the photon after a fixed time has been described. In the
context of the protocol described in Section 2.5.2, this quantum memory would be useless as these
protocols require storage of the quantum information for extended periods of time, until readout is
requested. In order to realise this, the single collective excitation in |e⟩ is stored in the ground state
spin level |s⟩.
This is done by applying an optical control field on the |e⟩ − |s⟩ transmission. The excitation is then
stored as a collective spin wave, which allows for long lived storage as spin coherence lifetimes are
generally longer than optical coherence lifetimes [58, 71, 72]. A typical value for an optical coherence
time is 1 ms [73], whereas current state-of-the art spin coherence lifetimes are 530 ms [72].
Furthermore, the spin wave state does not spontaneously re-emit a stored excitation. Instead, it only
re-emits stored quantum information once the optical control field is applied once more, resulting in
the desired on-demand readout. If the excitation has been stored for a duration Ts the photon will be
re-emitted at time Ts + 2π/∆.
A reason to use AFC memories in the protocols is their excellent multiplexing possibilities [62]. On
one hand there is the ability to perform temporal multiplexing. Say there are a given number of
temporally multiplexed modes within a certain input duration. The length of the input duration is
bound by the time to re-emit the photon 2π/∆, whereas the length of a single mode is only limited by
the total frequency bandwith which is proportional to 1/(Np∆) with Np being the number of peaks in
the comb. The total number of allowed modes is thus proportional to Np [58]. The number of temporal
multiplexing modes can thus be increased by adding more peaks to the comb. On the other hand,
there is the ability to perform spectral multiplexing. Spectral multiplexing requires applying adjustable
frequency shifts and spectral filtering [59]. Both temporal and spectral multiplexing using AFC
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Figure 2.9: Schematic depiction of the workings of an AFC memory. a) A photon is stored as an excitation on the |g⟩ − |e⟩
transition. The excitation will be re-emitted after time 2π/∆. To allow for longer storage times and better decoherence times
the excitation is transferred to the |s⟩ state by applying a control field. The comb structure is created by transfering atoms from
|g⟩ to an auxiliary state |aux⟩. b) A photon is absorbed by the AFC at time t = 0, after time (2π/∆)− T0 the control field is
applied. The excitation is then stored in the |s⟩ state for time Ts. After this the memory is read out by applying another control
field, causing a re-emission of the photon after time T0. Retrieved from [58]

memories have already been successfully demonstrated in the lab [9, 59, 60].
Finally, the memory’s maximum retrieval efficiency is given by [74]

ηAFC
0 =

(
d1
F

)2

e−
d1
F e−

7
F2 e−d0 . (2.33)

Here d1 denotes the optical depth (i.e. the number of atoms participating in the AFC structure), d0
denotes the background optical depth (i.e. the number of atoms not participating in the AFC structure)
and F = ∆/γh is defined as the finesse of the AFC. The first term in the efficiency describes the
collective re-emission, the second term describes re-absorption of the emitted photon, the third term
describes de-phasing and the last term describes the impact of background optical depth.
As mentioned before the stored quantum information also has a finite coherence time Tc. As a result
of this, the probability to lose an excitation in the AFC memory is not only defined by 1− ηAFC

0 , but
also increases with time. We will further elaborate how this is modelled in Section 3.1.2.

2.6.3. Beam splitter

A graphical depiction of a beam splitter is shown in Figure 2.10. The beam splitter has two incoming
photon modes associated with bosonic annihilation operators â and b̂ and two outgoing photon modes
associated with bosonic annihilation operators ĉ and d̂. The action of a beam splitter with
transmittance |τ |2 and reflectance |ρ|2 on the two incoming modes is characterised by [75, 76][

â

b̂

]
=

[
τ1 ρ2
ρ1 τ2

] [
ĉ

d̂

]
. (2.34)
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Figure 2.10: Schematic depiction of a beam splitter with input modes a and b and output modes c and d

Here τ1, τ2, ρ1, and ρ2 are complex parameters with |τ1| = |τ2| = |τ |, |ρ1| = |ρ2| = |ρ|, and
|τ |2 + |ρ|2 = 1. In the case of a 50:50 beam splitter, which plays a crucial role in the protocol from
Section 2.5.2, |τ |2 = |ρ|2 = 1

2 . The action of such a beam splitter is characterised by [77, 78]â†
50:50 beam splitter−−−−−−−−−−−→ 1√

2
(ĉ† + d̂†)

b̂†
50:50 beam splitter−−−−−−−−−−−→ 1√

2
(ĉ† − d̂†)

. (2.35)

Note the difference in signs is a requirement as any quantum operation has to be unitary. The action
of a 50:50 beam splitter on a state with a photon in both the input arms â†b̂† |0⟩ is thus the following

â†b̂† |0⟩ → 1

2
(ĉ† + d̂†)(ĉ† − d̂†) |0⟩ = 1

2

(
(ĉ†)2 − (d̂†)2

)
|0⟩ . (2.36)

Here we use the commutation rule [ĉ†, d̂†] = 0.
Equation 2.36 unveils the remarkable fact that when two photons enter the beam splitter in two
different arms they always come out together. This is known as the Hong-Ou-Mandel effect and was
first discovered in [79]. At the heart of the Hong-Ou-Mandel effect is that the photonic modes where
the photons come out of different arms of the beam splitter interfere destructively as the photons are
indistinguishable. A measure of the indistinguishability of photons is the Hong-Ou-Mandel visibility v.
v is defined by [78]

v =
Cmax − Cmin

Cmax
. (2.37)

Here Cmax is the probability that two photons entering the input arms of a 50:50 beam splitter come
out of both arms when the photons are made distinguishable. Cmin is the same probability when the
photons are as indistinguishable as possible for the hardware used. Ideally, photons are perfectly
indistinguishable and thus v = 1. Realistically however, hardware imperfections lead to non-unit
visibility. This can thus lead to photons coming out of the two different arms of the beam splitter,
regardless of the Hong-Ou-Mandel effect.

2.6.4. Superconducting Nanowire Single Photon Detector

Devices that can detect single photons usually work by the principle that they convert a single
incoming photon to a readable electric pulse. Current state-of-the art devices that realise this are
SPNSPDs. The working of a SPNSPD is depicted in Figure 2.11.
SPNSPDs operate by maintaining the wires well below the critical temperature and just below the
critical current density at which super conduction is destroyed. When a photon incides on the wire this
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Figure 2.11: Schematic depiction of the working of a Superconducting Nanowire Single Photon Detector. (i) A supercurrent
flows through the nanowire. (ii) An incident photon disturbs the superconduction forming a hotspot. (iii) The current is forced to
flow around the hotspot. (iv) The current density around the hotspot is driven above the critical current above which
superconduction no longer occurs. (v) The resistance across the wire increases form 0 to a finite value resulting in a
measurable voltage peak across the wire (vi) The nanowire recovers returning to its original state. The blue arrow denotes the
time it takes from incidence of the photon to measurement signal. The red (dashed) line denotes the time it takes for the
SPNSPD to recover.

disturbs the Cooper pairs in a certain area, forming a hotspot that is not large enough to span the
width of the nanowire. As a result, the current is forced to flow around the hotspot. This drives the
current density towards the critical current density across the width of the wire. The resulting sudden
increase in resistance from 0 to a finite value leads to a strong peaked measurable voltage peak
across the wire [80].
The efficiency of a SPNSPD can be divided into 3 parts [80]

ηSPNSPD = ηcoupling · ηabsorption · ηregistering. (2.38)

ηcoupling denotes the efficiency with which a photon is collected from the fiber and is correctly aimed
at the nanowire. ηabsorption denotes the efficiency with which the incident photon is absorbed into the
nanowire as opposed to being reflected or being transmitted through the wire. ηregistering denotes the
efficiency with which the process that leads from absorbing a photon to registering a click happens.
ηregistering can for example be improved by making the nanowire thinner.
Photons in the environment and noise in electrical components can potentially mimic the output signal
that denotes a click. This results in another imperfection of SPNSPD in the form of a dark count
probability (pdark) [80].
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3
Methodology

In this chapter we introduce the methodology that is used to optimise the hardware parameters of the
physical components of the protocol in Section 2.5.2. In Section 3.1 we introduce how the simulations
are done. In Section 3.2 we introduce how simulations are used to evaluate the performance of the
setup with imperfect hardware. Here we introduce the concepts of absolute minimal hardware
requirements and minimal hardware requirements. Furthermore, we define the task of finding those
as an optimisation problem. Finally, in Section 3.3 we introduce the methodology that is used to solve
the aforementioned optimisation problem.

3.1. Simulation methodology

3.1.1. Simulations

Netsquid
The main aim of this thesis is to perform optimisation of hardware parameters of an
atomic-ensemble-based single repeater chain setup. To do this we use a numerical method to
evaluate the performance of the setup in the form of. Hence, it is crucial to have a simulator that can
execute simulations of such setups. For this, we utilise Netsquid. Netsquid is a ”discrete-event based
platform for simulating all aspects of quantum networks and modular quantum computing systems”,
introduced in [14]. Netsquid simulations are generally performed in three steps [14]. The first step is
to model the network using components based on physical models. In this step, we define a
combination of these components that perform a certain operation together at one location in the
network as a node. In the second step, protocols are assigned to network nodes that make them
perform the intended operations. The details of the components and protocols used for
atomic-ensemble-based simulations are described in Section 3.1.2. The final step is to perform a
simulation for the network for a given number of runs, n, to collect statistics with which the
performance of the network can be assessed.

Netsquid-AE
The components used for simulation of atomic-ensemble-based repeater chains are organised in the
code snippet Netsquid-AE [15]. Netsquid-AE contains code for components based on physical
models that can be used to make both end nodes and repeater nodes. Among this are a model of a
photon pair source, a model of a quantum memory, a model of a detector to perform a measurement
in the QKD protocol, and a physical model of a detector to perform a BSM. Furthermore, Netsquid-AE
contains code for a heralded connection between its nodes. Again, how all physical components are
modelled is described in Section 3.1.2. The components in Netsquid-AE have been developed and
verified mostly by the authors of [12] and [13].

NLblueprint
NLblueprint is a code snippet containing tools to run realistic quantum network simulations with the
goal to analyse the performance of different design aspects of a quantum internet. It contains, among
other things, code for protocols that generate entanglement between nodes, protocols that make end
nodes execute a QKD protocol, and protocols that keep track of entanglement within the chain.
Furthermore, it contains scripts that perform the simulations, collect data from them, and process this
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into analysable data. To do this, the script uses the NetSquid-NetConf [81] snippet to generate
physical networks that Netsquid can simulate, and the NetSquid-SimulationTools [82] snippet to
perform data analysis. NLblueprint has already yielded a lot of interesting research such as [10], [11],
[83], and [84]. Here the authors perform optimisation of various aspects of repeater chains that are as
realistic as possible using numerical methods. It would be valuable to include Netsquid-AE
simulations in NLblueprint in order to enable the possibility to have atomic-ensemble-based repeater
chains in similar research. This is important as in the vision of QIA atomic-ensemble-based repeater
chains are used to distribute the entanglement in the longest length scale. One of the results of this
thesis is to have Netsquid-AE simulations using NLblueprint.

3.1.2. Components and protocols

Photon pair source
The first component we discuss is the photon pair source. The component is a physical model of an
SPDC source as discussed in Section 2.6.1. Both presence-absence or time-bin encoding are
supported. The working principle of the source is the following: the source has a specified probability
to emit a given number of photon pairs. For each emission event the number of emitted photons is
thus sampled using these probabilities. Multi-photon emission of up to three photons is modelled.
The choice to model three photons is made by the author of [12], whom found this was the best
trade-off between accuracy and required compute power. We found that opting for this was a
favourable decision. Generally, for a repeater protocol to be feasible, the likelihood of emitting three
photons should already be extremely low . This implies that the likelihood of emitting four photons
should be smaller still. Numerical benefits reaped from this would thus be minimal. The required
compute power, however, would increase exponentially.
The probability to emit a number of photons can be specified as a list {p(0), p(1), p(2), p(3)}, where∑3

n=0 p(n) = 1. In the presence-absence encoding each entry of this list simply denotes the
probability to emit the given number of photons, whereas for the time-bin encoding each entry of this
list denotes the probability to emit that number of photon pairs distributed over the time-bins with
equal probability. Alternatively, the mean photon number, µ, can be specified in which case the
probabilities will be computed as per Equation 2.30 or Equation 2.31. In this case thus a more
realistic SPDC source is modelled.
Netsquid does not natively support multi-photon states such as the two mode squeezed states.
Therefore, an encoding is used. The photon state is encoded as two Netsquid qubits. |00⟩ encodes a
mode with no photons, |01⟩ encodes a mode with 1 photon, |10⟩ encodes a mode with 2 photons, and
|11⟩ encodes a mode with 3 photons. Using this encoding, the two mode squeezed states of
Equations 2.23 and 2.25 can be modelled. For the presence-absence encoding the output state of
the photon pair source is modelled as [12]

|Ψ⟩PA
TMS,Netsquid =

√
p(0) |00, 00⟩L,R+

√
p(1) |01, 01⟩L,R+

√
p(2) |10, 10⟩L,R+

√
p(3) |11, 11⟩L,R . (3.1)

Where L denotes a photon to the left and R denotes a photon to the right. To realise a repeater
protocol, such as investigated throughout this thesis, one of the photons (either L or R) is usually
stored in a quantum memory. The other photon is then used for the heralded entanglement
generation. Note that in total 4 Netsquid qubits are used to model the state.
As the protocol from Section 2.5.2 makes use of time-bin-encoded qubits, it is essential for the photon
pair source to support a time-bin-encoded implementation. In the time-bin encoding, the output state
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of the photon pair source is modelled as [12]

|Ψ⟩TB
TMS,Netsquid =

√
p(0) |00, 00; 00, 00⟩Le,Ll;Re,Rl +√
p(1)

2

(
|01, 00; 01, 00⟩Le,Ll;Re,Rl + |00, 01; 00, 01⟩Le,Ll;Re,Rl

)
+√

p(2)

3

(
|10, 00; 10, 00⟩Le,Ll;Re,Rl − |01, 01; 01, 01⟩Le,Ll;Re,Rl + |00, 10; 00, 10⟩Le,Ll;Re,Rl

)
+√

p(3)

2

(
|11, 00; 11, 00⟩Le,Ll;Re,Rl − |10, 01; 10, 01⟩Le,Ll;Re,Rl +

|01, 10; 01, 10⟩Le,Ll;Re,Rl − |00, 11; 00, 11⟩Le,Ll;Re,Rl

)
. (3.2)

Here Le denotes a photon to the left in the early time-bin, Ll denotes a photon to the left in the late
time-bin, Re denotes a photon to the right in the early time-bin, and Rl denotes a photon to the right in
the late time-bin. Note that in total 8 Netsquid qubits are used to model the state.

Amplitude damping model
Netsquid-AE models photon loss both in the quantum memories and in the fiber. The quantum
memory component is a physical model inspired by the discussion on atomic frequency combs in
Section 2.6.2. The parameters that affect photon loss in this model are the memory efficiency, ηm,0,
and the coherence time Tc. We model the probability of losing an excitation that has been in the
memory for a time t as [12]

γ = 1− ηm,0e
−t/Tc . (3.3)

We model the probability of losing a photon in the fibre as

γ = 1− ηt. (3.4)

Here the photon transmittance, ηt, is given by Equation 2.1.
The amplitude damping model is used to model photon loss from these probabilities. It describes
evolution of the density matrix of the system ρ to ρ′ over time t as a linear transformation

ρ′ =
∑
k

AkρA
†
k. (3.5)

Here Ak are positive linear operators known as Kraus operators, and in the Hilbert space of the
system alone are given by [85]

Ak =
∑
n>k

√(
n

k

)√
(1− γ)n−kγk |n− k⟩⟨n| . (3.6)

Generally, k describes the number of photons lost and n describes the number of photons initially in
the system. As in the simulations the highest number of photons considered is 3 it suffices to sum k
from 0 to 3 and consider no n greater than 3.

Detectors
For the entanglement swap, the QKD measurements, and the heralded entanglement creation
measurements ought to be done. All detector components in Netsquid-AE that are considered
throughout this thesis perform their measurements on two photons simultaneously. The detector
component that performs the QKD measurement measures both photons directly if it measures in the
Z basis. The detector component that performs the BSM and the detector component that performs
the QKD measurement, given that it measures in the X basis, interfere the two incoming photons
before detection. This interference is modelled by the mechanics of a 50:50 beam splitter. The
detectors are furthermore assumed to have a flat frequency response, meaning they show the same
behaviour for photons of all frequencies, and can be either number resolving (i.e. the ability to
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distinguish between number of photons incident) or non number resolving. Furthermore, detectors
are assumed to have no device recovery time after a measurement and to have no timing jitter,
meaning that their behaviour does not vary over time.
At this component the hardware parameters of interest that are modelled are thus the detector
efficiency, ηd, detector dark counts, pd, and the Hong-Ou-Mandel visibility, v. When measuring
photons directly the behaviour of the detectors is trivial. With probability pd one detection event is
added to the measurement outcome and with probability 1− ηd there is no detection event. Note that
in the case of non number resolving detectors, accordingly there is no detection event when n
photons incide with probability 1− ηd. In the case of a number resolving detector, the probability to
have one less detection event is 1− ηd, meaning the probability to get no detection event is (1− ηd)

n.
As the photons are not interfered the visibility v does not have an effect here.
When interfering the photons before detection the situation becomes increasingly intricate. Interfering
the photons is modelled by means of the action of a beam splitter as described in Section 2.6.3. The
detectors are modelled in the following way:

• A photon in input arm a of the beam splitter is modelled by∫
ϕ(ω)â†(ω)dω |0⟩a . (3.7)

A photon in input arm b of the beam splitter is modelled by∫
ψ(ω)b̂†(ω)dω |0⟩b . (3.8)

Here ϕ(ω) and ψ(ω) are the spectral amplitude functions in input arm a and b respectively. The
visibility is then given by [86]

v =

∣∣∣∣∫ ϕ∗(ω)ψ(ω)dω

∣∣∣∣2. (3.9)

• The action of the beam splitter is as characterised in Equation 2.35. Applying this to Equations
3.7 and 3.8 analytical expressions for projections of all the possible detector outcomes can be
found. It turns out these can be expressed in terms of the visibility, v, as defined in Equation 3.9
[86]. For the form of these analytical expressions the reader is referred to [12] and the appendix
of [86]. In Netsquid-AE these analytical expressions are evaluated using QuAlg [87].

• After the interference the detector efficiency, ηd, and the detector dark counts, pd, are applied
classically to obtain the final baheviour, equivalent to the case where there is no interference of
the photons.

The measurements themselves are modelled by means of Positive Operator-Valued Measures
(POVMs),Mkl, that capture the behaviour of the detectors as highlighted above. Here kl denotes the
POVM element corresponding to k detection events in one detector and l detection events in the
other detector. From the POVMs, a Kraus operator can be defined as

Akl =
√
Mkl. (3.10)

The probability pkl of measuring k photons are at one detector and l photons at the other detector
when measuring a quantum state ρ (which is the combined state of both the photons measured) is
then given by

pkl = Tr
(
A†

klAklρ
)
= Tr(Mklρ). (3.11)

The corresponding post measurement state, ρ|kl, is given by [88]

ρ|kl =
AklρA

†
kl

Tr
(
A†

klAklρ
) . (3.12)

The component that performs the QKD measurement then registers detection events according to the
probability distribution given in Equation 3.11. These detection events are the raw data with which the
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datacollector of Nlblueprint, which we will introduce later in this section, performs the data analysis of
a QKD based simulation. After measurement by this component the state of the qubits are discarded.
The components that perform the BSM also register detection events according to the probability
distribution given in Equation 3.11. They herald success if there is exactly one detection event in one
of the detectors and herald failure otherwise. When heralding success, the shared state of the qubits
that are measured is set according to Equation 3.12.

Magic
When simulating setups that make use of heralded entanglement generation, simulating each
individual event becomes unfeasible. This can be attributed to the fact that we are only interested in
the events where entanglement generation is successful. These interesting events comprise only a
fraction of the total events. To resolve this, magic is introduced. The concept of magic is that the
elementary links of a setup are not fully simulated but that the quantum states that result from the
elementary link are inserted into the corresponding quantum memories of the elementary link
’magically’.
Concretely, this is achieved by knowing the probabilities of each successful BSM outcome and the
corresponding resulting states before running the actual simulation. From the known probability of
success, the time it takes to generate entanglement is sampled from a geometric distribution. After
this time, the system assigns the beforehand known shared state to the two memories that ought to
be entangled. Magic is organised into the code snippet NetSquid-Magic [89]. Because the
atomic-ensemble-based simulations have some special requirements on the states in the quantum
memories (i.e. the abiliy to store photon states encoded into multiple Netsquid qubits) some parts of
the magic for those is organised in the Netsquid-AE [15] snippet.
Throughout this thesis, a specific kind of magic known as forced magic is used. This means that each
elementary link is simulated once to obtain the relevant states and probabilities. The two photon pair
sources in the elementary links send one of their photons to the heralding station and the other one to
its corresponding quantum memory. From the states of the photons at the heralding station the
probability of each measurement outcome that corresponds to a successfully BSM is computed using
Equation 3.11. The resulting state is computed using Equation 3.12. This state and its probability is
stored permanently so that every time a setup containing an elementary link with similar parameters
is simulated, those can be used to enhance the performance of the simulations.

Services and protocols
To run realistic quantum network simulations NLblueprint utilises services. A service is defined by an
input, a function it aims to perform, and an output. We provide an example of this in the form of a
service that measures a qubit. The input to this service would be the request to measure a qubit, the
function it aims to perform would be the measurement of the qubit, and the output would be the
measurement outcome. The execution of the function, known as a protocol, is thus separated from
the service itself. The protocol is responsible for ensuring that the intended functionality is
accomplished and the outcome is yielded [10].
This separation of services and protocols brings about some advantages. Firstly it allows to us to
easily execute similar protocols on different types of hardware. To exemplify, a repeater protocol
might require an entanglement swap. To do so, it will place a request on the local entanglement swap
service. The protocol then does not need to know any specifics regarding how the swap is
implemented. This allows us to easily use existing code from the NLblueprint to run simulations using
models in Netsquid-AE. Secondly, it facilitates a modular stack of protocols, enabling the seamless
interchangeability of protocols that implement a specific service. This way new implementations can
be made more efficiently, since many portions of the code can be repurposed.
We will now elucidate the implementation of services and protocols to generate one bit of secret key
used throughout this thesis. Entanglement generation across the repeater chain is in itself defined by
a service. This service is known as a link-layer service [86, 90]. Request to this service should be put
on the end-nodes of the repeater, which activates a messaging service. This messaging service then
sends messages across the repeater chain to initiate the entanglement generation. An agreement
service is then responsible for reaching agreement on when elementary links start generating
entanglement. Once this agreement has been reached, a protocol that uses the physical models in
Netsquid-AE to start the elementary entanglement generation is initiated. We point out that this
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elementary entanglement generation happens magically, as described in the previous subsection. To
this end, the protocol sends a request to a magic service. A separate service keeps track of where
entanglement exists across the repeater. As soon as a repeater node established entanglement with
both its neighbours the corresponding swap service receives a request to perform the entanglement
swap. As we consider a single repeater setup in this thesis this means end-to-end entanglement is
established. The protocol can however easily be extended to an arbitrary number of repeaters. When
end-to-end entanglement is established both of the measure services located at the end nodes
receive a request to measure the qubit in their memory. The measure service subsequently forwards
its output to the datacollector, which is the focus of the following section. We note that for
atomic-ensemble-based simulations specifically there is a possibility that the measurement fails. This
can for example be a consequence of having more than one excitation in a memory at any given time
(due to multi-photon emission). In this case, the detector could detect more than one photon. This
cannot be seen as a logical one or zero and thus is considered a ’failure’. The simulation is repeated
until n bits of secret key are generated successfully.

Datacollector
The datacollector converts the measurement outcomes of the QKD detectors to analysable data. To
do this, the datacollector keeps track of the time in the simulation. Once it receives the measurement
outcomes from both the end nodes, it stores the time it took to generate the bit of secret key. Once it
collected the n bits of secret key from both the nodes, it can compute the average rate it took to
generate one bit of successful key. From the measurement results it can also compute the QBER as
the fraction where the measurement outcomes of the two end nodes are not (anti-)correlated. Finally,
it uses Equation 2.2 to compute the secret key rate. For more details on the computations the
datacollector performs and how it computes the errors we refer the reader back to Section 2.2.2 and
Section 2.2.3

3.2. Optimisation problem

We now formulate the task of optimising hardware parameters as a mathematical problem. We define
the solutions of these previously indicated problems as absolute minimal hardware requirements and
minimal hardware requirements. To solve this problem, we formulate a cost function that reaches its
minimum for the parameters that solve the problem. The hardware parameters that this cost function
should take as an input are discussed in Section 3.2.1. Thereafter, absolute minimal hardware
requirements and minimal hardware parameters are elaborated upon in Section 3.2.2 and Section
3.2.3 respectively. Besides, cost functions are specified in the mentioned sections.

3.2.1. Simulated hardware parameters

The hardware parameters and their corresponding current state-of-the art baseline values are
tabularised in Table 3.1. Parameters for the detectors are those of the commercially available ID281
Superconducting Nanowire Series manufactured by IDQuantique [91]. Baseline values for the
quantum memories are results of AFC memories realised in the lab [92, 72].
One of the unique attributes of the simulations used is its ability to simulate multi-photon emission. As
explained in Section 3.1.2 this is done by simulating SPDC sources with mean photon number µ.
Since the simulated setups are not symmetric the values for the mean photon numbers are not
necessarily equal for all photon pair sources. Each simulated elementary link has two photon pair
sources, of which the outgoing photons have to travel over different distances to arrive at the
respective heralding stations they are sent to. Thus, in accordance with Equation 2.1, the photons
have different probabilities to get lost in the fiber.
Combining this with the fact that the ideal photon numbers potentially are also dependent on the other
hardware parameters, the search space for the minimal hardware requirements of this setup would
become very expensive to optimise. In order to reduce the search space a heuristic introduced in [93]
is used. The heuristic states that the probability that a single photon arrives at the heralding station,
which we define as psurv, is equal across the setup. Note that for the single repeater setup this thesis
aims to optimise this means the four parameters needed to describe the multi-photon emission are
reduced to a single parameter (psurv).
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Table 3.1: Simulated hardware parameters and their baseline values. Baseline values correspond to current state-of-the art
values that have been realised in practice. This is either in an experimental setup or in a commercially available product.

Hardware parameter Baseline value
detector efficiency (ηd) 0.8 [91]
detector dark count probability (pd) 1 · 10−5 [91]
max. memory efficiency (ηm,0) 0.52 [92]
memory coherence time (Tc) 0.5 s [72]
visibility (v) 0.9 [12]

3.2.2. Absolute minimal hardware requirements

To evaluate the performance of the setup with imperfect hardware we introduce the concept of
absolute minimal hardware requirements. The conceptual question an absolute minimal hardware
requirement answers is ”Say all other parameters are perfect, what would be the minimal hardware
parameter value that makes the performance of the setup good enough?”. From this formulation it is
natural to ask what ”good enough” means. As mentioned in Section 2.2 the SKR associated with
QKD is used to assess the performance of a simulated repeater chain. To find the absolute minimal
hardware requirement a target SKR, Rsk,target, is introduced. The hardware parameter value that
makes the performance of the setup good enough is then the value for which the simulated SKR,
Rsk,simulated, is exactly equal to the target SKR Rsk,target. We thus formally define absolute minimal
hardware requirements as the least favourable value of a hardware parameter that still allows us to
reach the SKR, Rsk,target, given the only other imperfection considered is photon loss in the fibers.
To translate the problem formulation of absolute minimal hardware requirements to a mathematical
optimisation problem we introduce the cost function. The cost function is minimised exactly when its
input is the parameter value corresponding to the absolute minimal hardware requirement.
The simplest form of the cost function is one that can be used to find minimal hardware parameters
for a setup with a perfect photon pair source. A perfect photon pair source means a source without
multi-photon emission. Having no multi-photon emission means the psurv parameter introduced
above is redundant. As in this case improving the hardware parameter always increases the SKR an
adequate cost function, CAMR,perf , that optimises hardware parameter x is

CAMR,perf (x) = |Rsk,simulated(x)−Rsk,target|. (3.13)

When looking at setups with multi-photon emission, and hence using the parameter psurv, this simple
cost function no longer suffices. This is due to the fact that there might be an entire subspace in (x,
psurv)-space that minimises the cost function, whereas the cost function that solves the problem
formulation of absolute minimal requirements is only the solution where the hardware parameter
value is the lowest. We illustrate this by giving an example. If
Rsk,simulated(x = 0.7, psurv = 0.002) = Rsk,target and Rsk,simulated(x = 0.6, psurv = 0.005) = Rsk,target

(and bigger x indicates better hardware) the cost function in Equation 3.13 will not be able to
distinguish between the solutions {x = 0.7, psurv = 0.002} and {x = 0.6, psurv = 0.005}. An
optimisation technique might then very well converge to the solution that indicates x = 0.7 is the
absolute minimal requirement for our setup. We are however interested in the solution x = 0.6, as this
is an even lower hardware parameter value that still allows us to reach the target we set. Hence, a
penalty for better hardware parameter values is needed in the cost function.
To this end we introduce the no-error probability pne. This is simply the probability that a given
hardware parameter does not result in an imperfection. For the detector efficiency this is pne(ηd) = ηd,
for the detector dark count probability this is pne(pd) = 1− pd, for the maximum efficiency of the
memory this is pne(ηm,0) = ηm,0, for the memory coherence time this is pne(Tc) = exp(−1/Tc), and for
the visibility this is pne(v) = v [10].
Using this, we design an adequate cost function, CAMR,

CAMR(x, psurv) = wu [Rsk,target −Rsk,simulated(x, psurv)] + pne(x). (3.14)

Here w is a factor to ensure the cost for not meeting the target is more than the cost for having better
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hardware which we have set to 10 and u is the heaviside step function defined by

u(x) =

{
0 if x ≤ 0

1 if x > 0
. (3.15)

3.2.3. Minimal hardware requirements

In reality, no hardware parameters can be considered perfect. Consequently, relying only on the
absolute minimum hardware requirements provides only a partial understanding of the overall
hardware requirements of a setup. It’s important to note that imperfections in some hardware
parameters may also lead to stronger requirements in other hardware parameters. For this reason
the absolute minimal hardware requirement value poses an absolute minimum for the hardware
parameter to meet its target, but do not necessarily contain information about a set of hardware
parameters that make the setup meet its target. To answer this question, we introduce minimal
hardware requirements.
Conceptually minimal hardware requirements are very similar to absolute minimal hardware
requirements. We define minimal hardware requirements as the least favourable set of hardware
parameters that make the performance of the setup good enough. Good enough is again the value
for which the simulated SKR, Rsk,simulated, is exactly equal to a target SKR, Rsk,target. We
furthermore define the least favourable set of hardware parameters as the hardware parameters that
in total need to be improved the least when comparing to the baseline values (and thus have worse
performance than a ’more favourable’ set of hardware parameters).
For this problem formulating a cost function is slightly more difficult. This is due to the fact that the
further a hardware parameter is increased, the higher this should be penalised. To account for this, we
introduce the improvement factor, k. The behaviour of the improvement factor is described by [10, 11]

pne(x) = pne(b)
1/k. (3.16)

This can be read as: the no-error probability of the baseline value, b, is improved by a factor k to get
hardware value x. Note that the improvement factor k being 1 denotes a hardware parameter not
improving, and as the improvement factor k goes to infinity the no-error probability of the hardware
parameter goes to 1 (i.e. the hardware parameter goes to perfection).
The cost associated with improving the hardware, Hc, is then simply given as the sum of the
improvement factor for all the hardware parameters

HC(x⃗) =

N∑
i=1

ln{pne(bi)}
ln{pne(xi)}

. (3.17)

Here x⃗ is a vector of length N containing all hardware parameters and bi is the baseline value of
parameter xi. The baseline values used are those in Table 3.1.
Using this, a suitable cost function, CMR, that solves the problem of finding minimal hardware
requirements is designed [10]

CMR(x⃗, psurv) = w1

(
1 + [Rsk,target −Rsk,simulated(x⃗, psurv)]

2
)
·

u [Rsk,target −Rsk,simulated(x⃗, psurv)] + w2HC(x⃗). (3.18)

Here w1 and w2 are hyperparameters that are set to 1 · 1020 and 1 respectively. u is the heaviside step
function defined by Equation 3.15. Note that this cost function is appropriate both for setups with a
perfect photon pair source and setups with multi-photon emission included. The only difference being
that when having a perfect photon pair source the probability psurv that a photon arrives at the
heralding station is redundant.

3.3. Optimisation methodology

The final puzzle piece needed are methods to optimise the cost functions introduced above. As such,
we introduce Bayesian optimisation and genetic algorithms in Section 3.3.1 and Section 3.3.2
respectively.
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3.3.1. Bayesian optimisation

Bayesian optimisation is a suitable optimisation technique if C is a black box function of which no
closed form nor its gradients are known, C is computationally expensive to evaluate, and evaluations
of C contain noise [17, 94]. As evaluation of all the cost functions introduced in Section 3.2 require
performing a simulation and thus have no closed form, are computationally expensive, and contain
noise, Bayesian optimisation is a good fit.
Algorithm 1 describes Bayesian optimisation. It involves making a statistical estimate of C based on a
given number of data points, also known as Gaussian process regression. This statistical estimate of
C will be a probability distribution over all possible functions. Gaussian process regression postulates
that this probability distribution is a so called Gaussian process. Such a Gaussian process can be
understood as a (infinite dimensional, i.e. the ability to generate an outcome for all continuous x⃗)
multivariate normal distribution and is thus characterised by a mean function µ(x⃗) and a variance
function σ2(x⃗) [94, 95, 96]. µ(x⃗) and σ2(x⃗) can be used to find the expected improvement, EI(x⃗).
The expected improvement is defined as [17, 94, 97]

EI(x⃗) = E [max{C∗ − C(x⃗), 0}] . (3.19)

Here C∗ is the lowest function evaluation thus far. The expected improvement can thus be interpreted
as the expected value of the difference between the function value at entry x⃗ and the best evaluation
thus far, given that there is an improvement at entry x⃗.
The entry with the highest expected improvement is then evaluated next, resulting in an extra data
point and a new statistical model for C. This process is repeated until N data points are evaluated. It
turns out that for making a statistical model of C based on available data points all that is needed is a
so called kernel function [94, 96]. This kernel function should be a measure of the covariance
between the available data points. Moreover, it should be chosen such that two inputs that are close
to each other in the input space have a larger correlation, in order to ensure their function values
ought to be more similar. A commonly used kernel that is also used in the implementation in this
thesis is the Matérn kernel Σ [94, 96]

Σ(x⃗1, x⃗2) = α0
21−ν

Γ(ν)

(√
2ν|x⃗1 − x⃗2|

)ν

Kν (|x⃗1 − x⃗2|) . (3.20)

Here Γ is the gamma function, Kν is the modified Bessel function, and α0 and ν are parameters that
in the implementation used throughout this thesis are 1 and 2.5 respectively. Literature verifies the
Matérn kernel is suitable to serve as a kernel for virtually any optimisation problem [94, 96].
Using the kernel function µ(x⃗) and σ2(x⃗) can be computed. Say there are n data points at input
{x⃗1, ..., x⃗n} with function evaluation {C1, ..., Cn} available. We define k as the vector
[Σ(x⃗, x⃗1), ...,Σ(x⃗, x⃗n)]

T . We define S as the n× n matrix with entries Sk,l = Σ(x⃗k, x⃗l). We define C as
the vector [C1, ..., Cn]

T . µ(x⃗) and σ2(x⃗) can be computed as [94, 95, 96]

µ(x⃗) = kTS−1C (3.21)
σ2(x⃗) = Σ(x⃗, x⃗)− kTS−1k. (3.22)

From this, the expected improvement can be computed as [94, 97]

EI(x⃗) = max{C∗ − µ(x⃗), 0}+ σ(x⃗)ϕ

(
C∗ − µ(x⃗)

σ(x⃗)

)
− |C∗ − µ(x⃗)|Φ

(
C∗ − µ(x⃗)

σ(x⃗)

)
. (3.23)

Here ϕ denotes the standard normal density function and Φ denotes the standard normal distribution
function.
For a more detailed description of Bayesian optimisation and derivations the reader is referred to [94],
[95], [96], and [97]. We use Scikit-optimize [17] to develop the code that performs Bayesian
optimisation in this thesis.

3.3.2. Genetic Algorithm

The genetic algorithm we introduce here is another method for optimisation of a cost function C.
Genetic algorithms are known to be suitable when the search space in which the solution that
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Algorithm 1 Pseudo code for Bayesian optimisation
Evaluate C at n0 randomly sampled entries
Using observations {(x⃗1, C(x⃗1)), ..., (x⃗n0

, C(x⃗n0
))} build a probabilistic model for C using Gaussian

Process Regression
Set n = n0
while n ≤ N do

Optimise the expected improvement based on the probabilistic model for f to sample a new entry
point x⃗n+1

Evaluate C(x⃗n+1)
Update the probabilistic model for C using Gaussian Process Regression
Increment n

end while
Return the x⃗ with the lowest evaluation

optimises C lives is not well known [98]. We note that this specifically applies well to cost functions of
the form of Equation 3.18.
Genetic algorithms are inspired by evolution theory and natural selection. In the context of genetic
algorithms a single parameter value is known as a gene. A gene is typically encoded in the [0,1]
range. A set of genes forming a possible solution to the optimisation problem is known as a
chromosome. A set of chromosomes is known as a population.
Algorithm 2 describes genetic algorithms. A genetic algorithm is an iterative process. Each iteration is
known as a generation. A generation consists of Npop chromosomes. Each generation will produce
an offspring which is a new generation consisting new chromosomes based on the previous
generation. The first generation will consist of a set of random possible solutions [98].
For each chromosome in a generation the cost function C is evaluated. The Nelitism chromosomes
with the lowest C value are directly added to the offspring. The mating pool is a set of chromosomes
that is used to produce the Npop −Nelitism remaining chromosomes. The mating pool consists of the
Nparents chromosomes with the lowest C value.
New chromosomes are generated from the mating pool as follows. First two parents are randomly
sampled from the mating pool with a lower cost function corresponding to a higher probability to be
sampled. There exist multiple methods to perform this sampling. In this thesis, roulette wheel
selection is used, which means the probability of a parent, i, to be selected, pselect,i, is proportional to
the inverse of its cost [99]

pselect,i =
1/Ci∑Nparents

j=1 (1/Cj)
. (3.24)

With probability pcrossover a new chromosome is created by combining the two parents at a random
crossover point. For example if the parents are {a1, a2, a3} and {b1, b2, b3} and the crossover is 2, the
created chromosome is {a1, a2, b3}. With probability 1− pcrossover the parent with the lowest C value
is copied directly. The newly created chromosome then undergoes a mutation process with
probability pmutation, meaning one of the genes of the chromosome is randomly altered [98, 100].
Once there are Npop in the offspring, the offspring forms the new generation and which will in the
same way produce its own offspring. This process is repeated for a total of Ngen generations. The
chromosome in the last generation with the lowest C value is the final solution.
Note there are a couple of hyperparameters involved in the process that affect the algorithm that need
to be tuned. Npop in theory gives more accurate results but increases the required compute power.
Nelitism ensures that the best few solutions stay in the generation, but setting it too high will result in
too little new solutions being explored [101]. Increasing pcrossover and pmutaion result in more
exploring of new solutions but overdoing this may disregard all the information that is already in the
existing solutions [100]. From earlier work using Netsquid simulations to optimise over different
setups [10, 11] and general literature on genetic algorithms [99, 100, 102] it has been concluded that
a good value for Npop lays between 100 and 200, a good value for pcrossover lays between 0.6 and 0.8,
a good value for pmutation lays between 0 and 0.1, and a good value for Nelitism is around 5% of the
total population.
For Ngen, work using Netsquid simulations to optimise over different setups [10, 11] has shown that
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the algorithm converges for at around 50 generations. Two possible methods are distinguished to
asure convergence of the algorithm [10]. The first one is to simply let the algorithm run for Ngen

generations. The second one is a more sophisticated method requiring a bigger number of Ngen.
Convergence is then defined as the cost function of the best chromosome in the population of each
generation not varying for a given number of generations within a certain relative tolerance. Typical
number for this are 10 generations with a tolerance of 1%.
We use PyGAD [98] to implement genetic algorithms. We implement PyGAD through YOTSE [18], a
comprehensive tool to optimise scientific experiments.

Algorithm 2 Pseudo code for Genetic Algorithms
Randomly generate a population consisting of Npop chromosomes
Set generations = 0
while generations ≤ Ngen do

Evaluate the cost function C for each chromosome in the population
Select the Nparents chromosomes with the lowest C value to be in the mating pool
Add the Nelitism chromosomes with the lowest C value to the offspring
while number of chromosomes in offspring ≤ Npop do

Randomly sample two parents from the mating pool
With probability pcrossover: create a new chromosome by combining the two parents at a

random crossover point
Else: copy the chromosome of the first parent
With probability pmutation: let the created chromosome undergo a mutation process
Add the newly created chromosome to the offspring

end while
Set the new population to the offspring
Increment generations

end while
Return the chromosome in the last generation with the lowest C value
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4
Validation

As explained in Section 3.1.1, one of the achievements of this thesis is to have working
atomic-ensemble-based using NLblueprint. The components of Netsquid-AE are mostly verified in
[12] and [13]. It is valuable to have a validation of an atomic-ensemble-based simulation making use
of NLblueprint. More specifically, we aim to validate that the code authored to integrate Netsquid-AE
into NLblueprint. That is, we want to confirm that simulations utilising this integration work as
expected. To do this, we validate a simulation of an elementary link against analytical results obtained
by the authors of [16] in this chapter.

4.1. Setup

The setup we use for the simulation is shown in Figure 4.1. All parameters used in the simulation are
in Table 4.1. The setup consists of a symmetric elementary link between two nodes that contain a
photon pair source emitting photons in time-bin encoding, a quantum memory and a detector. The
detector measures the photons coming from the quantum memory directly if it measures in the Z
basis, or interferes them first if it measures in the X basis. The nodes are connected through optical
fibers with attenuation factor α = 0.2 dB/km (commercial grade fiber [19]) of length L to a heralding
station.
All detectors in the setup (both those used in the BSM and those used for the measurements) have
detector efficiency, ηd = 0.9, and dark count probability, pd = 3 · 10−4. The quantum memory has a
efficiency ηm,0 = 0.9. We use these parameters as the decrease they yield in the SKR is significant.
However, this decrease is not sizeable enough to nullify the SKR for these parameters. Moreover,
these parameters are also used by the authors of [16] to display the analytical results. The authors of
[16] assume the memory efficiency does not decay over time (i.e. Tc = ∞) to obtain the analytical
results. Furthermore, they assume that the photon pair source is perfect, meaning it always emits
exactly one photon with equal probability in each time-bin. Additionally, we useM = 103 multiplexing
modes. We make this choice to be consistent with [16] once more.
We vary the distance L from 10 km to 140 km in steps of 10 km. We make this choice for two reasons.
The first is that in this way all distances in the network which we will use to optimise hardware
parameters, which we will further discuss in Chapter 5, are covered. The second is that this way both
the regime where the effect of photon loss in the fiber is negligible and the regime where it has a very
dominant effect on the performance of the setup are covered.

4.2. Method

In order to validate the simulation framework we compare the results of simulating QKD on an
elementary link against results from [16]. We simulate entanglement based QKD using the protocols
and components highlighted in Section 3.1.2. In [16], the authors perform an analytical analysis of the
effect of memory efficiency, ηm,0, detector efficiency, ηd, and detector dark counts, pd, on the SKR of a
repeater architecture with a perfect photon pair source with photons encoded in time-bin encoding.
The analytical results are quite involved and are summarised in Appendix A.
The protocol used in [16] for entanglement generation is, however, different than the protocol
explained in Section 3.1.2. The authors of [16] assume the photon pair sources emit a photon pair
each time Tq. The two end nodes measure in each attempt (so each Tq) and only at the very end of
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Figure 4.1: Schematic depiction of the setup simulated for validation against the results in [16]. The setup consists of an
elementary link with both end nodes at a distance L away from the heralding station. The end nodes contain a Photon Pair
Source (PPS), that emits photons corresponding to a time-bin-encoded qubit. Furthermore they contain a Quantum Memory
(QM), and a QKD detector. The QKD detector measures two photons that correspond to a time-bin-encoded qubit. It measures
the photons directly if it measures in the Z basis, or interferes them first if it measures in the X basis. The heralding station
creates elementary entanglement by performing a BSM using two detectors and a 50:50 beam splitter. Section 3.1.2 contains
additional information on the modelling of individual components.

the protocol discard all instances where the BSM for either the entanglement generation or the
entanglement swap heralded as a failure. This is in contrast with the protocol we use, where a
measurement is only done once entanglement between the end nodes is established.
As a result, the protocol used in [16] will have a higher SKR as this protocol is not limited by the cycle
time, i.e. there is no need to wait for a result from the heralding station before starting a new attempt.
Note that despite the fact that the protocol introduced in [16] achieves much higher SKR, it would
likely not be feasible as an architecture for a possible quantum internet. The protocol requires
entangled pairs to be measured immediately, limiting the number of possible quantum applications
that can be executed drastically. Furthermore it would require keeping track of which measurement
corresponds to which successful heralding signal, which in practise would be a complex ordeal.
To compare the results obtained from the simulation to those presented in [16] we convert the
simulated SKR to a number of attempts per bit after initiating trying to generate entanglement. To do
this we use the beforehand known cycle time 2L/c. We then present the results as the converted
SKR that would result from attempting each Tq = 5 · 10−7 s (again consistent with [16]) and compare
this directly to results from [16].

4.3. Results

We perform simulations of setup in Figure 4.1 with the parameters in Table 4.1 for L ranging from 10
km to 140 km. The results are in Figure 4.2. For each L the simulations are run until 103 successful
measurements have occurred in each measurement basis (i.e. 2 · 103 measurements in total). It can
be seen that the simulated data is in agreement with the analysis in [16]. This agreement is
demonstrated along a wide range of distances L. There is a regime, L < 70 km, where the high
number of multiplexing modes ensures entanglement generation is almost deterministic and all
imperfections can thus be accounted to hardware parameters in the nodes themselves. There is also
a regime, L ≥ 70 km, where due to the large distance photon loss in the fiber happens with high
probability and this becomes the main reason the SKR decreases.
From this, it is concluded that enough confidence in the simulations generate useful results regarding
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the hardware parameters of repeater chains is built. We have only verified results with perfect photon
pair sources as analytical results that take into account multi-photon emission do not exist to the best
of our knowledge.

Figure 4.2: Results of running simulations for a symmetric atomic-ensemble-based elementary link, as depicted in Figure 4.1.
The simulated results are obtained using code from NLblueprint and Netsquid-AE [15]. Simulated results are converted to
attempts it takes to generate one bit of secret key and then multiplied by 1/Tq where Tq = 5 · 10−7 s for consistency with [16].
Furthermore, we consider the following hardware parameters: detector dark count probability, pdark = 3 · 10−4, detector
efficiency, ηd = 0.9, memory efficiency, ηm,0 = 0.9, number of multiplexing modes, M = 103, fiber attenuation factor, α = 0.2
dB/km. We vary L, which denotes the distance from both the nodes to the heralding station, from 10 km to 140 km. All other
parameters are considered to be perfect. Errorbars are obtained using Equation 2.6. The simulated results are juxtaposed
against analytical results from [16].

Table 4.1: Parameters used to validate the simulation against analytical results from [16]

Parameter Value
Attenuation α 0.2 dB/km
Memory efficiency ηm,0 0.9
Memory coherence time Tc ∞
Detector efficiency ηd 0.9
Detector dark count probability pd 3 · 10−4

Detector visibility v 1
Multiplexing modes M 103

PPS emission probabilities {p(0), p(1), p(2), p(3)} {0, 1, 0, 0}
Number resolving detectors True
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5
Setup: the Delft-Eindhoven network

5.1. Network

In order to evaluate the effect of hardware parameters on a single repeater chain by the method
presented in Chapter 3.1 a network on which the repeater chain operates is needed. As it is likely that
deployment of repeaters will make use of existing fiber networks [103], we choose to consider a
real-life fiber network. To this end we introduce a network based on SURF’s fiber infrastructure,
connecting the Dutch cities of Delft and Eindhoven. This network is also used in [10]. We present this
network in Figure 5.1.
The usage of this network brings about some consequences. Using this network places restrictions
on the locations where end nodes, repeater nodes, and heralding stations can be placed. For these
locations we restrict ourselves to hubs in SURF’s network with the facilities to realise quantum
hardware [104]. As a result, heralding stations for the elementary entanglement generation cannot be
placed equidistantly from both nodes. It is known that this asymmetry has a negative effect on the
performance of a repeater [84, 93].
SURF has such hubs in Rotterdam, Utrecht, Nieuwegein and Den Bosch. At these intermediate cities
a repeater node or heralding station can be placed. Since we consider a single repeater setup this
leaves freedom in the placement of the repeater node and heralding station when connecting Delft
and Eindhoven.
Making use of these locations, two repeater configurations are possible. We show these
configurations in Figure 5.2. We define setup N as the setup with a repeater in Nieuwegein and
heralding stations in Utrecht and Den Bosch. We define setup U as the setup with a repeater in
Utrecht and heralding stations in Rotterdam and Nieuwegein. Furthermore, we define L1,l as the
distance from Delft to the first heralding station, we define L1,r as the distance from the first heralding
station to the repeater node, we define L2,l as the distance from the repeater node to the second
heralding station and we define L2,r as the distance from the second heralding station to Eindhoven.
Using this, the asymmetry of elementary link i in setup S is defined as [84, 93]

AS,i =
|Li,l − Li,r|
Li,l + Li,r

. (5.1)

As a result AN,1 = 0.627..., AN,2 = 0.2, AU,1 = 0.638..., and AU,2 = 0.736.... We thus conclude that
setup N is more symmetric than setup U . Hence, we hypothesise that setup N will have better
performance than setup U [84, 93].
For completeness, we show the contents of each kind of node in Figure 5.3. The end nodes contain a
photon pair source, a quantum memory, and a QKD detector that can measure the quantum memory
of the end node when end-to-end entanglement is established in the Z and X basis. The repeater
node contains two photon pair sources, two quantum memories, and has the ability to swap
entanglement when both its quantum memories are entangled with the end nodes. The heralding
station contains a 50:50 beam splitter and detectors that perform a Bell state measurement. We
remind the reader that since we deploy a double click protocol, as introduced in Section 2.5.2, all
components operate in the time-bin encoding. For more details on the modelling of the individual
components, we refer the reader back to Section 3.1.2.
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Figure 5.1: Schematic depiction of a network based on SURF’s fiber infrastructure. The blue circles represent the locations of
hubs in the network that possess the facilities to realise quantum hardware. The placement of end nodes, repeater nodes and
heralding stations is restricted to these hubs. Distances are in kilometres.

Figure 5.2: Schematic depiction of the two possible setups to implement a single-repeater setup making use of SURF’s fiber
infrastructure to connect the cities Delft and Eindhoven. The placement of end nodes, repeater nodes and heralding stations is
restricted to hubs with the facilities to realise quantum hardware. The contents of all respective types of node are in Figure 5.3.
a) Setup N , the repeater node is located in Nieuwegein and heralding stations are located in Utrecht and Den Bosch. b) Setup
U , the repeater node is located in Utrecht and heralding stations are located in Rotterdam and Nieuwegein. Distances are in
kilometres.
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Figure 5.3: Schematic depiction of the nodes within the SURF network and the components encapsulated within them. a) The
repeater node contains two Photon Pair Sources (PPS), that emit photons corresponding to a time-bin-encoded qubit, as
defined by Equation 3.2. Furthermore, it contains two Quantum Memories (QM). The quantum memories can be read out, after
which a BSM is done to perform an entanglement swap. b) The end node contains one QM, one PPS, and a QKD detector.
The QKD detector measures two photons that correspond to a time-bin-encoded qubit. It measures the photons directly if it
measures in the Z basis, or interferes them first if it measures in the X basis. c) The heralding station creates elementary
entanglement by performing a BSM using two detectors and a 50:50 Beam Splitter (BS). Section 3.1.2 contains additional
information on the modelling of individual components.
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5.2. Simulations

Scenarios
On this network we optimise the hardware parameters discussed in Section 3.2.1. To this end, we
simulate entanglement based QKD using the protocols and components highlighted in Section 3.1.2.
We assume that the fibers throughout the network all have an attenuation factor α = 0.2 dB/km,
similar to a commercial grade fiber [19]. Moreover, we assume that the detectors are non number
resolving. We make this decision guided by details about SNSPDs, which as introduced in Section
2.6.4 we base the detectors on. Making an SNSPD number resolving requires connecting multiple
individual SNSPD pixels in parallel [105]. This is thus inherently more resource intensive. As a future
quantum network would require many of such detectors, employing number resolving detectors would
be suboptimal.
We distinguish between setups with perfect photon pair sources and photon pair sources with
multi-photon emission. We define a perfect photon pair source as a source that always emits exactly
one photon, and does this with equal probability in the early or late time-bin. Consequently, this
means the corresponding emission probabilities of the photon pair source, as introduced in Section
3.1.2, are {p(0), p(1), p(2), p(3)} = {0, 1, 0, 0}. We define a photon pair sources with multi-photon
emission as a photon pair source that is modelled after a SPDC source introduced in Section 2.6.1.
Conctretely, this means we specify the mean photon number, µ, of the photon pair sources. As
explained we introduce a parameter denoting the probability a photon arrives at the heralding station,
psurv, to deal with the value of µ of the photon pair sources across the asymmetric setup. Now that
the network is known we can formulate a concrete equation for psurv,

psurv = µ1,lηt(L1,l) = µ1,rηt(L1,r) = µ2,lηt(L2,l) = µ2,rηt(L2,r). (5.2)

Here the transmittance of the photons in the fibers, ηt, is once again given by Equation 2.1. As all the
ηt values are constant, psurv provides a single parameter to tune all mean photon numbers.
Moreover, we remark that dealing with the mean photon numbers of the photon pair sources by
setting psurv is not the only challenge associated with multi-photon emission. As characterised by
Equation 3.2, multi-photon emission is modelled by multiple Netsquid qubits. This results in a major
upswing in required compute power when multi-photon emission occurs. The optimisation with
multi-photon emission thus takes considerably longer.
Furthermore, the number of multiplexing modes of the network,M , needs a special treatment, as
there is no perfect value for number of multiplexing modes. Increasing multiplexing capabilities will
always lead to an increase in performance until the point where elementary link entanglement
generation would happen deterministically. To also be able to analyse the effect of multiplexing on the
performance of a single repeater setup, we choose to simulate 3 distinct values for the number of
multiplexing modes,M = 62,M = 103, andM = 106. These values are based on current
state-of-the-art for quantum memories [9], a possible future scenario that can be achieved by
combining multiplexing methods, and a theoretical far-future scenario [59] respectively.

Absolute minimal hardware requirements
We find absolute minimal hardware requirements for an atomic-ensemble-based single repeater setup
by optimising the cost function in Equation 3.13 and Equation 3.14. We thus find a set of absolute
minimal requirements when the photon pair sources are perfect and with multi-photon emission taken
into account. We do this to be able to compare the results. Evaluation of the cost function requires
executing a simulation to find a SKR. We perform this simulation using the components and protocols
in Section 3.1.2. Optimisations are done both on setup N and setup U in order to analyse the effect of
node placement on performance on the repeater setup. To perform the optimisation we use Bayesian
optimisation introduced in Section 3.3.1. This choice is motivated by the fact that Bayesian
optimisation requires relatively little data points compared to other optimisation methods [95]. As each
data point requires doing a simulation Bayesian optimisation will save compute time.

Minimal hardware requirements
We find minimal hardware requirements for an atomic-ensemble-based single repeater setup by
optimising the cost functions in Equation 3.18. We find a set of absolute minimal requirements
considering perfect photon pair sources. Similar to the absolute minimal hardware requirements we
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Table 5.1: Table containing all hyperparameters used for the genetic algorithm to find minimal hardware requirements. As a
reminder we include a short description of each hyperparameter in the table. For a more elaborate discussion the reader is
referred to Section 3.3.2.

Hyperparameter Short description Value
Npop Total number of chromosomes in each generation 108

Nelitism
Number of chromosomes with the best evaluation that
are immediately added to the offspring 15

pcrossover
Probability that a new chromosome is created by
combining two parents 0.75

pmutation Probability that a newly created chromosome is randomly mutated 0.07

evaluate the cost function using both simulations on setup N and U to analyse the effect of repeater
placement. To perform the optimisation we use a genetic algorithm introduced in Section 3.3.2. The
reasoning for using genetic algorithms is the following; the search space increases exponentially with
the number of parameters optimised over. The search space for minimal hardware requirements is
thus much larger than that of absolute minimal hardware requirements. This means Bayesian
optimisation will have a hard time to make a good statistical model over the entire search space
without having many data points. Furthermore, as making the statistical model requires matrix
multiplications which matrix sizes that are proportional to the number of data points, the Bayesian
optimisation itself might get very computationally expensive as the number of data points grows.
Genetic algorithms are more suitable for exploring large search spaces.

Hyperparameters
Finally we discuss the hyperparameters of the Bayesian optimisation and genetic algorithm. For the
number of initial guesses used in the Bayesian optimisation, n0, we choose 4 and 10 for the case with
perfect photon pair sources and multi-photon emission respectively. This parameter is chosen big
enough to ensure a sufficient coverage of the search space. In this way the algorithm can make a
good enough statistical model to make a first choice of which datapoint to evaluate next. We validated
the convergence of the Bayesian optimisation by confirming that the SKR of the final solutions are
within 2% of the target set. We empirically found that aiming for a 2% margin is a good trade-off
between accuracy and required compute time.
All hyperparameters used with the genetic algorithm are in Table 5.1. For a more elaborate discussion
on these hyperparameters the reader is referred to Section 3.3.2. We validate the convergence of the
genetic algorithm using the stopping criterion introduced in Section 3.3.2. The genetic algorithm is
terminated once the lowest cost function in the generation has not changed with more than 1% for 10
generations. The authors of [10] found this is a good criterion for convergence.
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6
Absolute minimal hardware requirements

In this chapter we present the results for the optimisation of absolute minimal hardware requirements
for an atomic-ensemble-based single repeater setup. In Section 6.1 we present the results obtained
when considering perfect photon pair sources. In section 6.2 we present the results obtained when
considering multi-photon emission.

6.1. Perfect photon pair source

6.1.1. Results

We remind the reader that we defined absolute minimal hardware requirements as the least
favourable hardware parameter that still allows the setup to reach a given target SKR, Rsk,target,
given all other hardware parameters are at their optimal value, in Section 3.2.2. We furthermore
remind the reader that we consider two different setups for the repeater chain, setup N and setup U ,
as defined in Figure 5.2. We remarked that setup N is more symmetric than setup U .
We determine a good value for the target SKR, Rsk,target, for the setups in empirical fashion.
Concretely, we performed a simulation for all combinations of number of multiplexing modes,
M ∈ {62, 103, 106}, and setups ∈ {N,U}. We run this simulation with perfect parameters, meaning
the only imperfection comes from the photon loss in the fibers of the network. From these simulations
we determined that a good value for the target SKR, Rsk,target, for setups with a perfect photon pair
source is 5 Hz. A good value means all combinations can reach this SKR with perfect parameters.
We also notice that forM = 62, setup N is capable of reaching a significantly higher SKR than setup
U . We thus decide it is worthwhile to perform an optimisation requiring a target SKR, Rsk,target = 20
Hz, on setup N , to investigate the effect of setting a higher target on absolute minimal hardware
requirements.
We present the results for the optimisation using target SKR, Rsk,target = 5 Hz, in Figure 6.1. The
figure contains a table with all values of the absolute minimal hardware requirements. Furthermore, it
contains a unitless comparison showcasing the effect of choosing a different numberM of
multiplexing modes and different setups respectively. These comparisons are elaborated upon in
Section 6.1.2 and Section 6.1.3. We observationally established that a good trade off between
statistically significant results and compute time is achieved for n = 500 successful measurements in
both measurement bases.
We remark that the current state-of-the art values (M = 62 and the baseline hardware parameters
from Table 3.1) are not yet sufficient to reach the target we set. This is mainly due to the low baseline
value for the maximum efficiency of the quantum memories, ηm,0. We can thus conclude that the
efficiency ηm,0, of the quantum memories, requires extra improvement compared to the other
hardware parameters. Also remarkable is the low requirement for the coherence time, Tc, of the
quantum memories, compared to its baseline value. This can be explained by the fact that we use
QKD to evaluate the performance of the repeater chain. As QKD only requires to have one entangled
qubit at any given time, requirements for coherence time are naturally lower than other potential
applications of interest. This is also highlighted by results obtained by the authors of [83], whom using
a different model find that blind quantum computing puts stronger requirements on coherence time by
a factor of around 2.5.
To draw conclusions on realistic repeater chain setups it is imperative to analyse results with realistic
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photon pair sources to analyse the effect of multi-photon emission, and to find the minimal hardware
requirements to see how hardware parameters interconnect. Furthermore, we would like to look at
the effect of the number of multiplexing modes,M , and the node placement, as defined by setup N
and setup U , which is the focus of the next two sections.

6.1.2. Effect of number of multiplexing modes

In b) of Figure 6.1 we plot a unitless comparison of the results by number of multiplexing modes,M .
We notice that the effect improving the number of multiplexing modes from current state-of-the art
(M = 62) toM = 103 is large. For example, the detector efficiency, ηd, has to be better approximately
by a factor 2.5 when consideringM = 62 compared toM = 103 when looking at setup N . Improving
multiplexing capabilities even further toM = 106 has only limited effect. For example, the detector
efficiency, ηd, has to be better approximately by a factor 1.2 when consideringM = 103 compared to
M = 106 when looking at setup N . For other parameters, such as the Hong-Ou-Mandel visibility of
the photons, v, the dark count probability of the detectors, pd, and the maximum efficiency of the
memories, ηm,0, the absolute minimal hardware requirements are even practically identical when
looking at setup N .
This can be explained by the fact that multiplexing affects only the probability with which elementary
entanglement generation succeeds. As we overcome the constraints the time with which elementary
entanglement generation poses on the SKR, the SKR is primarily influenced by hardware
imperfections related to the entanglement swap and QKD measurement.
Two important lessons can be learned from these results.

1. Improving the number of multiplexing modes is key to the feasibility of atomic-ensemble-based
repeater chains as it can drastically reduce requirements on the hardware used. This confirms
that efforts to improve number of multiplexing modes such as the work done in [9], [59], and [60]
are along the right track and should be continued.

2. In addition to improving the number of multiplexing modes hardware also needs to be improved
further. For atomic-ensemble-based repeater chains specifically especially the quantum
memory needs to be improved. This validates the merit of efforts to improve AFC memories
such as the work done in [92].

6.1.3. Effect of node placement

In c) of Figure 6.1 we plot a unitless comparison between the results of the different setups. We
conclude that, as hypothesised in Section 5.1, setup N generally performs better than setup U ,
resulting in lower absolute hardware requirements. We remark that the effect on the hardware
requirements of having an inefficient repeater placement decreases as multiplexing capabilities.
These results are to be expected as having asymmetry in the setup should only affect elementary
entanglement generation. For a larger numberM of multiplexing modes, the probability of successful
heralded elementary entanglement generation gets close to unity. Therefore, imperfections that do
not have to do with elementary entanglement generation become dominant.
There are two notable exception to this. The most notable one is the dark count probability pd
corresponding to the detectors. As stated before, increasing multiplexing capabilities only affects the
time it takes to have successful entanglement generation. Nonzero dark count probability, however,
leads to false successes in the BSM, which affects the fidelity of the entangled state. IncreasingM
cannot correct for this. The more asymmetric a setup is, the higher the relative probability that
heralded success from the BSM stems from (a) false detection event(s).
The second exception is the coherence time Tc, corresponding to the memories. We notice that even
for high multiplexing capabilities,M = 106, even though relatively closer, there is still a gap between
the requirement found using setup U compared to using setup N . Even as the probability of
successful heralded elementary entanglement generation gets close to unity, the time the qubits
spend in the quantum memories is proportional to the cycle time of the setup. Because the cycle time
will always be bigger for more asymmetric setups, stronger demands on coherence time are
necessary.
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Figure 6.1: Absolute minimal hardware requirements to reach the target SKR Rsk,target = 5 Hz. Parameters: Tc = memory
coherence time, ηd = detector efficiency, ηm,0 = maximum efficiency of the memory, pd = detector dark count probability , v =
visibility of the photons. To obtain the results we evaluate an atomic-ensemble-based single repeater setup connecting the
cities of Delft and Eindhoven by setup N and U , defined in Figure 5.2. These setups deploy a double click protocol.
Furthermore, we assume that the photon pair sources are perfect and the detectors are non number resolving. Results denote
the least favourable value of the hardware parameter that allows us to reach SKR Rsk,target, given that the only other
imperfection is photon loss in the fibers of the network. Moreover, we obtain the results by optimising the cost function in
Equation 3.13 using Bayesian optimisation introduced in Section 3.3.1. Different number of multiplexing modes, M , are
considered. a) Table containing the results for the absolute minimal hardware requirements. Besides, we show the baseline
values of the hardware parameters. Baseline values correspond to current state-of-the art values [12, 72, 91, 92]. b) Unitless
comparison of absolute minimal hardware requirements to analyse the effect of number of multiplexing modes using the
definition of the improvement factor in Equation 3.16. Top: comparison of the absolute minimal hardware requirements with
M = 62 and M = 103 multiplexing modes. Bottom: comparison of the absolute minimal hardware requirements with M = 103

and M = 106 multiplexing modes. c) Unitless comparison of absolute minimal hardware requirements to analyse the effect of
the placement of the repeater node (i.e. setup N or U ) using the definition of the improvement factor in Equation 3.16.
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6.1.4. Effect of setting a higher target

We now investigate the effect of setting a higher target SKR. To this end, we perform the optimisation
for the absolute minimal hardware requirements using a target SKR Rsk,target = 20 Hz. Only setup N
is considered, as setup U is unable to reach the target for low multiplexing modes, even with perfect
hardware parameters. The results of this optimisation are in Figure 6.2.
To examine the impact of the higher target SKR we plot a unitless comparison between the two
targets we set. We observe that when going current state-of-the art multiplexing capabilities to
M = 103, additional requirements on the hardware to reach the higher SKR decrease. When
increasing multiplexing capabilities further this effect is again only limited. We thus conclude that
additional number of multiplexing modes do not only serve a valuable function in relaxing hardware
requirements, but are also instrumental in increasing the performance of a repeater chain.

6.2. Multi-photon emission

6.2.1. Results

Similar to the case with perfect photon pair sources, we determined a value for the target SKR,
Rsk,target, in empirical fashion, by performing some baseline simulations. We remark on the big effect
of multi-photon emission on the simulated SKR. We find that performance of the repeater chain is
substantially worse. As a result, we decide on a target of 10−3 Hz. Furthermore, the setup is unable
to reach any significant SKR for configuration U with the lowest number of multiplexing modes,
M = 62, hence for setup U onlyM = 103 andM = 106 are considered. We present the results for the
absolute minimal hardware requirements in Figure 6.3.
To find the absolute minimal hardware requirements with multi-photon emission considered we also
need an optimal value for psurv. We remind the reader that psurv is defined by the heuristic we use to
determine the mean photon number of the photon pair sources in Equation 5.2. psurv denotes the
probability an emitted photon successfully arrives at the heralding station. The optimal values of psurv
that are found using the Bayesian optimisation for each hardware parameter are in Figure 6.4. We
notice a trend that more multiplexing modes seem to favour a lower psurv. This can be explained as a
higher psurv increases the probability that the photon pair sources emit a photon. This corresponds to
a higher probability for the heralding station to herald success, which means an increase of success
rate, Rsucc, in Equation 2.2. This however comes at the cost of more multi-photon emission and as a
result the entangled states having a lower fidelity and thus a higher QBER (QZ and QX in Equation
2.2). When the numberM of multiplexing modes is 106, the probability of success heralded will
anyways be very high, so decreasing multi-photon emission proves efficient. For lowerM , this is
however not the case and a higher QBER must be taken for granted.
We conclude by emphasising once more that multi-photon emission is detrimental to the performance
of a repeater setup. We thus identify multi-photon emission as a major barrier to realising
atomic-ensemble-based repeaters.

6.2.2. Effect of number of multiplexing modes

We compare the absolute minimal hardware requirements in Figure 6.3 by number of multiplexing
modes. We notice the effect of adding multiplexing modes is even bigger when considering
multi-photon emission compared to perfect photon pair sources. This is to be expected as the mean
photon numbers of the photon pair sources typically must be low to limit multi-photon emission.
Therefore, more multiplexing modes are required to get the probability for heralded entanglement to
succeed close to unity. We thus conclude that when using SPDC sources multiplexing modes are
particularly crucial.

6.2.3. Effect of node placement

We compare the absolute minimal hardware requirements in Figure 6.3 by repeater placement. We
again notice the effect of repeater placement is even bigger when considering multi-photon emission
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Figure 6.2: Absolute minimal hardware requirements to reach the target SKR Rsk,target = 20 Hz. Parameters: Tc = memory
coherence time, ηd = detector efficiency, ηm,0 = maximum efficiency of the memory, pd = detector dark count probability , v =
visibility of the photons. To obtain the results we evaluate an atomic-ensemble-based single repeater setup connecting the
cities of Delft and Eindhoven by setup N , defined in Figure 5.2. This setup deploys a double click protocol. Furthermore, we
assume that the photon pair sources are perfect and the detectors are non number resolving. Results denote the least
favourable value of the hardware parameter that allows us to reach SKR Rsk,target, given that the only other imperfection is
photon loss in the fibers of the network. Moreover, we obtain the results by optimising the cost function in Equation 3.13 using
Bayesian optimisation introduced in Section 3.3.1. Different number of multiplexing modes, M , are considered. a) Table
containing the results for the absolute minimal hardware requirements. Besides, we show the baseline values of the hardware
parameters. Baseline values correspond to current state-of-the art values [12, 72, 91, 92]. b) Unitless comparison to analyse
the effect of setting a higher target SKR, Rsk,target, on absolute minimal hardware requirements. Plotted values comprise a
comparison between absolute minimal hardware requirements for reaching Rsk,target = 20 Hz and Rsk,target = 5 Hz on
setup N . The results are compared using the definition of the improvement factor in Equation 3.16. Comparison is done for
different number of multiplexing modes, M .
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compared to perfect photon pair sources. More asymmetric setups by definition must contain longer
fibers. As per the heuristic defined by Equation 5.2, the mean photon number of the photon pair
sources sending their photon through this long fiber must be higher. More asymmetric setups thus
inherently have more multi-photon emission and their performance is as a result worse, regardless of
the probability of success of the heralded entanglement generation. We also notice that this has an
effect on the optimal values of the probability psurv of a photon arriving at the heralding station in
Figure 6.4. We observe that setup N generally allows for higher photon survival probability psurv than
setup U . As setup U inherently results in more multi-photon emission it is more sensitive to the
negative effects of a higher photon survival probability psurv. These might be a consequence of the
heuristic we choose to implement, and by choosing the mean photon numbers differently it may be
possible to mitigate this. We however suspect asymmetry will always have a negative effect on the
fidelity of the state.
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Figure 6.3: Absolute minimal hardware requirements to reach the SKR Rsk,target = 10−3 Hz. Parameters: Tc = memory
coherence time, ηd = detector efficiency, ηm,0 = maximum efficiency of the memory, pd = detector dark count probability , v =
visibility of the photons. To obtain the results we evaluate an atomic-ensemble-based single repeater setup connecting the
cities of Delft and Eindhoven by setup N and U , defined in Figure 5.2. These setups deploy a double click protocol.
Furthermore, we model photon pair sources after SPDC sources using the heuristic defined by Equation 5.2 to set the mean
photon number of each respective photon pair source. The heuristic encapsulates that the probability psurv that a single photon
reaches the heralding station is equal across the setup. Results denote the least favourable value of the hardware parameter
that allows us to reach SKR Rsk,target, given that the only other imperfection is photon loss in the fibers of the network. We
obtain the results by optimising the cost function in Equation 3.14 using Bayesian optimisation introduced in Section 3.3.1. We
present results for different number of multiplexing modes, M . a) Table containing the results for the absolute minimal
hardware requirements. Besides, we show the baseline values of the hardware parameters. Baseline values correspond to
current state-of-the art values [12, 72, 91, 92]. b) Unitless comparison of absolute minimal hardware requirements to analyse
the effect of the placement of the repeater node using the definition of the improvement factor in Equation 3.16. For the node
placement defined by configuration N and configuration U , as defined in Figure 5.2, are considered.
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Figure 6.4: Optimal value of the probability psurv that a photon arrives at the heralding station, corresponding to the absolute
minimal hardware requirements to reach the target SKR Rsk,target = 10−3 Hz. To obtain the results we evaluate an
atomic-ensemble-based single repeater setup connecting the cities of Delft and Eindhoven by setup N and U , defined in
Figure 5.2. These setups deploy a double click protocol. We use psurv as a parameter to set the mean photon number of the
photon pair sources in setup N and U , as defined by the heuristic in Equation 5.2. The heuristic encapsulates that the
probability psurv that a single photon reaches the heralding station is equal across the setup. Parameters: Tc = memory
coherence time, ηd = detector efficiency, ηm,0 = maximum efficiency of the memory, pd = detector dark count probability , v =
visibility of the photons. We obtain the results by optimising the cost function in Equation 3.14 using Bayesian optimisation
introduced in Section 3.3.1. Furthermore, we present results for different number of multiplexing modes, M . We remark a trend
that a higher number of multiplexing modes results in a lower optimal value for psurv .
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7
Minimal hardware requirements

In this chapter we present the results for the optimisation of minimal hardware requirements.

7.1. Results

We remind the reader that we defined minimal hardware requirements as the least favourable set of
hardware parameter that still allows the setup to reach a given target SKR, Rsk,target, in Section 3.2.3.
We furthermore remind the reader that we consider two different setups for the repeater chain, setup
N and setup U , as defined in Figure 5.2. We remarked that setup N is more symmetric than setup U .
To allow for comparison we naturally choose to consider the same target SKR as in Chapter 6.
Concretely, we perform an optimisation using a target SKR Rsk,target = 5 Hz and an optimisation
using a target SKR Rsk,target = 20 Hz.
We present the results for minimal hardware requirements to reach target SKR Rsk,target = 5 Hz
using perfect photon pair sources in Table 7.1. The table contains the results, the absolute minimal
hardware requirements from Chapter 6, and the baseline values from Table 3.1. The baseline values
correspond to current state-of-the art. To perform the optimisation, we empirically established that a
good trade off between statistically significant results and compute time is achieved for n = 200
successful measurements in both measurement bases (i.e. 400 successful measurements in total).
In line with the expectations, we observe an increase in hardware parameter values when comparing
the results to the absolute minimal hardware requirements from Section 6.1. We point out that this
increase is similar to results found in [10], where the authors perform a similar optimisation on
different types of hardware.
We furthermore observe that current state-of-the art hardware is not sufficient to reach the target we
set, even when considering perfect photon pair sources and multiplexing capabilities such that
elementary entanglement generation becomes deterministic for practical purposes. We remark that
once more especially the memory efficiency requires further improvement.
We also highlight that solutions illustrated in Table 7.1 are not unique solutions to the optimisation
problem posed. Other solutions that optimise the setup might exist. For this reason we compare the
effect of multiplexing and node placement not by the values of the hardware parameters, but rather by
the value of cost function defined by Equation 3.18, corresponding to the solution. Moreover, we
remark on the seemingly high requirements on memory coherence time, Tc, compared to the absolute
minimal hardware requirements. These high requirements are a consequence of the baseline value
presented in Table 3.1 already being sufficient, and the fact that the cost function defined by Equation
3.18 depends on the baseline values in a way that cost is added based on how much current
state-of-the art hardware parameters are improved.

7.2. Effect of number of multiplexing modes and node placement

The values of the cost function of the solution are also in Table 7.1. We note that similar conclusions
as those drawn from the absolute minimal requirements in Section 6.1.2 and Section 6.1.3 hold.
Improving multiplexing capabilities fromM = 62 toM = 103 leads to a big relaxation of hardware
requirements. When further improving multiplexing capabilities fromM = 103 toM = 106 the effect is
significantly less. Additionally, setup N generally performs better than setup U , and increasing the
numberM of multiplexing modes mitigates the negative effect of the added asymmetry.
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Table 7.1: Minimal hardware requirements (MR) to reach the target SKR Rsk,target = 5 Hz. To obtain the results we evaluate
an atomic-ensemble-based single repeater setup connecting the cities of Delft and Eindhoven by setup N and U , defined in
Figure 5.2. These setups deploy a double click protocol. Furthermore, we assume that the photon pair sources are perfect and
the detectors are non number resolving. Results denote the least favourable set of hardware parameters that still allows us the
reach SKR Rsk,target. Moreover, we obtain the results by optimising the cost function, C, in Equation 3.18 using the genetic
algorithm introduced in Section 3.3.2. We present results for different different number of multiplexing modes, M . In addition to
the results, we display the value of the cost function C of the solution. To allow for easy comparison, the table contains
baseline values (B) [12, 72, 91, 92], which are current state-of-the art values. The table additionally contains the absolute
minimal hardware requirements (AMR) from Figure 6.1
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7.3. Effect of setting a higher target

We now investigate the effect of setting a higher target SKR. To this end, we perform the optimisation
for the minimal hardware requirements using a target SKR Rsk,target = 20 Hz. The results of this
optimisation are in Figure 7.1.
A unitless comparison of the results between the minimal hardware requirements, one aiming for for
target SKR Rsk,target = 5 Hz and the other for target SKR Rsk,target = 20 Hz is in b) of Figure 7.1.
Once more, we see similar behaviour as with the absolute minimal requirements in Section 6.1.4. For
current state-of-the art number of multiplexing modesM = 62 the required increase in hardware
parameters is substantial when comparing toM = 103. When examiningM = 106 afterwards, this
required increase is lower.
We again stress that solutions found by solving the optimisation problem are not necessarily unique
solutions. Thus, we verify our claims by looking at the values of the cost function as defined by
equation 3.18. For the number of multiplexing modesM = 62 the cost function value of the solution
increases from 9.95 to 68.3 when aiming for Rsk,target = 5 Hz compared to Rsk,target = 20 Hz. For the
number of multiplexing modesM = 103 the cost function values are 5.37 and 7.66 respectively. For
the number of multiplexing modesM = 106 they are 7.15 and 4.22. In conclusion, the results validate
the claims made in Section 6.1.4.
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Figure 7.1: Minimal hardware requirements to reach the SKR Rsk,target = 20 Hz. Parameters: Tc = memory coherence time,
ηd = detector efficiency, ηm,0 = maximum efficiency of the memory, pd = detector dark count probability , v = visibility of the
photons. To obtain the results we evaluate an atomic-ensemble-based single repeater setup connecting the cities of Delft and
Eindhoven by setup N , defined in Figure 5.2. This setup deploys a double click protocol. Furthermore, we assume that the
photon pair sources are perfect and the detectors are non number resolving. Results denote the least favourable set of
hardware parameters that still allows us the reach SKR Rsk,target. Moreover, we obtain the results by optimising the cost
function, C, in Equation 3.18 using the genetic algorithm introduced in Section 3.3.2. We present results for different number of
multiplexing modes, M . a) Table containing the results for the minimal hardware requirements including the value of C
corresponding to the solution. In addition to the results, the table contains baseline values. Baseline values correspond to
current state-of-the art [12, 72, 91, 92]. b) Unitless comparison to analyse the effect of setting a higher target SKR, Rsk,target,
on minimal hardware requirements. Plotted values comprise a comparison between minimal hardware requirements for
reaching Rsk,target = 20 Hz and Rsk,target = 5 Hz on setup N . The results are compared using the definition of the
improvement factor in Equation 3.16. Comparison is done for different number of multiplexing modes, M .
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8
Conclusions and future research

8.1. Conclusions

The main objective of this thesis was to find (absolute) minimal hardware requirements of an
atomic-ensemble-based repeater setup. Our purpose in doing this is to offer insights into
improvements that are needed to realise a large-scale atomic-ensemble-based repeater. To achieve
this, we enabled atomic-ensemble-based simulations making use of Netsquid-AE [15] and
NLblueprint, as introduced in Section 3.1.2. We validated the working of these simulations by
juxtaposing simulated outcomes with analytical results in Chapter 4. Subsequently, we developed
code to enable Bayesian optimisation of hardware parameters using these simulations. Additionally,
we modified code designed to perform a genetic algorithm. Initially the code was tailored for other
kinds of Netsquid simulations [10, 18]. Following the customisation, our code also accommodates
performing genetic algorithms on the atomic-ensemble-based simulations. Using this code absolute
minimal hardware requirements and minimal hardware requirements have been found.
We infer conclusions from the absolute minimal hardware requirements in Chapter 6 and minimal
hardware requirements in Chapter 7. To start with, we highlight the importance of multiplexing.
Increasing multiplexing capabilities can lead both to relaxation in hardware parameters and increase
in performance of the repeater setup. However, benefits reaped from multiplexing are saturated after
a certain point. After this point increasing the number of multiplexing modesM provides only a limited
impact.
Secondly, we note that the results obtained confirm that asymmetry in the setup has a negative effect
on the performance of the repeater setup and results in stronger hardware requirements. This
negative effect can be neutralised by increasing the number of multiplexing modesM , but as
discussed in Section 6.1.3, stronger requirements on the coherence time Tc of the quantum memories
will always remain with the protocol considered in this thesis.
Moreover, we remark that multi-photon emission proves a major challenge to the feasibility of
atomic-ensemble-based repeater setups. The difficulties arising from multi-photon emission intensify
when the setup is asymmetric. As a result of this, a high numberM of multiplexing modes are
necessary to mitigate the effect of multi-photon emission. Furthermore, we found that multi-photon
emission will always hamper the performance of atomic-ensemble-based repeater chains. As such, a
workaround to bypass multi-photon emission might offer merit. We provide a suggestion for this in
Section 8.2.
We now further elaborate on the feasibility of atomic-ensemble-based quantum repeaters with the aim
to provide direction to experimental progress. Firstly, we recommend increasing multiplexing
capabilities. Results in this thesis suggest 103 multiplexing modes are a good target to aim for to allow
for executing quantum applications. Furthermore we notice that current state-of-the art SNSPDs,
such as [91], are quite satisfactory. We remark that implementation of a viable
atomic-ensemble-based repeater setup requires improvement of the quantum memories. This
highlights the importance of work such as [9], [60], and [72].
Additionally, we assess the potential real world performance of repeater setup, such as those
considered, by delving into its potential to facilitate execution of the quantum application considered
throughout this thesis; QKD. To this end, we compare the performance of the simulated setup to
recent experimental results realising QKD. In this work, QKD was performed over a repeater-less
ultra low-loss fiber. Here, a SKR of 6.5 Hz has been achieved over a distance of 421 km [106]. As the
total distance covered by the fiber network considered in this thesis encompasses only 227 km, and
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results in this thesis shown that even when considering perfect photon pair sources hardware needs
to be improved to reach a SKR of 5 Hz, we conclude matching results form [106] will be challenging.
We however also recognise that authors of [106] do not use the entanglement based version of QKD,
and the used method is thus exclusive to QKD and unable to perform other quantum applications of
interest. Experimental realisation of a setup such as the one considered in this thesis would thus be
invaluable as proof-of-concept even if its performance is practically fruitless.
On top of this, reaching practically viable performance becomes an even more formidable task when
considering realistic photon pair sources based on SPDC. Our results show that in this case reaching
a SKR of 10−3 Hz already require improvement of current state-of-the art hardware. Reaching SKR
on the order of Hz would require a huge increase in multiplexing capabilities. We thus conclude
multi-photon emission emerging from considering SPDC sources proves a barrier to
atomic-ensemble-based repeater setups.
This thesis highlights the viability of using optimisation techniques such as developed in [10], [11], and
[83] to help realise a large-scale proof-of-concept quantum network. We recognise that to achieve
such a proof-of-concept additional experimental effort is required and optimisation problems are
beneficial to assist in making trade-offs regarding design choices of the network.

8.2. Future research

It would be worthwhile to compare the results of the optimisation of atomic-ensemble-based repeaters
acquired in this thesis against results in [10], where the authors perform similar optimisation of the
hardware parameters of color-center-based repeater schemes and nitrogen-vacancy-based repeater
schemes. However, in [10] the authors use blind quantum computing to evaluate the performance of
the repeater rather than QKD. We thus conclude that optimisation of atomic-ensemble-based
repeater based on blind quantum computing would be of great use. We note that an additional
challenge to realise this optimisation is the fact that atomic-ensemble-based nodes are not
processing nodes, which means they do not possess the capability to perform quantum operations on
the qubits they store in their memory [27, 28]. As this is a requirement for performing blind quantum
computing [24], optimisation of atomic-ensemble-based repeater based on blind quantum computing
requires the generated entanglement to be transferred to a processing node. As a first step to realise
this optimisation we suggest considering this transfer to be perfect. This way comparisons can
already be made. To improve on those results, more realistic transfer protocols could be considered.
Furthermore, we highlight the merit of evaluating the performance of atomic-ensemble-based
repeaters by noting that the objectives of the QIA program introduced in the introduction aims to
perform blind quantum computing and not QKD.
What is more, the Netsquid-AE snippet also contains code to perform protocols that are more similar
to the postselected one introduced in Section 2.3.4, known as single click protocols. Single click
protocols generally produce higher entanglement generation rates, but produce states with lower
fidelity [107]. This lower fidelity is amplified when considering setups that are asymmetric, such as the
fiber network considered throughout this thesis. We thus deemed the double click protocol introduced
in Section 2.5.2 more fit for the optimisation problem considered in this thesis. Investigating if single
click protocols might result in higher performance on more symmetric setups might be rewarding.
Furthermore, as we noted in Section 6.2.3 a more optimal way to deal with mean photon number of
the photon pair sources might exist. More investigation in this direction might be advantageous.
To circumvent the issue regarding multi-photon emission the authors of [108] propose a setup based
on single photon sources. This setup is shown in figure 8.1. The single photon source
deterministically emits a photon that is sent to a 50:50 beam splitter. The photon is then with equal
probability transmitted and collected into a fiber or collected into a quantum memory. Consequently,
the photon collected into the fiber can then be sent to a heralding station enabling DLCZ-like
protocols. We propose that investigation on the possible implementation of such setups might be
fruitful. For the single photon pair sources we suggest to consider using quantum dots.
Implementations of single photons sources using quantum dots have experimentally been shown
[109, 110]. If everything is perfect, we expect implementation of the setup proposed to lead to a
performance of the repeater chain similar to the case we defined as perfect photon pair sources. It
would be interesting to incorporate a model of a single photon pair source in the numerical analysis
and review the effect of possible hardware imperfections in this process on the performance. Results
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Figure 8.1: Proposition for a setup for a node using a Single Photon Source (SPS). The SPS deterministically emits a photon
that is sent to a 50:50 Beam Splitter (BS). The photon is then either transmitted and collected into a fiber to be sent to a
heralding station or collected in a Quantum Memory (QM). This would allow for DLCZ like protocols.

could then be compared to results obtained in this thesis to help decide whether investigating such
using single photon sources might be fruitful.
We conclude this thesis by remarking that the integration that is a product of this thesis in principle
allows to perform analysis of heterogeneous repeater chains including atomic-ensemble nodes. To
illustrate, a repeater chain consisting of processing nodes, such as color-center nodes or
nitrogen-vacancy nodes, and atomic-ensemble nodes could be made. In theory this allows for
investigation of more complex quantum networks, hopefully helping to pave the way towards a future
quantum internet.
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A
Analytical results for validation

The following is a summary of the analytical results for the Secret Key Rate and the Quantum Bit
Error Rate obtained in [16] in terms of detector dark counts pd, detector efficiency ηd, memory
efficiency η0,m, and transmittance of the fibers ηt . For further derivations and details the reader is
referred to [16].
The overall success probability at nesting level n is given by

Psucc =
1

4s

[
4s(1− (1− 4s1)

M )
]2n

. (A.1)

4s and 4s1 are the success probability of a successful swap and successful link respectively and are
given by

s = a+ b+ 2c, (A.2)
s1 = ae + be + 2ce. (A.3)

a, b, c, ae, be, and ce are coefficients related to the quantum state of interest and are defined in terms
of the noise parameters by

a =
1

8

[
p2d(1−Ar)

2 +A2
r(1− pd)

2
]
, (A.4)

b =
1

8
[2Arpd(1−Ar)(1− pd)] , (A.5)

c = Pd(1− pd) [pd(1−Br) +Br(1− pd)] . (A.6)

Here

Ar = ηdηm,0 + pd(ηm,0ηd), (A.7)
Br = 1− (1− pd)(1− ηdηm,0)

2. (A.8)

Furthermore,

ae =
1

8

[
p2d(1−Ae)

2 +A2
e(1− pd)

2
]
, (A.9)

be =
1

8
[2Aepd(1−Ae)(1− pd)] , (A.10)

ce = Pd(1− pd) [pd(1−Be) +Be(1− pd)] . (A.11)

Here

Ae = ηdηm,0ηt + pd(ηm,0ηdηt), (A.12)
Be = 1− (1− pd)(1− ηdηm,0ηt)

2. (A.13)

Ad is defined as
Ad = ηdη0,m + (1− ηdη0,m)pd. (A.14)

Using Ad the sift probability P1 can be computed as

P1 = (q1 + q2 + q3)
2 (A.15)
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where

q1 = (1− pd)Ad, (A.16)
q2 = (1−Ad)pd, (A.17)
q3 = pdAd. (A.18)

Finally, the overall success rate Rsucc can be computed

Rsucc =
PsuccP1

2Tq
. (A.19)

Furthermore, the QBER is given by

QBER =
1

2

(
1− td

tr
(trte)

2n
)
. (A.20)

Here

te =
1− 2w1

1 + 2w1
, (A.21)

tr =
1− 2w2

1 + 2w2
, (A.22)

td =
q1 − q2

(q1 + q2 + q3)2
, (A.23)

w1 =
ce

ae + be
, (A.24)

w2 =
c

a+ b
. (A.25)
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