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Abstract

As many entities aim to participate in the ongo-
ing Al race to gain competitive advantages, there
is a risk of creating knowledge gaps by overlook-
ing fundamental steps in the research and devel-
opment processes. This paper aims to bridge the
knowledge gap in the domain of Large Language
Model (LLM) integrations for knowledge elicita-
tion by performing a systematic literature review
using the PRISMA workflow. Through an analysis
of 17 research papers, this study identifies new di-
rections, including tools for education, knowledge
curation, and factual information. Additionally, the
research highlights key benefits and concerns as-
sociated with each direction, providing further un-
derstanding of the potential and challenges of LLM
integrations for knowledge elicitation.

1 Introduction

With the recency of the topic of Large Language Models
(LLMs) and Artificial Intelligence (AI) many entities are
looking to gain a competitive advantage in the field, and
awareness must be raised of the risk of these entities cutting
corners when developing new technology [5]. This can po-
tentially lead to companies prioritizing gaining a competitive
advantage over following standard research and development
processes. Moreover, skipping fundamental steps in research
and development may leave knowledge gaps behind that can
hardly be filled in without in-depth analysis and systematic
approaches. Within the multiple knowledge gaps caused by
this race, we identify a lack of research papers synthesizing
new directions that can be followed for further exploration
and integration.

The topic of LLMs and Al is vast, and many different do-
mains can be explored. The direction that will be the focus
of this paper is the integration of LLMs for knowledge elic-
itation. When coupling the term knowledge elicitation and
Large Language Models several relevant applications can be
identified such as chatbots with one of the popular integra-
tions being ChatGPT and Games with a purpose (GWAPs).
Therefore, this paper aims to identify and categorise new di-
rections for integrating Large Language Models for knowl-
edge elicitation and provide an overview of what the industry
and research community should potentially look further into
when exploring this particular domain.

Research Question

Considering the previously mentioned knowledge gap on this
topic and the motivation to bridge it, this paper intends to
contribute to the research community by synthesizing possi-
ble new directions for integrations of LLMs for knowledge
elicitation. Identifying new directions aims to drive the re-
search community and industry into developing effective ap-
plications for end-users that can potentially have a positive
impact on society. Therefore, this research attempts to an-
swer the following research question:

What new directions can be explored in integrating
Large Language Models for knowledge elicitation?

Furthermore, sub-questions have been identified to define and
clarify further the objectives in analyzing and finding direc-
tions. As this research will be a literature review, we will nar-
row down the new directions that this research aims to iden-
tify to concepts and ideas presented in available research but
require further exploration or real-world integration. Thus,
the first sub-question clarifies the domain from which the new
directions will be extracted.

What directions has the research community and
industry identified that have yet to be thoroughly
researched or productized?

Furthermore, to have a basis for a closer analysis and dis-
cussion on the directions identified, sub-questions have been
derived to look into the benefits and concerns of each topic.

What are the possible strengths and benefits of ex-
ploring and integrating the identified directions?

What possible concerns exist with the integration of
the identified directions?

Therefore, we clarify the scope of identifying, analyzing, and
objectively criticizing what literature presents as the benefits
and concerns of the possible new directions.

Structure

In the following section, a brief introduction to related pre-
vious work is given. Then, it will outline the methodology
utilised for answering the outstanding research question. The
fourth chapter will present the background concepts that are
at the foundation of the research, followed by the main find-
ings and analysis of the relevant literature. Next implications,
reflection, and future work are presented in the discussion
section, followed by the limitations of the study. Lastly, the
paper summarises the key findings and contributions in the
conclusion.

2 Background & Related work

Knowledge elicitation contains multiple techniques and ap-
proaches that aim to extract knowledge from a domain expert
[25]. Also referred to as knowledge extraction within the re-
search domain, it is tightly related to similar concepts such as
knowledge acquisition and knowledge engineering, each be-
ing a sub-process of the other [6]. Large Language Models
are systems that can solve a variety of different tasks compa-
rable to human-level performance that can process and gen-
erate text with comprehensible communication [17].

These two key concepts, knowledge elicitation, and large
language models, sit at the foundation of this paper. By look-
ing at the description of the two, one can identify a variety of
applications that have been researched, developed, and are
used even by average consumers who might not be famil-
iarised with the domain itself.

One of the most popular examples is ChatGPT, a versatile
application of the GPT LLMs (GPT-3.5, GPT-4, or GPT-40)
that aims to perform a variety of different tasks such as text
generation, analysis, and translation [23]. This application
has become one of the most popular integrations worldwide
due to its ease of use for non-experts [23].



Games with a purpose are also relevant as an example de-
spite the limited set of applications available currently for
consumers. GWAPs are games created with the scope of solv-
ing large-scale problems that computers cannot solve on their
own [29]. Previous research work in the domain categorises
Games With a Purpose (GWAPs) as a good example of an
integration with LLMs, indicating that they are efficient in
eliciting diverse knowledge, with some games being config-
urable to feed downstream Al applications to make use of
it [4]. One example application that research has been per-
formed on is FindItOut. It is a game that aims to extract and
process data used by players, in such a way that it can be ex-
ploited by Al systems [24]. Furthermore, other integrations
in video games have also been explored as proof of concepts
and tools for the advancement of Al research through the use
of LLM-based game agents trained on extracted data from
gameplay of human players [11].

Some other popular examples that have been used for re-
search or industry are: Al-generative art [22], sentiment anal-
ysis tools [26], coding suggestion tools that utilize existing
source code as reference such as GitHub Copilot [18] etc.

3 Methodology

To answer the outstanding research question, the method se-
lected for research is a literature review. PRISMA workflow
is the main tool that will be utilised to systematically select
the papers included in the study. This flow aids researchers
in bringing visualization and tracking of the screening pro-
cess [19], and in the scope of this paper specifically for the
sources utilised. To gather these records, a handful of web-
sites will be used such as journal databases (Science Direct,
Arxiv, Google Scholar), and search engines (Google, Bing).

When utilizing the search function in journal databases, ad-
vanced queries have been constructed to add the possibility of
replicating the search process. The main terms and their syn-
onyms were gathered and linked together with boolean logic
to arrive at the first query:

("knowledge elicitation” OR “knowledge extrac-
tion”) AND (”Large Language Models” OR
"LLMs” OR "GPT” OR ”Llama” OR ”Gemini”
OR ”AI’) AND (”integration” OR “applications”
OR ”human-computer interaction”) AND (”unex-
plored” OR "future work” OR “new direction”)

However, this query has yielded too many entries at around
13.200 results on Google Scholar, therefore the query has
been modified by removing some of the synonym keywords
that were observed to output studies that weren’t directly
linked to the research question. Moreover, a current limi-
tation of Science Direct also did not allow for queries with
more than 8 logical operators. Therefore, the second derived
query was:

("knowledge elicitation” OR “knowledge extrac-
tion”) AND (”Large Language Models” OR
"LLMs”) AND (”integration” OR “applications”)
AND ("unexplored” OR “new direction”)

This new version has in total selected 1.640 entries in Google
Scholar, 100 in Science Direct, and 16 in Arxiv. With a sum

of 1.756 papers selected for review, the next step was to re-
move the duplicate entries and apply any remaining exclusion
criteria. To find new directions that have not been explored
thoroughly, and with the rapidly evolving industry around the
topic of Large Language Models in mind, the exclusion crite-
ria of removing papers older than 2023 have been applied for
this research.

4 Findings

Using the query derived in the methodology section led to the
identification of a large number of research papers. Follow-
ing the subsequent steps of the screening process defined by
the PRISMA workflow, further exclusions were made in three
additional steps.

The first exclusion step involved removing studies that
were not directly related to the topic. Although several stud-
ies contained the queried keywords, in some cases, the key-
words were only present in the titles of references cited within
the papers, which were not relevant to the context of this re-
view. Next, some entries were excluded due to pay-walled
content that could not be retrieved. Finally, the last exclusion
step considered research papers that did not contribute to in-
sights into new directions and they were therefore considered
outside the scope of this study’s research question. The en-
tire process resulted in a total of 17 papers being analyzed
for the literature review. The entire workflow process can be
observed in figure 1.
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After analyzing the papers included in the review, some re-
curring topics can be identified. To keep a clearer overview of
the themes that have been used, they will be placed in distinct
categories. By organizing them we can evaluate the strengths
and concerns of each topic.

¢ Educational tools
* Knowledge curation
¢ Factual information

* Other topics

4.1 Educational tools

One of the most prominent topics found within the selected
studies was that of educational tools. However, due to the
existing link between knowledge elicitation and domain ex-
perts [25], the direction of creating tools around education
is an evident direction to follow. The process of teaching is
a fundamental part of education, and it usually consists of a
teacher (domain expert) sharing knowledge with students (re-
ceiver of knowledge) through diverse methods. This is where
a potential integration of LLMs might bring value in the do-
main of education. During the analysis of the multitude of
research and recommended future work in this domain the
most mentioned sectors that could benefit from these integra-
tions were manufacturing [8] [30] and education in schools
[2]. Moreover, other domain-specific tasks that are discussed
were energy efficiency and decarbonization [33], and astro-
nomical data [14].

The main noted benefits of integration of LLMs are their
speed, user-friendliness, and logical functionality [8]. One
particular concern raised specifically on this topic is the pref-
erence of students gaining knowledge from humans, rather
than computer agents as the participants of user studies raise
questions on reliability and safety risks [8]. This raises the
question of whether the investment of resources in the indus-
try is indeed worthwhile, and if applications can be designed
around the preference for human interaction in the process of
teaching. Moreover, as pointed out in the study concerning
manufacturing, the research conducted has not taken place in
a real-world scenario, therefore there are unknown complex-
ities that may still be unidentified [8].

It is also notable the relevance of potential work in this
area with suggestions of exploration in multi-modal LLM ap-
plications, and enhancement of a wide variety of models for
domain-specific tasks [33]. However, it is important to note
that in the exploratory overview of energy efficiency and de-
carbonization, the author only creates a correlation between
the field of education and the field explored by the paper and
does not perform any user studies or experiments.

Observing that most of the papers derive one specific LLM
for a particular topic or domain, the call for further research
into other domains in parallel could significantly contribute
towards the goal of creating models for accessible and avail-
able knowledge sharing in the form of teaching and educa-
tion.

4.2 Knowledge curation

Another popular topic in the research community is the inten-
tion of creating applications and models that handle the cura-

tion of knowledge for domains that hold vast amounts of data.
This process involves extracting relevant knowledge from the
available dataset and using it for a range of different applica-
tions such as deriving hypotheses [27]. The most prominent
domains explored are the ones of bio-medicine [9], [3], [27].

In the research describing leveraging knowledge curation
in generating hypotheses, the curation process consisted of
prompt engineering to extract causal pairs from a total of
43.000 scientific articles from a public repository [27]. Next,
after performing a ranking between probable causal concepts,
the LLM was again utilized to generate a possible hypothesis
between each pair of concepts [27]. This is a showcase of
how knowledge curation could be leveraged for a real-world
use case. However, it is important to understand the limita-
tions of the study which mentions the difficulty of working
with GPT-4 due to its lack of transparency and engineering
prompts to achieve more accurate results. Moreover, the au-
thors identify a probable 13% inaccuracy when generating the
causal graph (created from the output of the knowledge cu-
ration process) which potentially affects the accuracy of the
hypothesis generation [27]. This observation highlights the
importance of further research into the domain of knowledge
curation, as this may significantly improve the outcome of the
rest of the process.

In the research on biomedical knowledge, we observe vari-
ations in the process compared to the one on psychological
data. At the foundation of the paper stands the concept of
knowledge distillation, which in itself, is a process of trans-
ferring information from a larger to a smaller model by pro-
cessing the input data [20]. This is only achievable, however,
with a reliable method of eliciting the knowledge that needs
to be transferred. In the research the approach of a teacher
and student LLM can be recognized with the teacher LLM
(GPT-3.5) labeling data to be taught to smaller LLMs trained
on the labeled data. The research identifies that this proce-
dure leads to more accurate results with the smaller LLMs
outperforming the larger ones [9]. This approach highlights
a path forward for research in this domain and raises aware-
ness of the benefits of the methodology that might apply to
other domains. However, further research must ensure to ad-
dress the limitation mentioned in the paper indicating the lack
of experiments with GPT-4 despite initial observations being
that it outperforms significantly the previous version and the
lack of a more extensive dataset to be utilized for the process
of distilling the knowledge [9].

Another research introduces a benchmark called
LongHealth, that enables observation of how models
perform on tasks regarding knowledge curation. It looks
into processing patient medical records with multiple choice
questions assessment for multiple LLMs. The main observa-
tion of the study showcases a lack of accuracy in the tested
models regarding the information processed in a domain that
requires reliability, thus concluding that the LLMs tested
were not ready for real-world applications in this domain
[3]. However, the main limitation of the research is the
omission of a multitude of different LLMs due to a minimum
requirement of 16.000 tokens and the omission of the GPT-4
model due to price consideration. Despite that, this research
contributes to the objective of developing reliable LLMs that



have the potential to become a useful tool in the medical field
by creating a new benchmarking tool.

Integrating LLMs for knowledge curation might lead to po-
tential new findings and directions within the applied domain
itself, as observed in the case psychology hypotheses genera-
tion [27], and potentially meaningful progress might be made
with the enhancement and improvements of the models cre-
ated for the applications. As LLMs are designed specifically
for handling vast amounts of data, this can be one of the fields
where potentially the computer can significantly improve the
efficiency of research.

4.3 Factual information

Factual information is one of the challenges that current state-
of-the-art LLMs struggle with. The concept of “hallucina-
tions” is at the core of all disclaimers around applications
utilizing them, due to the potential impact it might have
on the end user and sensitive applications such as financial
reports[7]. With this idea in mind, research seems to be ac-
tively pursued in this domain, however, meaningful improve-
ments still need to be made. Some LLMs have been created
and studied such as EntGPT [7] and TinyLlama [31] to bridge
the research gap.

There are a variety of approaches when developing models
around factual information as can be observed in the variety
of suggested approaches in the study of EntGPT where 3 dif-
ferent techniques have been used (multi-step prompting, in-
struction tuning, and entity linking) [7]. In the aim of future
work, the authors of the EntGPT study describe the inten-
tion to explore the advantages of adding entity linking on top
of the entity disambiguation achieved in their paper through
multi-step prompting indicating the missing knowledge in
other previous research into entity linking. The research
around the TinyLlama model suggests another approach for a
model designed around factual information by utilizing deep
learning for pattern recognition and symbolic reasoning for
rule-based decision-making. This approach yielded an in-
crease in performance in providing factual information and
by design has an increase in its trust through the transparency
of decision-making [31]. However, the paper acknowledges
the limitation to the extent of testing the model for bench-
marking without going into potential real-world use cases.

Furthermore, another study takes a different approach to
contributing to research in the domain of factual informa-
tion. EpiK-Eval [21] creates a benchmark for LLMs to eval-
uate consolidated knowledge based on the information that
the LLM receives. More specifically it assesses the ability
of the model to reason on the information based on a narra-
tive it receives [21]. Benchmarks are important tools in the
development of LLMs that help the research community and
industry grasp the effectiveness of the model in a variety of
different scenarios. Therefore, researching further on devel-
oping assessment tools on the performance and accuracy of
LLMs can bring valuable insight into the future development
of models and applications.

However, as indicated in the papers standing behind the
previously mentioned models, there is a lot of room for im-
provement and future research is needed in this area to pro-
vide a better and safer experience for any end user.

4.4 Other topics

Aside from the main categories analyzed so far, a couple of
other new directions have been identified scattered across lit-
erature that do not fall within a concrete category. In this sub-
section, we will also briefly analyze these directions as they
do contain valuable insight into some interesting use cases
and challenges.

Another paper performs a rapid review of potential use
cases of LLMs in nursing. The key highlight of the bene-
fits found in the rapid review is the target of relieving bur-
den levels for medical staff during a time period when the
healthcare system faces staff shortages. The outcome of the
review identifies many potential directions for tools useful for
nursing such as diagnostic assistance, personalized care, and
multilingual support for patients as well as some suggestions
of the utility in education [10]. The last two directions in-
dicate a need for further development and improvements in
applications such as chatbots. However, the topic may prove
to be somewhat controversial as already some products, such
as Tessa created by the National Eating Disorder Association
(NEDA), have been released to the public with controversies
around them leading to them being taken down due to con-
cerns on risks and inaccurate responses potentially caused by
hallucinations [12]. Just as it is highlighted in the rapid re-
view, integrations of LLMs in the healthcare systems must
be approached with a thorough understanding of the implica-
tions of legal, ethical, and privacy nature [10] as it is one of
the domains with the most vulnerable category of stakehold-
ers.

Secondly, an application that develops a dynamically
evolving LLM is LLaMALoop [28] which looks into creat-
ing an LLM that has a continuous learning process with the
aim of increasing response accuracy for more context-aware
and user-centric experiences. This paper brings forth the idea
of adapting LLM responses based on the feedback extracted
from the end-user and adapting the responses accordingly.
The research successfully identifies key benefits in bench-
marks such as information retrieval accuracy, however, it also
acknowledges trade-offs in computational performance with
increased processing times[28]. The research also tackles the
possibility of increasing the end-user trust in the model, how-
ever, no apparent user study was performed on this and the ac-
tual impact of this method remains generally unknown unless
further research is conducted. Moreover, the need for LLMs
to have a continuous learning process is also highlighted by
the paper which performs a survey on the benefits of integrat-
ing code in the training data of LLMs [32]. In their paper,
the key benefit of unlocking a reasoning ability for the LLM
and the ability to produce more reliable intermediate steps in
coding queries is identified when training LLMs with code
data in their synthesis of literature [32]. However, they also
suggest that a method of reinforcement learning can be an
effective approach for reducing the need to provide multiple
interactions toward task completion [32].

Thirdly, automatic grading tools for open-ended questions
are another direction that seems to have a lot of potential.
A research paper stood out exploring the potential of using
LLMs for grading exams. It tests fine-tuned LLMs trained on
relevant data to provide automatic grading for tests. Such a



tool aims to bring a solution to the problem of the tedious and
time-consuming process of manual grading[13]. Despite the
research only aiming to analyze the effects of fine-tuning a
grading model, it does have significant improvements in clas-
sifying answers correctly between correct, contradictory, and
incorrect for unseen questions and domains[13]. With further
research such an integration could indeed achieve the target
of adding efficiency to the process of grading by partially au-
tomating it, therefore further research and some experiments
on a focus group of students might provide further insight into
the domain.

Lastly, leveraging knowledge elicitation in LLMs for nav-
igation is a domain that has had significant advancements in
research. In the survey on advances in embodied navigation
using LLMs [16] a wide variety of models developed for nav-
igation are analyzed. Multimodality stays at the core of these
LLMs as multiple types of input and training data such as
text, image, and audio, need to be processed to achieve good
performance in task completion. New milestones for multi-
modality are seemingly being achieved in products available
to the public with the announcement of the GPT-40 model,
however, at the time of writing this paper, the visual capabil-
ity of the model is still yet to be released to the public. The
capability of LLMs to actively serve as a decision-making
actor is brought forth in domains such as autonomous driving
[16]. However, currently bringing such systems into products
is still an objective that is still not achievable due to the mul-
tiple safety and reliability concerns. Therefore, eliciting mul-
timodal knowledge is a topic that has yet to be thoroughly re-
searched and assessed especially concerning methods of pro-
cessing the data, considering the available models and prod-
ucts, despite the extensive research performed so far.

4.5 Concerns

The key concerns of researchers, end-users, and industry are
common ground across all applications that utilize LLMs.
This is because the technology of Large Language Models
themselves comes with risks that have both been publicly ac-
knowledged such as hallucinations but also discovered in the
process of development, with a variety of different attacks
and even new types of attacks such as malicious prompt en-
gineering [1]. Other concerns depicted in the literature ana-
lyzed have been in regards to the transparency of the models
and applications around them [15], but also the safety and
efficiency of them[8]. These concerns have been raised at a
stage where the new integrations are published frequently to
keep up in the potential Al race [5]. However, these impli-
cations do not mean that research and development should
be completely held back, but rather that there is a need for
security-centered design of applications due to the potential
unidentified and unapparent risks that may lie underneath.

5 Discussion

5.1 Implications

The findings presented intend to help in bridging the gap
in the knowledge available for new potential directions for
knowledge elicitation integrated with LLMs. This paper pro-
vides a summary of some of the key findings of the past 1.5

years of research on integrations of LLMs for knowledge elic-
itation and the aim is to be a useful resource for finding re-
search opportunities in the domain.

5.2 Research Process

An insightful topic to be addressed is the potential of the
research process used in this paper. PRISMA workflow
has been instrumental in keeping track systematically of the
progress in the screening process of the literature. Moreover,
we acknowledge that the query utilized in this research po-
tentially can be further refined, and different queries can be
utilized to explore a broader range of studies and to uncover
additional relevant literature that may have been missed ini-
tially.

5.3 Future Work

While this research focused primarily on knowledge elicita-
tion, several areas for future work could provide insight into
the domain of LLMs and knowledge elicitation. Two possible
directions for research stand out. Further literature reviews of
gathering new directions for integrating LLMs in other do-
mains, and further research in the directions identified as part
of this paper. This study aims to encourage the industry and
researchers to explore more in-depth the directions identified
as part of this paper.

5.4 Limitations

The study was conducted within a tight timeframe of 10
weeks, which limited the depth and breadth of the literature
review and analysis. A longer time period would have al-
lowed for a more comprehensive exploration of the topic. The
focus of the research was primarily on integrations for knowl-
edge elicitation, however, a gap remains for other domains
where LLMs can provide value. Moreover, only papers pub-
lished in the English language were selected for this study.
This language bias may have excluded valuable research pub-
lished in other languages, potentially leading to an incomplete
understanding of the worldwide research landscape.

The field of study of LLMs has rapid advancements with
new models and technologies emerging frequently. Addition-
ally, a recognizable number of research papers are in the pro-
cess of peer review and are still in the process of publica-
tion. Consequently, the findings may quickly become out-
dated as new developments occur and additional research is
published.

6 Responsible Research

It is important to acknowledge that a selection bias can af-
fect the comprehensiveness of a literature review. Through
this study, we recognize the potential for selection bias due
to performing non-exhaustive research, which stems from the
tools, papers, and databases utilised. To mitigate this, the pro-
cess has been developed transparently, specifying the tools
and the steps performed, and the criteria used for selecting
the literature. This mitigation also plays a role in the effort to
reduce potential reproducibility bias by ensuring that the pro-
cess can be repeated with similar results. However, the exact
numbers might not be able to be reproduced as the research



in the domain is continuously performed and more literature
gets published.

In academic research, another important consideration has
to be given to publication bias. The majority of the literature
selected was observed to have positive results leaving a the-
oretical high probability of some directions that have yielded
negative or null findings being left out.

Moreover, a limitation of this research can be correlated to
a language bias. It is probable to some possible directions for
research has been mentioned in literature in other languages
other than English. However, to mitigate this bias the consid-
eration for the selection mentions the limitation that only pa-
pers available in the English language have been used. This
opens the possibility for future research to collect literature
from more diverse sources to achieve a more comprehensive
study.

7 Conclusions

To conclude, this research identifies several potential direc-
tions for both academic research and industry applications,
highlighting their benefits and implications. Those direc-
tions include tools for education, knowledge curation, fac-
tual information, and other applications such as specialized
chatbots, feedback loops in LLMs, automatic grading tools,
and navigation. In addition to identifying the directions, this
research also highlights key concerns such as transparency,
safety, efficiency, and security. It also raises a recommenda-
tion for end-user and security centered designs for putting the
integrations into practice.

Finally, this research provides a foundational understand-
ing of the potential directions and benefits of integrating tech-
nologies into various domains for knowledge elicitation. Fu-
ture research should continue to explore these areas, expand-
ing the scope and incorporating a broader range of perspec-
tives to fully realize the potential of these technologies. This
common effort should be aimed at creating solutions that are
not only innovative and effective, but also responsibly de-
signed.
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