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A B S T R A C T

To model the moisture transport in soil and to better understand physics underneath, we study
a boundary value problem for a nonlinear hyperbolic PDE. Using a constructive method for
approximation of solutions of the problem, we derive sufficient conditions for existence and
uniqueness of its regular solutions and show that these solutions satisfy the sign-preserving
inequalities. Additionally, we prove a comparison theorem and a theorem about differential
inequalities, and derive an posteriori error of the method. Theoretical results are validated on
an illustrative numerical example.

1. Introduction

Water transport in soils plays an important role in agriculture and is highly impacted by the climate change. Due to high
temperatures, lack of rainfalls and high evaporation rates, an unsaturated ground layer increases and hinders the necessary in-
depth water penetration. This has drastic consequences for quality and quantity of the harvest, specially for countries which Gross
Domestic Product (GDP) strongly depends on exports of the agricultural products.

To model the undersurface water transport through a porous medium (such as soil) and to better understand the physics
underneath, mathematicians and hydrologists use evolution equations described in terms of time-space PDEs [1–5]. Literature
overview shows a broad range of models that are successfully applied to describe such processes. Among them one should name
fractional models for saturated and unsaturated soils (see [6]), models based on Richard’s equations (see discussions in [7–9]) and those
that are described by a scalar hyperbolic PDE of the form

𝑚(𝑡, 𝑥)(1.2)𝑢(𝑡, 𝑥) + 𝛼(𝑡, 𝑥)(1.1)𝑢(𝑡, 𝑥) + 𝑑(𝑡, 𝑥)(0.1)𝑢(𝑡, 𝑥) + 𝜂(𝑡, 𝑥)(0.2)𝑢(𝑡, 𝑥) + 𝑎(𝑡, 𝑥)(1.0)𝑢(𝑡, 𝑥) + 𝑏(𝑡, 𝑥)𝑢(𝑡, 𝑥) = 𝑔(𝑡, 𝑥), (1)

where coefficients 𝑚(𝑡, 𝑥), 𝛼(𝑡, 𝑥), 𝑑(𝑡, 𝑥), 𝜂(𝑡, 𝑥), 𝑎(𝑡, 𝑥) and 𝑏(𝑡, 𝑥) are continuous functions in a given bounded domain 𝐷 ∈ R2.
The last equation is also applied to describe, among others, fluid infiltration in a double porosity medium and heat transport in a
heterogeneous frame, and was analyzed in [10–12].

Since most of the aforementioned models are nonlinear, and thus, in general cannot be solved exactly, it is wise to develop
iterative techniques that enable construction of sequences of approximate solutions to the problems (analytically or numerically).
Indeed, the most commonly used methods are the numerical techniques (see [13–16]), which under a chosen initial data set allow
visualization of approximate solutions and analysis of their qualitative behavior. However, the downside of these algorithms is in
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their computational cost (which increases with the higher degree of nonlinearity of the model) and availability of measurements
for validation. Also the initial guess for simulations might occur to be misleading.

An alternative to numerical methods are analytical methods that allow construction of approximate solutions symbolically (see
esults in [17–20]). The main advantage of these techniques over numerical ones is their coupling with the solvability analysis of
he studied initial or boundary value problems (BVPs), improved computational cost and independence of the experimental data
or validation. Thus, knowing that the problem under investigation (even being highly nonlinear) has a unique solution, one can

construct a sequence of approximations that reflects behavior of the exact solution.
Here one should highlight one particular method belonging to the analytical family, the sub- and supersolutions method (sometimes

also referred to as upper and lower solutions), that has already proven its efficiency in analysis and approximation of solutions to the
BVPs for ordinary and partial differential equations (see results in [17,18,20–24]). For example, in [20] authors apply it to study
problems with local and non-local boundary constraints for the following nonlinear PDE:

(1.2)𝑢(𝑡, 𝑥) = 𝑓
(

𝑡, 𝑥, 𝑢(𝑡, 𝑥),(1.0)𝑢(𝑡, 𝑥),(0.1)𝑢(𝑡, 𝑥),(1.1)𝑢(𝑡, 𝑥), (0.2)𝑢(𝑡, 𝑥)) . (2)

Under certain assumptions, made about the right hand-side of Eq. (2) and about the domain of solutions 𝐷, the authors prove
sufficient conditions on existence and uniqueness of solutions and show that these solutions satisfy a sign-preserving property.
Moreover, authors obtain an a posteriori error of the method and present an approach to accelerate convergence of the constructed
iteration scheme.

All these results have motivated us to further investigate applicability of this approach and to present our findings. The layout
of the paper is the following. In Section 2 we introduce the problem setting and give some auxiliary statements and definitions.
Section 3 is devoted to construction of the alternating sequences of sub- and supersolutions of the studied problem. A combination
of these sequences determines approximate and exact solutions of the problem and is used to prove the main result of the paper;
see Section 4. Finally, using an illustrative example, we demonstrate a possible simplification and optimization of the algorithm,
where only one of the sequences (in our case, a sequence of subsolutions) completely determines the exact solution of the given
BVP. Results of our computations are presented in Section 5.

2. Problem setting and auxiliary statements

Consider a semilinear hyperbolic PDE:

1,2𝑢(𝑡, 𝑥) ∶= (1.2)𝑢(𝑡, 𝑥) − 𝑎1(𝑡, 𝑥)(0.2)𝑢(𝑡, 𝑥) + 𝑎2(𝑡, 𝑥)(1.1)𝑢(𝑡, 𝑥) = 𝑓
(

𝑡, 𝑥, 𝑢(𝑡, 𝑥),(1.0)𝑢(𝑡, 𝑥),(0.1)𝑢(𝑡, 𝑥)) ∶= 𝑓 [𝑢(𝑡, 𝑥)] , (3)

subject to boundary constraints of the form:
𝑢(0, 𝑥) = 𝑇 (𝑥), 𝑥 ∈ [0, 𝑎] ,

⎧

⎪

⎨

⎪

⎩

(0.1)𝑢(𝑡, 0) = 𝜓(𝑡),

𝑢(𝑡, 𝑎) = 𝜙(𝑡),
𝑡 ∈ [0, 𝑏],

(4)

where (𝜅)𝑢 ∶ 𝐷0 → 𝐷𝜅 ⊂ R (𝜅 = (𝜅1.𝜅2), 𝜅2 = 0, 1, 2; 𝜅1 = 0, 1) stands for the mixed-order partial derivative of a function 𝑢(𝑡, 𝑥) with
respect to its arguments, with

𝐷0 = {(𝑡, 𝑥)| 𝑡 ∈ (0, 𝑏), 𝑥 ∈ (0, 𝑎)} ,
and the right hand-side function 𝑓 is such that 𝑓 ∶ 𝐵 → R, with

𝐵 = 𝐷0 ×
∏

𝜅1 ,𝜅2

𝐷𝜅 ⊂ R5, 𝜅1 + 𝜅2 < 2.

We aim for finding solutions of the BVP (3), (4) in the functional space 𝐶∗(𝐷0) ∶= 𝐶 (1.2)(𝐷0) ∩𝐶(𝐷0) using the sup- and supersolutions
method (see [20,21]).

Throughout the paper we assume that

𝑇 (𝑥) ∈ 𝐶2[0, 𝑎], 𝜙(𝑡), 𝜓(𝑡) ∈ 𝐶1[0, 𝑏], 0 ≤ 𝑎1(𝑡, 𝑥) ∈ 𝐶 (0.1)(𝐷0), 𝑎2(𝑡, 𝑥) ∈ 𝐶 (1.0)(𝐷0),

𝑇 ′(0) = 𝜓(0), 𝑇 (𝑎) = 𝜙(0), (5)

and that the right hand-side of the PDE (3) is such that 𝑓 [𝑢(𝑡, 𝑥)] ∈ 𝐶(𝐵).

Lemma 1. Let 𝑎1(𝑡, 𝑥) ∈ 𝐶 (0.1)(𝐷0), 𝑎2(𝑡, 𝑥) ∈ 𝐶 (1.0)(𝐷0) and

−(0.1)𝑎1(𝑡, 𝑥) = (1.0)𝑎2(𝑡, 𝑥). (6)

Then BVP (3), (4) and the integro-differential equation
𝑢(𝑡, 𝑥) = 𝛷(𝑡, 𝑥) + 𝑇 𝐹 [𝑢(𝜂 , 𝜁 )] (7)
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are equivalent, where

𝛷(𝑡, 𝑥) ∶=𝜙(𝑡) + ∫

𝑥

𝑎
𝑇 ′(𝜉)𝑒𝑥𝑝

(

∫

𝑡

0
𝑎1(𝜂 , 𝜉)𝑑 𝜂

)

𝑑 𝜉 − 𝑇 ′(0)∫

𝑥

𝑎
𝑒𝑥𝑝

(

∫

𝑡

0
𝑎1(𝜏 , 𝜉)𝑑 𝜏+ +∫

0

𝜉
𝑎2(0, 𝜏)𝑑 𝜏

)

𝑑 𝜉+

+𝜓(𝑡)∫

𝑥

𝑎

(

∫

0

𝜉
𝑎2(𝑡, 𝜏)𝑑 𝜏

)

𝑑 𝜉 ,

𝑇 𝐹 [𝑢(𝜂 , 𝜁 )] ∶= ∫

𝑥

𝑎 ∫

𝑡

0 ∫

𝜉

0
𝐾(𝑡, 𝜉; 𝜂 , 𝜁 )𝐹 [𝑢(𝜂 , 𝜁 )]𝑑 𝜁 𝑑 𝜂 𝑑 𝜉 ,

𝐹 [𝑢(𝑡, 𝑥)] ∶= 𝑓 [𝑢(𝑡, 𝑥)] + [

(0.1)𝑎1(𝑡, 𝑥) + 𝑎1(𝑡, 𝑥)𝑎2(𝑡, 𝑥)
]

(0.1)𝑢(𝑡, 𝑥),

𝐾(𝑡, 𝑥; 𝜂 , 𝜉) ∶= 𝑒𝑥𝑝
(

∫

𝑡

𝜂
𝑎1(𝜏 , 𝑥)𝑑 𝜏 + ∫

𝜉

𝑥
𝑎2(𝜂 , 𝜏)𝑑 𝜏

)

.

Proof. Consider BVP (3), (4): integrating differential Eq. (3) and incorporating boundary constraints (4) we obtain integral Eq. (7).
This means that if 𝑢(𝑡, 𝑥) is a solution of the BVP (3), (4), then it is also a solution to the integral Eq. (7).

On the other hand, let 𝑢(𝑡, 𝑥) solve integral Eq. (7). Differentiating it and taking into account assumption (6), we derive that this
function also solves BVP (3), (4).

Hence (3), (4) and (7) are equivalent. □

Note, that function 𝛷(𝑡, 𝑥) is in 𝐶∗(𝐷0), which is easy to check using the definition of continuity of a multivariable function
(see [25]), and it also satisfies conditions (4). Thus, we introduce an ansatz

𝑧(𝑡, 𝑥) ∶= 𝑢(𝑡, 𝑥) −𝛷(𝑡, 𝑥)
and re-write the original BVP (3), (4) as a problem with homogeneous boundary restrictions. Without loss of generality we set

𝑇 (𝑥) = 0, 𝜓(𝑡) = 𝜙(𝑡) = 0,
and write the integro–differential Eq. (7) as

𝑢(𝑡, 𝑥) = 𝑇 𝐹 [𝑢(𝜂 , 𝜁 )]. (8)

Definition 1. We say that 𝐹 [𝑢(𝑡, 𝑥)] ∈ 𝐶∗
1 (𝐵), if it satisfies the following conditions (see [26]):

1. 𝐹 [𝑢(𝑡, 𝑥)] ∈ 𝐶(𝐵);
2. in the functional space 𝐶(𝐵1), 𝐵1 ∈ R8, 𝑃 𝑟𝑡𝑂 𝑥𝐵1 = 𝐷0 there exists a function

𝐻
(

𝑡, 𝑥, 𝑢(𝑡, 𝑥),(1.0)𝑢(𝑡, 𝑥),(0.1)𝑢(𝑡, 𝑥); 𝑣(𝑡, 𝑥),(1.0)𝑣(𝑡, 𝑥),(0.1)𝑣(𝑡, 𝑥)) ∶= 𝐻[𝑢(𝑡, 𝑥); 𝑣(𝑡, 𝑥)],
such that

(a) 𝐻[𝑢(𝑡, 𝑥); 𝑢(𝑡, 𝑥)] ≡ 𝐹 [𝑢(𝑡, 𝑥)];
(b) for an arbitrary pair of functions �̄�(𝑡, 𝑥), ̄̄𝑣(𝑡, 𝑥) ∈ 𝐵1 from the space 𝐶 (𝜅1 .𝜅2)(𝐷0) that satisfy conditions:

(𝜅1 .𝜅2)
[

�̄�(𝑡, 𝑥) − ̄̄𝑣(𝑡, 𝑥)] ≥ (≤)0, 𝜅1 = 0, 1; 𝜅2 = 1(𝜅2 = 0),
𝜅1 + 𝜅2 < 2, (𝑡, 𝑥) ∈ 𝐷0,

an inequality holds:

𝐻
[

�̄�(𝑡, 𝑥); ̄̄𝑣(𝑡, 𝑥)] −𝐻 [ ̄̄𝑣(𝑡, 𝑥); �̄�(𝑡, 𝑥)] ≤ 0; (9)

3. function 𝐻 [𝑢(𝑡, 𝑥); 𝑣(𝑡, 𝑥)] satisfies Lipschitz condition in the domain 𝐵1, i.e., for all functions 𝑢𝑟(𝑡, 𝑥), 𝑣𝑟(𝑡, 𝑥) ∈ 𝐵1 ⊂ 𝐶∗(𝐷0)
(𝑟 = 1, 2) it holds that

|

|

|

𝐻
[

𝑢1(𝑡, 𝑥); 𝑢2(𝑡, 𝑥)
]

−𝐻
[

𝑣1(𝑡, 𝑥); 𝑣2(𝑡, 𝑥)
]

|

|

|

≤ 1
6𝐿

2
∑

𝑟=1

(

|

|

𝑊𝑟(𝑡, 𝑥)|| + |

|

|

(1.0)𝑊𝑟(𝑡, 𝑥)||
|

+ |

|

|

(0.1)𝑊𝑟(𝑡, 𝑥)||
|

)

,

where 𝑊𝑟(𝑡, 𝑥) ∶= 𝑢𝑟(𝑡, 𝑥) − 𝑣𝑟(𝑡, 𝑥), and 1
6𝐿 is the Lipschitz constant.

Clearly, if 𝐹 [𝑢(𝑡, 𝑥)] ∈ 𝐶(𝐵), then it has bounded first-order partial derivatives with respect to all of its arguments, starting from the
third one, and thus, 𝐹 [𝑢(𝑡, 𝑥)] ∈ 𝐶∗(𝐵) (see discussion in [2]). The inverse statement is not true.
1

3 
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3. Alternating sub- and supersolutions method

In this section we show how a suitable modification of the sub- and supersolutions method can contribute to construction of
approximate solutions to the studied BVP (3), (4), and how it can be improved to reduce the computational cost of the method
itself.

Let functions 𝑧𝑝(𝑡, 𝑥), 𝑣𝑝(𝑡, 𝑥) ∈ 𝐶∗
1 (𝐷0) (𝑝 ∈ N0) be defined in the domain 𝐵1, and let us introduce the following notations:

𝑊𝑝(𝑡, 𝑥) ∶= 𝑧𝑝(𝑡, 𝑥) − 𝑣𝑝(𝑡, 𝑥), (10)

𝑓 𝑝(𝑡, 𝑥) ∶= 𝐻
[

𝑧𝑝(𝑡, 𝑥); 𝑣𝑝(𝑡, 𝑥)
]

,

𝑓𝑝(𝑡, 𝑥) ∶= 𝐻
[

𝑣𝑝(𝑡, 𝑥); 𝑧𝑝(𝑡, 𝑥)
]

,

𝜔𝑝(𝑡, 𝑥) ∶= ∫ 𝑥0 𝑓 𝑝(𝑡, 𝜉)𝐾(𝑡, 𝑥; 𝑡, 𝜉)𝑑 𝜉 ,
𝜔𝑝(𝑡, 𝑥) ∶= ∫ 𝑥0 𝑓𝑝(𝑡, 𝜉)𝐾(𝑡, 𝑥; 𝑡, 𝜉)𝑑 𝜉 ,

𝛼𝑝(𝑡, 𝑥) ∶= (1.1)𝑧𝑝(𝑡, 𝑥) − 𝑎1(𝑡, 𝑥)(0.1)𝑧𝑝(𝑡, 𝑥) − 𝜔𝑝(𝑡, 𝑥),
𝛽𝑝(𝑡, 𝑥) ∶= (1.1)𝑣𝑝(𝑡, 𝑥) − 𝑎1(𝑡, 𝑥)(0.1)𝑣𝑝(𝑡, 𝑥) − 𝜔𝑝(𝑡, 𝑥),

(11)

for all (𝑡, 𝑥) ∈ 𝐷0.
Next, we construct sequences of sub- and supersolutions {𝑧𝑝(𝑡, 𝑥)}, {𝑣𝑝(𝑡, 𝑥)} according to the corresponding recursive formulas:

𝑧𝑝+1(𝑡, 𝑥) = 𝑇 𝑓 𝑝(𝜂 , 𝜁 ),
𝑣𝑝+1(𝑡, 𝑥) = 𝑇 𝑓𝑝(𝜂 , 𝜁 ),

(𝑡, 𝑥) ∈ 𝐷0. (12)

Here functions of the zeroth approximation 𝑧0(𝑡, 𝑥), 𝑣0(𝑡, 𝑥) ∈ 𝐶 (1.1)(𝐷0), which are defined in 𝐵1, are chosen to satisfy the following
ign inequalities [15]:

𝛼0(𝑡, 𝑥) ≥ 0, 𝛽0(𝑡, 𝑥) ≤ 0, (𝜅1 .𝜅2)𝑊0(𝑡, 𝑥) ≥ (≤) 0, (13)

where (𝑡, 𝑥) ∈ 𝐷0, 𝜅1 = 0, 1; 𝜅2 = 1 (𝜅2 = 0) 𝜅1 + 𝜅2 ≤ 2.

Definition 2. We call functions 𝑧0(𝑡, 𝑥), 𝑣0(𝑡, 𝑥) ∈ 𝐶 (1.1)(𝐷0), defined in the domain 𝐵1 and satisfying conditions (4), (5) and (13),
comparison functions of the BVP (3), (4).

The following lemma is true.

Lemma 2. Assume that 𝐹 [𝑢(𝑡, 𝑥)] ∈ 𝐶∗
1 (𝐵). Moreover, let integro-differential Eq. (7) have a solution 𝑢(𝑡, 𝑥) in the functional space

𝐶 (𝜅1 .𝜅2)(𝐷0), such that for all (𝑡, 𝑥) ∈ 𝐷0 and 𝜅1 = 0, 1; 𝜅2 = 1 (𝜅2 = 0), 𝜅1 + 𝜅2 ≤ 2, inequalities hold:

(𝜅1 .𝜅2)𝑣0(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑢(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑧0(𝑡, 𝑥). (14)

Then in the domain 𝐵1 sign inequalities (13) are satisfied.

Proof. Indeed, setting 𝑝 = 0 in (10) and (13) we obtain that 𝑊 (𝜅1 .𝜅2)
0 (𝑡, 𝑥) ≥ (≤) 0 and

𝛼0(𝑡, 𝑥) = (1.1) [𝑧0(𝑡, 𝑥) − 𝑢(𝑡, 𝑥)
]

− 𝑎1(𝑡, 𝑥)(0.1) [𝑧0(𝑡, 𝑥) − 𝑢(𝑡, 𝑥)
]

−
[

𝑤0(𝑡, 𝑥) −𝑤(𝑡, 𝑥)] .
In view of the boundary conditions (4) and inequalities (14), this yields to

𝐼(𝑡, 𝑥) ∶= (0.1) [𝑧0(𝑡, 𝑥) − 𝑢(𝑡, 𝑥)
]

= ∫

𝑡

0

[

𝛼0(𝜂 , 𝑥) +𝑤0(𝜂 , 𝑥) −𝑤(𝜂 , 𝑥)] × 𝑒𝑥𝑝
(

∫

𝑡

𝜂
𝑎1(𝜏 , 𝑥)𝑑 𝜏

)

𝑑 𝜂 ≥ 0

for all (𝑡, 𝑥) ∈ 𝐷0.
It is easy to check that 𝐼(0, 𝑥) = 0 and

(1.0)𝐼(𝑡, 𝑥) = (1.1) [𝑧0(𝑡, 𝑥) − 𝑢(𝑡, 𝑥)
]

≥ 0,

which results in the sign inequalities of the form:

𝛼0(𝜂 , 𝑥) + 𝜔0(𝜂 , 𝑥) − 𝜔(𝜂 , 𝑥) ≥ 0,

𝛼0(𝑡, 𝑥) ≥ (𝜔(𝑡, 𝑥) − 𝜔0(𝑡, 𝑥)) ≥ 0.

Using a similar approach we can prove that 𝛽0(𝑡, 𝑥) ≤ 0, for all (𝑡, 𝑥) ∈ 𝐷0.
Next, from the recursive formulas (12) it follows that

(1.1)𝑧𝑝+1(𝑡, 𝑥) − 𝑎1(𝑡, 𝑥)(0.1)𝑧𝑝+1(𝑡, 𝑥) = 𝜔𝑝(𝑡, 𝑥),
(1.1) (0.1)
 𝑣𝑝+1(𝑡, 𝑥) − 𝑎1(𝑡, 𝑥) 𝑣𝑝+1(𝑡, 𝑥) = 𝜔𝑝(𝑡, 𝑥).
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Hence, notations (11) and expressions (12) yield to systems of relations:
⎧

⎪

⎨

⎪

⎩

𝛼𝑝+1(𝑡, 𝑥) = 𝜔𝑝(𝑡, 𝑥) − 𝜔𝑝+1(𝑡, 𝑥),
𝛽𝑝+1(𝑡, 𝑥) = 𝜔𝑝(𝑡, 𝑥) − 𝜔𝑝+1(𝑡, 𝑥);

(15)

⎧

⎪

⎨

⎪

⎩

𝛼𝑝(𝑡, 𝑥) = (1.1) [𝑧𝑝(𝑡, 𝑥) − 𝑧𝑝+1(𝑡, 𝑥)
]

− 𝑎1(𝑡, 𝑥)(0.1) [𝑧𝑝(𝑡, 𝑥) − 𝑧𝑝+1(𝑡, 𝑥)
]

,

𝛽𝑝(𝑡, 𝑥) = (1.1) [𝑣𝑝(𝑡, 𝑥) − 𝑣𝑝+1(𝑡, 𝑥)
]

− 𝑎1(𝑡, 𝑥)(0.1) [𝑣𝑝(𝑡, 𝑥) − 𝑣𝑝+1(𝑡, 𝑥)
]

;
(16)

⎧

⎪

⎨

⎪

⎩

𝑊𝑝+1(𝑡, 𝑥) = 𝑇
[

𝑓 𝑝(𝜂 , 𝜁 ) − 𝑓𝑝(𝜂 , 𝜁 )
]

,

(1.1)𝑊𝑝+1(𝑡, 𝑥) − 𝑎1(𝑡, 𝑥)(0.1)𝑊𝑝+1(𝑡, 𝑥) = 𝜔𝑝(𝑡, 𝑥) − 𝜔𝑝(𝑡, 𝑥);
(17)

⎧

⎪

⎨

⎪

⎩

(1.1) [𝑧𝑝+1(𝑡, 𝑥) − 𝑣𝑝(𝑡, 𝑥)
]

− 𝑎1(𝑡, 𝑥)(0.1) [𝑧𝑝+1(𝑡, 𝑥) − 𝑣𝑝(𝑡, 𝑥)
]

= 𝜔𝑝(𝑡, 𝑥) − 𝜔𝑝−1(𝑡, 𝑥),
(1.1) [𝑧𝑝(𝑡, 𝑥) − 𝑣𝑝+1(𝑡, 𝑥)

]

− 𝑎1(𝑡, 𝑥)(0.1) [𝑧𝑝(𝑡, 𝑥) − 𝑣𝑝+1(𝑡, 𝑥)
]

= 𝜔𝑝−1(𝑡, 𝑥) − 𝜔𝑝(𝑡, 𝑥).
(18)

Taking into account the first condition in (4), from equality (16) we derive:
(0.1) [𝑧𝑝(𝑡, 𝑥) − 𝑧𝑝+1(𝑡, 𝑥)

]

= ∫ 𝑡0 𝛼𝑝(𝜂 , 𝑥)𝑒𝑥𝑝
(

∫ 𝑡𝜂 𝑎1(𝜏 , 𝑥)𝑑 𝜏
)

𝑑 𝜂 ,

(0.1) [𝑣𝑝(𝑡, 𝑥) − 𝑣𝑝+1(𝑡, 𝑥)
]

= ∫ 𝑡0 𝛽𝑝(𝜂 , 𝑥)𝑒𝑥𝑝
(

∫ 𝑡𝜂 𝑎1(𝜏 , 𝑥)𝑑 𝜏
)

𝑑 𝜂 ,
(19)

wherefrom for 𝑝 = 0 and using relations (13) it follows that
(0.1) [𝑧0(𝑡, 𝑥) − 𝑧1(𝑡, 𝑥)

]

≥ 0,

(0.1) [𝑣0(𝑡, 𝑥) − 𝑣1(𝑡, 𝑥)
]

≤ 0.

By integrating these inequalities with respect to the 𝑥 variable over the interval from 𝑥 to 𝑎, we obtain:
𝑧0(𝑡, 𝑥) − 𝑧1(𝑡, 𝑥) ≤ 0,
𝑣0(𝑡, 𝑥) − 𝑣1(𝑡, 𝑥) ≥ 0.

Thus,

(1.1) [𝑧0(𝑡, 𝑥) − 𝑧1(𝑡, 𝑥)
]

= 𝛼0(𝑡, 𝑥) + 𝑎1(𝑡, 𝑥)(0.1) [𝑧0(𝑡, 𝑥) − 𝑧1(𝑡, 𝑥)
]

≥ 0,

what leads to the conclusion that

(1.0) [𝑧0(𝑡, 𝑥) − 𝑧1(𝑡, 𝑥)
]

≤ 0,

(1.0) [𝑣0(𝑡, 𝑥) − 𝑣1(𝑡, 𝑥)
]

≥ 0.

Similarly from (17) for 𝑝 = 0 we derive the sign inequalities

(𝜅1 .𝜅2)𝑊1(𝑡, 𝑥) ≤ (≥)0,

where 𝜅1 = 0, 1; 𝜅2 = 1 (𝜅2 = 0) 𝜅1 + 𝜅2 ≤ 2.
Assume now that conditions

(𝜅1 .𝜅2)𝑣0(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑧1(𝑡, 𝑥),
(𝜅1 .𝜅2)𝑧0(𝑡, 𝑥) ≥ (≤)(𝜅1 .𝜅2)𝑣1(𝑡, 𝑥)

(20)

hold. Then from the previous estimates we get that

(𝜅1 .𝜅2)𝑣0(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑧1(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑣1(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑧0(𝑡, 𝑥).
But then the recursive relation (15) for 𝑝 = 0 results in

𝛼1(𝑡, 𝑥) = 𝜔0(𝑡, 𝑥) − 𝜔1(𝑡, 𝑥) ≤ 0,

𝛽1(𝑡, 𝑥) = 𝜔0(𝑡, 𝑥) − 𝜔1(𝑡, 𝑥) ≥ 0,

which means that 𝑧1(𝑡, 𝑥), 𝑣1(𝑡, 𝑥) ∈ 𝐵1, and that they are the comparison functions if inequalities (20) are satisfied.
By repeating the aforementioned analysis, from (17), (19) for 𝑝 = 1 we derive the inequalities:

(𝜅1 .𝜅2)
[

𝑧1(𝑡, 𝑥) − 𝑧2(𝑡, 𝑥)
]

≤ (≥) 0,
(𝜅1 .𝜅2)

[

𝑣1(𝑡, 𝑥) − 𝑣2(𝑡, 𝑥)
]

≥ (≤) 0,
(𝜅1 .𝜅2)𝑊2(𝑡, 𝑥) ≥ (≤) 0,

for 𝜅 = 0, 1; 𝜅 = 1 (𝜅 = 0) 𝜅 + 𝜅 ≤ 2.
1 2 2 1 2
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Next, from (18) for 𝑝 = 1 it follows that
(0.1) [𝑧2(𝑡, 𝑥) − 𝑣1(𝑡, 𝑥)

]

= ∫ 𝑡0
[

𝜔1(𝜂 , 𝑥) − 𝜔0(𝜂 , 𝑥)
]

𝑒𝑥𝑝
(

∫ 𝑡𝜂 𝑎1(𝜏 , 𝑥)𝑑 𝜏
)

𝑑 𝜂 < 0,

(1.1) [𝑧1(𝑡, 𝑥) − 𝑣2(𝑡, 𝑥)
]

= ∫ 𝑡0
[

𝜔0(𝜂 , 𝑥) − 𝜔1(𝜂 , 𝑥)
]

𝑒𝑥𝑝
(

∫ 𝑡𝜂 𝑎1(𝜏 , 𝑥)𝑑 𝜏
)

𝑑 𝜂 ≤ 0,

and thus,

(𝜅1 .𝜅2)𝑣0(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑧1(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑣2(𝑡, 𝑥) ≤ (≥) ≤ (≥)(𝜅1 .𝜅2)𝑧2(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑣1(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑧0(𝑡, 𝑥),
for 𝜅1 = 0, 1; 𝜅2 = 1 (𝜅2 = 0) 𝜅1 + 𝜅2 ≤ 2.

On the other hand, from formulas (15) for 𝑝 = 1 we conclude that

𝛼2(𝑡, 𝑥) ≥ 0, 𝛽2(𝑡, 𝑥) ≤ 0.

Using method of mathematical induction we prove that for all (𝑡, 𝑥) ∈ 𝐷0 and 𝜅1 = 0, 1; 𝜅2 = 1 (𝜅2 = 0) 𝜅1+𝜅2 ≤ 2 the inequalities
𝛼2𝑝(𝑡, 𝑥) ≥ 0, 𝛼2𝑝+1(𝑡, 𝑥) ≤ 0, 𝛽2𝑝(𝑡, 𝑥) ≤ 0, 𝛽2𝑝+1(𝑡, 𝑥) ≥ 0,

(𝜅1 .𝜅2)𝑣2𝑝(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑧2𝑝+1(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑣2𝑝+2(𝑡, 𝑥)
≤ (≥)(𝜅1 .𝜅2)𝑧2𝑝+2(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑣2𝑝+1(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑧2𝑝(𝑡, 𝑥)

(21)

are satisfied. □

Results of Lemmas 1 and 2 yield the following theorem:

Theorem 1. Let 𝐹 [𝑢(𝑡, 𝑥)] ∈ 𝐶1(𝐵), 0 ≤ 𝑎1(𝑡, 𝑥) ∈ 𝐶 (0.1)(𝐷0), 𝑎2(𝑡, 𝑥) ∈ 𝐶 (1.0)(𝐷0) and assume that condition (6) holds.
Then functions 𝑧𝑝(𝑡, 𝑥), 𝑣𝑝(𝑡, 𝑥) ∈ 𝐶∗(𝐷0), constructed according to the scheme (12), (13) under constraints (20), satisfy inequalities (21)

in the domain 𝐵1, for all (𝑡, 𝑥) ∈ 𝐷0 and 𝑝 ∈ N.

4. Main results

4.1. Comparison functions for the nonlocal BVP (3), (4)

In this section we demonstrate, how one can find the comparison functions to the BVP (3), (4).
Assume that ℎ(𝑡, 𝑥) is an arbitrary function from the space 𝐶∗(𝐷0), defined in the domain 𝐵, and denote by 𝑢∗(𝑡, 𝑥) a function of

the form:

𝑢∗(𝑡, 𝑥) = 𝑇 𝐹 [ℎ(𝜂 , 𝜁 )].
It is easy to see that 𝑢∗(𝑡, 𝑥) ∈ 𝐶∗(𝐷0) and that it satisfies restrictions (4). Let us also introduce a function 𝛼∗(𝑡, 𝑥) such that

𝛼∗(𝑡, 𝑥) ∶= (1.1)𝑢∗(𝑡, 𝑥) − 𝑎1(𝑡, 𝑥)(0.1)𝑢∗(𝑡, 𝑥) − 𝜔∗(𝑡, 𝑥),
where

𝜔∗(𝑡, 𝑥) ∶= ∫

𝑥

0
𝐹 [𝑢∗(𝑡, 𝜉)]𝑒𝑥𝑝

(

∫

𝜉

𝑥
𝑎2(𝑡, 𝜏)𝑑 𝜏

)

𝑑 𝜉 .

Then

𝑢∗(𝑡, 𝑥) = 𝑇 𝐹 [𝑢∗(𝜂 , 𝜁 )] − ∫ 𝑎𝑥 ∫ 𝑡0 𝛼
∗(𝜂 , 𝜉)𝑒𝑥𝑝

(

∫ 𝑡𝜂 𝑎1(𝜏 , 𝜉)𝑑 𝜏
)

𝑑 𝜂 𝑑 𝜉 .

We want to show that
𝑧0(𝑡, 𝑥) = 𝑢∗(𝑡, 𝑥) − ∫ 𝑎𝑥 ∫ 𝑡0 |𝛼∗(𝜂 , 𝜉)| 𝑒𝑥𝑝

(

∫ 𝑡𝜂 𝑎1(𝜏 , 𝜉)𝑑 𝜏
)

𝑑 𝜂 𝑑 𝜉 ,

𝑣0(𝑡, 𝑥) = 𝑢∗(𝑡, 𝑥) + ∫ 𝑎𝑥 ∫ 𝑡0 |𝛼∗(𝜂 , 𝜉)| 𝑒𝑥𝑝
(

∫ 𝑡𝜂 𝑎1(𝜏 , 𝜉)𝑑 𝜏
)

𝑑 𝜂 𝑑 𝜉
(22)

are comparison functions for the BVP (3), (4). For this purpose we are going to simply use Definition 2. Indeed, functions (22)
satisfy boundary conditions (4) and are defined in the functional space 𝐶∗(𝐷0). At the same time relations hold:

𝑊0(𝑡, 𝑥) = −2 ∫ 𝑎𝑥 ∫ 𝑡0 |𝛼∗(𝜂 , 𝜉)| 𝑒𝑥𝑝
(

∫ 𝑡𝜂 𝑎1(𝜏 , 𝜉)𝑑 𝜏
)

𝑑 𝜂 𝑑 𝜉 ≤ 0,

(0.1)𝑊0(𝑡, 𝑥) = 2 ∫ 𝑡0 |𝛼∗(𝜂 , 𝑥)| 𝑒𝑥𝑝
(

∫ 𝑡𝜂 𝑎1(𝜏 , 𝑥)𝑑 𝜏
)

𝑑 𝜂 ≥ 0,

(1.0)𝑊0(𝑡, 𝑥) = −2 ∫ 𝑎𝑥 |𝛼∗(𝑡, 𝜉)| 𝑑 𝜉 − 2 ∫ 𝑡0 ∫ 𝑎𝑥 𝑎1(𝑡, 𝜉) |𝛼∗(𝑡, 𝜉)| × 𝑒𝑥𝑝
(

∫ 𝑡𝜂 𝑎1(𝜏 , 𝜉)𝑑 𝜏
)

𝑑 𝜉 𝑑 𝜂 ≤ 0,

(1.1) ∗ 𝑡 ∗
(

𝑡
)

 𝑊0(𝑡, 𝑥) = 2 |𝛼 (𝑡, 𝑥)| + 2𝑎1(𝑡, 𝑥) ∫0 |𝛼 (𝑡, 𝑥)| 𝑒𝑥𝑝 ∫𝜂 𝑎1(𝜏 , 𝑥)𝑑 𝜏 𝑑 𝜂 ≥ 0.
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This leads to the following inequalities:

(𝜅1 .𝜅2)𝑊0(𝑡, 𝑥) ≥ (≤) 0,
for 𝜅1 = 0, 1; 𝜅2 = 1 (𝜅2 = 0) 𝜅1 + 𝜅2 ≤ 2, and

𝛼0(𝑡, 𝑥) = (1.1)𝑧0(𝑡, 𝑥) − 𝑎1(𝑡, 𝑥)(0.1)𝑧0(𝑡, 𝑥) − 𝜔0(𝑡, 𝑥) = |

|

𝛼∗(𝑡, 𝑥)|
|

+ 𝛼∗(𝑡, 𝑥) + 𝜔∗(𝑡, 𝑥) − 𝜔0(𝑡, 𝑥) ≥ 0.

Similarly, we derive that 𝛽0(𝑡, 𝑥) ≤ 0, for all (𝑡, 𝑥) ∈ 𝐷0, which means that functions (21) are indeed the comparison functions for
the problem (3), (4), if they are defined in 𝐵1.

Hence, the following lemma is true:

Lemma 3. If 𝐹 [𝑢(𝑡, 𝑥)] ∈ 𝐶∗(𝐵) and 0 ≤ 𝑎1(𝑡, 𝑥) ∈ 𝐶 (0.1)(𝐷0), 𝑎2(𝑡, 𝑥) ∈ 𝐶 (1.0)(𝐷0), then a set of comparison functions of the BVP (3), (4)
in non-empty.

4.2. Convergence of the functional sequences (12)

Let us show that the functional sequences
{

(𝜅1 .𝜅2)𝑧𝑝(𝑡, 𝑥)
}

and
{

(𝜅1 .𝜅2)𝑣𝑝(𝑡, 𝑥)
}

converge uniformly to the same limit in the
domain 𝐷0. In virtue of inequalities (21) it is sufficient to show that

lim
𝑝→∞

(𝜅1 .𝜅2)𝑊𝑝(𝑡, 𝑥) = 0,

for all 𝜅1 = 0, 1; 𝜅2 = 1 (𝜅2 = 0) 𝜅1 + 𝜅2 ≤ 2.
For simplicity, we first introduce the following notations:

𝑑 ∶= max
𝜅1 ,𝜅2

sup
𝐷0

|

|

|

(𝜅1 .𝜅2)𝑊0(𝑡, 𝑥)||
|

,

𝑞 ∶= sup
𝐷0

|

|

𝑎1(𝑡, 𝑥)|| ,

𝛾 ∶= max {1, 𝑎 + 𝑏, 𝑎(𝑎 + 𝑏), (𝑎 + 𝑏)(1 + 𝑞 𝑏)} ,
𝐾 ∶= sup

𝐷0×𝐷0

𝐾(𝑡, 𝑥; 𝜂 , 𝜉).

Then from (17) by the method of mathematical induction it is easy to prove that the estimate
|

|

|

(𝜅1 .𝜅2)𝑊𝑝(𝑡, 𝑥)||
|

≤ [𝐾 𝐿𝛾(𝑎+𝑡−𝑥)]𝑝
𝑝! 𝑑 (23)

is satisfied, for all (𝑡, 𝑥) ∈ 𝐷0, 𝑝 ∈ N and 𝜅𝑖 = 0, 1; 𝑖 = 1, 2, 𝜅1 + 𝜅2 ≤ 2.
Based on inequalities (23), we can show that

lim
𝑝→∞

(𝜅1 .𝜅2)𝑊𝑝(𝑡, 𝑥) = 0,

which yields to the following relations:
lim
𝑝→∞

(𝜅1 .𝜅2)𝑧𝑝(𝑡, 𝑥) = lim
𝑝→∞

(𝜅1 .𝜅2)𝑣𝑝(𝑡, 𝑥) = 𝑢𝜅1 ,𝜅2 (𝑡, 𝑥).

To prove that

𝑢𝜅1 ,𝜅2 (𝑡, 𝑥) = (𝜅1 .𝜅2)𝑢(𝑡, 𝑥),
where 𝑢(𝑡, 𝑥) is a regular solution to the integro-differential Eq. (7), it is sufficient to pass to the limit in (11) as 𝑝 → ∞, and
o differentiate the resulting relation 𝜅1 times with respect to the 𝑡 variable and 𝜅2 times with respect to the 𝑥 variable, where
1 + 𝜅2 ≤ 2. According to Lemma 1, the obtained limit function is then a solution to the BVP (3), (4).

Theorem 2. Let conditions of Theorem 1 to be hold, and assume that the comparison functions of the BVP (3), (4) are chosen to satisfy
onditions (20) in the domain 𝐵1.

Then sequences of functions
{

𝑧𝑝(𝑡, 𝑥)
}

,
{

𝑣𝑝(𝑡, 𝑥)
}

, defined by (12),

1. converge absolutely and uniformly to the unique regular solution of the BVP (3), (4), for (𝑡, 𝑥) ∈ 𝐷0;
2. satisfy a posteriory estimates (23), and
3. satisfy the inequalities:

(𝜅1 .𝜅2)𝑣2𝑝(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑣2𝑝+2(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑢(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑧2𝑝+2(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑧2𝑝(𝑡, 𝑥),
(𝜅1 .𝜅2)𝑧2𝑝+1(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑧2𝑝+3(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑢(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑣2𝑝+3(𝑡, 𝑥) ≤ (≥)(𝜅1 .𝜅2)𝑣2𝑝+1(𝑡, 𝑥),

(24)

in the domain 𝐵1, where 𝜅1 = 0, 1; 𝜅2 = 1 (𝜅2 = 0) 𝜅1 + 𝜅2 ≤ 2, (𝑡, 𝑥) ∈ 𝐷0, 𝑝 ∈ N0.
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Proof. Uniqueness of the regular solution of the BVP (3), (4) can be proved by contrary and applying estimates (23). To show that
inequalities (24) are true it is sufficient to use (21) and to repeat arguments from [11, p. 211]. We will leave it to the reader. □

Corollary 1. Assume that conditions of Theorem 1 hold and let 𝐹 [𝑢(𝑡, 𝑥)] ≡ 𝐻[𝑢(𝑡, 𝑥); 0]. If 𝐹 [0] ≤ (≥) 0 in domain 𝐵, then for all
(𝑡, 𝑥) ∈ 𝐷0 a solution of the BVP (3), (4) with the homogeneous boundary constraints satisfies the differential inequalities

(𝜅1 .𝜅2)𝑢(𝑡, 𝑥) ≤ (≥) 0, for 𝜅1 = 0, 1; 𝜅2 = 1,
and in the case of 𝜅2 = 0 it holds that

(𝜅1 .0)𝑢(𝑡, 𝑥) ≥ (≤) 0.

Remark 1. If 𝐹 [𝑢(𝑡, 𝑥)] ≡ 𝐻[𝑢(𝑡, 𝑥); 0], then to construct the lower and upper approximations to the exact solution of the BVP (3),
(4) it is sufficient to find only one sequence

{

𝑧𝑝(𝑡, 𝑥)
}

, which substantially reduces the number of computations.

4.3. Comparison theorem

Together with Eq. (3), let us now consider a differential equation

𝐿1,2𝑧(𝑡, 𝑥) = 𝑓1(𝑡, 𝑥, 𝑧(𝑡, 𝑥),(1.0)𝑧(𝑡, 𝑥),(0.1)𝑧(𝑡, 𝑥)) ∶= 𝑓1[𝑧(𝑡, 𝑥)], (25)

where 𝑓1 ∶ 𝐵 → R, 𝐵 ⊂ R5.
Assume that for the right hand-sides of (3) and (25) the following conditions hold:
(i) 𝐹 [𝑢(𝑡, 𝑥)] ∈ 𝐶∗

1 (𝐵);
(ii) 𝑓1[𝑧(𝑡, 𝑥)] ∈ 𝐶(𝐵) and in the domain 𝐵 it has bounded first-order derivatives with respect to all of its arguments, starting

from the third one. In addition, it satisfies the inequalities
𝜕 𝑓1[𝑧(𝑡,𝑥)]
𝜕(𝜅1 .0)𝑧(𝑡,𝑥)

≤ 0,

𝜕 𝑓1[𝑧(𝑡,𝑥)]
𝜕(0.1)𝑧(𝑡,𝑥) −(0.1)𝑎(𝑡, 𝑥) − 𝑎1(𝑡, 𝑥)𝑎2(𝑡, 𝑥) ≥ 0,

(𝑡, 𝑥) ∈ 𝐷0;

(26)

(iii) for any function 𝑣(𝑡, 𝑥) ∈ 𝐵 from the space 𝐶∗(𝐷0) it holds that

𝑓1[𝑣(𝑡, 𝑥)] ≥ (≤)𝑓 [𝑣(𝑡, 𝑥)]. (27)

Then one can prove the following Comparison Theorem.

Theorem 3. Let coefficients 𝑎𝑖(𝑡, 𝑥), 𝑖 = 1, 2, satisfy Theorem 1, and assume that the right hand-sides 𝑓 [𝑢(𝑡, 𝑥)] and 𝑓1[𝑧(𝑡, 𝑥)] of differential
Eqs. (3) and (25) satisfy the aforementioned conditions (i)–(iii). Additionally, suppose that there exist comparison functions of the problems
3), (4) and (25), (4), (5) in the domain 𝐵1.

Then solutions of these problems satisfy the inequalities
(0.1)[𝑧(𝑡, 𝑥) − 𝑢(𝑡, 𝑥)] ≥ (≤)0,
(𝜅1 .0)[𝑧(𝑡, 𝑥) − 𝑢(𝑡, 𝑥)] ≤ (≥)0, (28)

for all (𝑡, 𝑥) ∈ 𝐷0 and 𝜅1 = 0, 1.

Proof. According to Theorem 2 and Corollary 1, regular solutions of the BVPs (3), (4) and (25), (4), (5) exist and are unique. Thus,
denoting by

(𝜅1 .𝜅2)𝑊 (𝑡, 𝑥) ∶= 𝑧(𝑡, 𝑥) − 𝑢(𝑡, 𝑥),
and applying the Mean Value Theorem [25] we obtain:

𝐿1,2𝑊 (𝑡, 𝑥) =
∑

𝜅1 ,𝜅2

𝑏𝜅1 ,𝜅2 (𝑡, 𝑥)(𝜅1 .𝜅2)𝑊 (𝑡, 𝑥) + 𝑓1[𝑢(𝑡, 𝑥)] − 𝑓 [𝑢(𝑡, 𝑥)],

for 𝜅𝑖 = 0, 1 (𝑖 = 1, 2), 𝜅1+𝜅2 < 2, where 𝑏𝜅1 ,𝜅2 (𝑡, 𝑥) ∶=
𝜕𝑓1[𝑧(𝑡,𝑥)]

𝜕(𝜅1 .𝜅2)𝑧(𝑡,𝑥)
are derivatives for the given values of (𝜅1 .𝜅2)𝑧(𝑡, 𝑥) ∈ 𝐵, (𝑡, 𝑥) ∈ 𝐷0.

It is easy to check that function 𝑊 (𝑡, 𝑥) satisfies homogeneous boundary conditions (4), and that the relation holds:

𝐹 [𝑊 (𝑡, 𝑥)] ∶= 𝑏0,0(𝑡, 𝑥)𝑊 (𝑡, 𝑥) +𝑏1,0(𝑡, 𝑥)(1.0)𝑊 (𝑡, 𝑥) + [𝑏0,1(𝑡, 𝑥) − ((0.1)𝑎1(𝑡, 𝑥) +𝑎1(𝑡, 𝑥)𝑎2(𝑡, 𝑥))](0.1)𝑊 (𝑡, 𝑥) + 𝑓1[𝑢(𝑡, 𝑥)] −𝑓 [𝑢(𝑡, 𝑥)].
In virtue of (26), (27) we conclude that 𝐹 [𝑊 (𝑡, 𝑥)] ∈ 𝐶∗

1 (𝐵) and 𝐹 [𝑊 (𝑡, 𝑥)] ≡ 𝐻[𝐹 [𝑊 (𝑡, 𝑥)]; 0], 𝐹 [0] ≥ (≤) 0. Hence, based on
Corollary 1, inequalities (28) are satisfied, for all (𝑡, 𝑥) ∈ 𝐷0. This finishes the proof. □

Remark 2. To further improve convergence rate of the iterative method (11) one can use ideas from [20] (see p. 228 therein).
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5. Illustrative numerical example

Based on the general problem setting (3), (4), let us demonstrate effectiveness and applicability of our method on a numerical
example of the illustrative nature.

Example. In the space of functions 𝐶∗(𝐷0) with

𝐷0 = (𝑡, 𝑥)|𝑡 ∈ (0, 1), 𝑥 ∈ (0, 1)
find a solution to the PDE

(1.2)𝑢(𝑡, 𝑥) − (1 + 𝑥)−1(1.1)𝑢(𝑡, 𝑥)
= 0.5(1 + 𝑥) [0.2𝑥(1.0)𝑢(𝑡, 𝑥) − 0.4(1 − 𝑡)(0.1)𝑢(𝑡, 𝑥) − 0.5(𝑡 + 𝑥)] , (29)

satisfying homogeneous boundary constraints of the form
𝑢(0, 𝑥) = 0, 𝑥 ∈ [0, 1],

(0.1)𝑢(𝑡, 0) = 0, 𝑢(𝑡, 1) = 0, 𝑡 ∈ [0, 1]. (30)

In this case

𝐹 [𝑢(𝑡, 𝑥)] ≡ 𝐻[𝑢(𝑡, 𝑥); 0]
and

𝐹 [0] = −0.25(𝑡 + 𝑥)(1 + 𝑥) ≤ 0,

and thus, according to Corollary 1, solution of the problem (29), (30) complies with the following (differential) inequalities:

(𝜅1 .𝜅2)𝑢(𝑡, 𝑥) ≤ (≥) 0,
for all 𝜅1 = 0, 1; 𝜅2 = 1 (𝜅2 = 0) 𝜅1 + 𝜅2 ≤ 2.

Let us now take the comparison function 𝑧0(𝑡, 𝑥) being

𝑧0(𝑡, 𝑥) = 0,
then 𝛼0(𝑡, 𝑥) ≥ 0. In virtue of (12), for 𝑝 = 0 we have:

𝑧1(𝑡, 𝑥) = 0.125𝑡[0.5(1 − 𝑥2)(𝑡 + 0.5(1 + 𝑥2)) + 0.33(1 − 𝑥3)(1 + 𝑡)] ≥ 0.

On the next three iteration steps for 𝑝 = 1, 2, 3 we obtain that

𝑧2(𝑡, 𝑥) = − 10−4 ⋅ 0.65105𝑡(𝑥8 − 1) + 0.071430 [−0.0027084𝑡 − 0.0016667𝑡2] (𝑥7 − 1)
+ 0.083335 [0.0014583𝑡2 − 0.0016667𝑡 − 0.0041666𝑡3] (𝑥6 − 1)
+ 0.1 [−0.0041666𝑡3 + 0.011458𝑡2 − 0.0041668𝑡4] (𝑥5 − 1)
+ 0.125 [−0.010417𝑡4 + 0.01875𝑡2 + 0.0083332𝑡3 − 0.24271𝑡] (𝑥4 − 1)
+ 0.16666 [−0.00625𝑡4 + 0.0083332𝑡3 − 0.23958𝑡2 − 0.24271𝑡] (𝑥3 − 1) − 0.0625𝑡2(𝑥2 − 1);

𝑧3(𝑡, 𝑥) =10−4 ⋅
[

−0.15625𝑡6 + 0.38193𝑡5 − 4.0015𝑡4 − 4.4273𝑡3 + 11.033𝑡2] (𝑥5 − 1)
+ 10−3 ⋅ 0.125[−0.069441𝑡6 + 0.019443𝑡5 − 10.106𝑡4 + 8.0973𝑡3 + 17.984𝑡2 − 242.88𝑡](𝑥4 − 1)
+ 10−2 ⋅ 0.16666 [−0.5974𝑡4 + 81.666𝑡3 − 24.011𝑡2 − 24.288𝑡] (𝑥3 − 1) − 0.0625𝑡2(𝑥2 − 1) + (10−5);

𝑧4(𝑡, 𝑥) =10−4 ⋅
[

0, 1522𝑡6 − 0, 37056𝑡5 + 4, 0142𝑡4 + 4, 4094𝑡3 − 11, 043𝑡2] (1 − 𝑥5)
+ 10−2 ⋅ 0, 125[0, 00628𝑡6 − 0, 01811𝑡5 + 1, 0124𝑡4 − 0, 8117𝑡3 − 1, 801𝑡2 + 24, 288𝑡](1 − 𝑥4)
+ 10−2 ⋅ 0, 16666 [0, 59868𝑡4 − 0, 81786𝑡3 + 24, 009𝑡2 + 24, 288𝑡] (1 − 𝑥3) + 0.0625𝑡2(1 − 𝑥2) + (10−5).

One can check that the constructed approximations {𝑧𝑖(𝑡, 𝑥)}, 𝑖 = 0, 4 can be ordered as follows:

𝑧0(𝑡, 𝑥) ≤ 𝑧2(𝑡, 𝑥) ≤ 𝑧4(𝑡, 𝑥) ≤ 𝑢(𝑡, 𝑥) ≤ 𝑧3(𝑡, 𝑥) ≤ 𝑧1(𝑡, 𝑥).

Denoting the approximate solution of the BVP (29), (30) as

�̃�𝑛(𝑡, 𝑥) ∶= 1
2
[𝑧𝑛−1(𝑡, 𝑥) + 𝑧𝑛(𝑡, 𝑥)], 𝑛 = 1, 4,

we depict these functions at every iteration step (see Figs. 1–4).
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Fig. 1. Plots of the distance between two consecutive approximations 𝑧𝑖(𝑡, 𝑥) and 𝑧𝑖+1(𝑡, 𝑥), 𝑖 = 0, 3, with the vertical axis denoting values of the distance function
|𝑧𝑖(𝑡, 𝑥) − 𝑧𝑖+1(𝑡, 𝑥)|.

Fig. 2. (a) – First approximation to the exact solution of the BVP (29), (30) and (b) – its 2D projection with the color bar corresponding to the value of the
function 𝑢1(𝑡, 𝑥) at any point (𝑡, ̃𝑥) within the domain 𝐷0.
10 
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Fig. 3. (a) – Second approximation to the exact solution of the BVP (29), (30) and (b) – its 2D projection with the color bar corresponding to the value of
the function 𝑢2(𝑡, 𝑥) at any point (𝑡, ̃𝑥) within the domain 𝐷0.

Fig. 4. (a) – Third approximation to the exact solution of the BVP (29), (30) and (b) – its 2D projection with the color bar corresponding to the value of the
function 𝑢3(𝑡, 𝑥) at any point (𝑡, ̃𝑥) within the domain 𝐷0.

By fixing 𝑥 = 1
2 and then 𝑡 = 1

2 we also get profiles of all four approximations to the exact solution of the BVP (29), (30), see
Fig. 5.

Note, that the behavior of approximate solutions on Fig. 5 aligns with their plots from Figs. 1–4.
From the error analysis of the computational process we can conclude that already on the fourth iteration step the following

accuracy is reached:

|

|

𝑢(𝑡, 𝑥) − �̃�4(𝑡, 𝑥)|| ≤ |

|

𝑧3(𝑡, 𝑥) − 𝑧4(𝑡, 𝑥)|| ≤ 6 ⋅ 10−6.

Moreover, convergence behavior of the constructed approximations can also be traced using the plotting tool of Maple 2024,
where we have compared the neighboring functions of the sequence {𝑧 (𝑡, 𝑥)} for 𝑛 = 0, 4 (see Fig. 6).
𝑛
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Fig. 5. (a) – Fourth approximation to the exact solution of the BVP (29), (30) and (b) – its 2D projection with the color bar corresponding to the value of
the function 𝑢4(𝑡, 𝑥) at any point (𝑡, ̃𝑥) within the domain 𝐷0.

Fig. 6. (a) – Four approximations to the exact solution of the BVP (29), (30) for 𝑡 = 1
2
; (b) – Four approximations to the exact solution of the BVP (29), (30)

for 𝑥 = 1
2
.
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Analogically to Fig. 5, we plot 2d profiles of the differences |𝑧𝑖(𝑡, 𝑥) − 𝑧𝑖+1(𝑡, 𝑥)| when fixing 𝑡 = 1
2 and then 𝑥 = 1

2 . Comparison
of these graphs is given on Fig. 7.

Fig. 7. Comparison analysis of the distance functions |𝑧𝑖(𝑡, 𝑥) − 𝑧𝑖+1(𝑡, 𝑥)| for 𝑡 = 0, 3.

All these facts prove convenience of application of the studied method for approximation of solutions to nonlinear BVPs for
hyperbolic PDEs due to its simplicity and high speed of convergence.

Acknowledgments

Authors are grateful to the reviewers for their valuable comments that helped to improve the paper.

Data availability

No data was used for the research described in the article.

References

[1] A.E. Agah, P. Meire, E.D. Deckere, Mathematical models of water and solute transport in soil, J. Appl. Solut. Chem. Model. 6 (3) (2017) 98–104,
http://dx.doi.org/10.6000/1929-5030.2017.06.03.2.

[2] A.F. Chudnovski, Thermal Physics of Soils, Nauka, Moskow, 1976.
[3] T.V. Kutya, V.A. Gerus, P.M. Martynyuk, Modeling of the moisture transfer in soils with regard for thermal and chemical factors, J. Math. Sci. 240 (2019)

208–219, http://dx.doi.org/10.1007/s10958-019-04348-0.
[4] E. Mwakilama, V. Magagula, D. Gathungu, A novel multivariate spectral local quasilinearization method (MV-SLQLM) for modelling flow, moisture, heat,

and solute transport in soil, J. Appl. Math. 2023 (2023) 1–32, http://dx.doi.org/10.1155/2023/7104852, 7104852.
[5] V. Novak, H. Hlavacikova, Modelling of water flow and solute transport in soil, in: Applied Soil Hydrology, in: Theory and Applications of Transport in

Porous Media, 32, Springer, Cham, 2019.
[6] N. Su, Fractional Calculus for Hydrology, Soil Science and Geomechanics: An Introduction to Applications, CRC Press, 2020.
[7] D. Illiano, S. Pop, F. Radu, Iterative schemes for surfactant transport in porous media, Comput. Geosci. 25 (2) (2021) 805–822.
[8] C.J. van Duijn, K. Mitra, S. Pop, Travelling wave solutions for the richards equation incorporating non-equilibrium effects in the capillarity pressure,

Nonlinear Anal. — Real World Appl. 41 (2018) 232–268.
[9] T.T.P. Hoang, S.I. Pop, Iterative methods with nonconforming time grids for nonlinear flow problems in porous media, Acta Math. Vietnam. 48 (2023)

29–49, http://dx.doi.org/10.1007/s40306-022-00486-x.
[10] A.M. Nakhushev, Boundary value problems for weighted integro-differential equations of the hyperbolic type and some of their applications to the prediction

of the soil moisture, Differ. Equ. 15 (1) (1979) 96–105, in Russian.
[11] M. Kh. Shkhanukov, On some problems for the third order equations arrising in modeling of the filtering of liquids in porous media, Differ. Equ. 18 (4)

(1982) 689–699, in Russian.
[12] V.A. Vodakhova, Boundary value problem with nonlocal nakhushev condition for one pseudo- parabolic equation of the moisture transfer, Differ. Equ. 18

(2) (1982) 280–285, in Russian.
[13] V.O. Bogaienko, et al., Identification of fractional water transport model with 𝜓-Caputo derivatives using particle swarm optimization algorithm, Appl.

Math. Comput. 390 (2021) 125665, 1–12, MR4155247.
[14] B. Cockburn, et al., Advanced Numerical Approximation of Nonlinear Hyperbolic Equations, Springer, 1998.
[15] R.J. LeVeque, Finite Volume Methods for Hyperbolic Problems, Cambridge University Press, Cambridge, 2002.
[16] F. Ureña, et al., Solving second order non-linear hyperbolic PDEs using generalized finite difference method (GFDM), J. Comput. Appl. Math. 363 (2020)

1–21, http://dx.doi.org/10.1016/j.cam.2019.05.028.
[17] E.E. Bukzhaev, On construction of the upper and lower solutions using the Nagumo method, Differ. Equ. 40 (6) (2004) 723–730.
13 

http://dx.doi.org/10.6000/1929-5030.2017.06.03.2
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb2
http://dx.doi.org/10.1007/s10958-019-04348-0
http://dx.doi.org/10.1155/2023/7104852
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb5
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb5
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb5
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb6
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb7
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb8
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb8
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb8
http://dx.doi.org/10.1007/s40306-022-00486-x
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb10
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb10
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb10
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb11
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb11
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb11
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb12
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb12
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb12
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb13
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb13
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb13
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb14
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb15
http://dx.doi.org/10.1016/j.cam.2019.05.028
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb17


V. Marynets et al. Journal of Computational and Applied Mathematics 465 (2025) 116597 
[18] A. Cabada, P. Habets, S. Lois, Monotone method of the Neumann problem with lower and upper solutions in the reverse order, Appl. Math. Comput. 117
(2001) 1–14.

[19] M.A. Krasnoselskii others, Approximate Solution of the Operator Equations, Nauka, Moskow, 1969, in Russian.
[20] V.V. Marynets, K.V. Marynets, O.Y. Pytjovka, Analytical Methods of the Boundary–Value Problem Investigation, Uzhhorod, Goverla, 2019, in Ukrainian.
[21] C. Coster, P. Habets, Upper and lower solutions in the theory of ODE boundary value problems: classical and recent results, in: Non-Linear Analysis and

Boundary Value Problems for Ordinary Differential Equations, Springer, Vienna, 1996.
[22] V. Marynets, K. Marynets, On Goursat-Darboux boundary-value problem for systems of non-linear differential equations of hyperbolic type, Miskolc Math.

Notes 14 (3) (2013) 1009–1020, http://dx.doi.org/10.18514/MMN.2013.825.
[23] L. Simon, Application of monotone type operators to parabolic and functional parabolic PDEs, in: Handbook of Differential Equations: Evolutionary

Equations, Elsevier, North Holland, Amsterdam, IV, 2008.
[24] V. Marynets, K. Marynets, O. Kohutych, On a novel approach for the investigation and approximation of solutions to the systems of higher order nonlinear

PDEs, Monatschefte Math. (2022) http://dx.doi.org/10.1007/s00605-022-01771-5.
[25] W. Rudin, Principles of Mathematical Analysis, 3rd Edition, McGraw-Hill, New York, 1976.
[26] V. Marynets, K. Marynets, O. Kohutych, Study of the boundary value problems for nonlinear wave equations in domains with complex structure of the

boundary and prehistory, MPDI Math. SI: Adv. Methods Comput. Math. Phys. 9 (16) (2021) 1888, http://dx.doi.org/10.3390/math9161888.
14 

http://refhub.elsevier.com/S0377-0427(25)00112-8/sb18
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb18
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb18
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb19
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb20
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb21
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb21
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb21
http://dx.doi.org/10.18514/MMN.2013.825
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb23
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb23
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb23
http://dx.doi.org/10.1007/s00605-022-01771-5
http://refhub.elsevier.com/S0377-0427(25)00112-8/sb25
http://dx.doi.org/10.3390/math9161888

	Boundary value problems modeling moisture transport in soils
	Introduction
	Problem setting and auxiliary statements
	Alternating sub- and supersolutions method
	Main results
	Comparison functions for the nonlocal BVP eq:3, eq:4
	Convergence of the functional sequences eq:11
	Comparison theorem

	Illustrative numerical example
	Acknowledgments
	Data availability
	References


