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Abstract

This study explores the flowfield around a pusher propeller-wing configuration using Lagrangian
Particle Tracking (LPT). It assesses LPT’s capability to characterise propeller-wing interac-
tions, emphasising its ability to resolve complex flow dynamics.

The experiment successfully achieves high particle concentrations downstream of the propeller,
with propeller rotation enhancing the uniformity of the particle distribution. Velocity mea-
surements are precise and feature low uncertainty, and vortex dynamics shed by the propeller
are effectively resolved.

Furthermore, the study confirms LPT’s robustness in characterising wing-propeller flow char-
acteristics, particularly in thrust and torque calculations, highlighting its non-invasive nature
for performance measurements.

The investigation reveals how the wing influences the slipstream’s vortex structure and iden-
tifies the pylon’s effects. The method captures the propeller-induced effects on the wing,
providing insights into upwash, downwash, and angle of attack variations.

In conclusion, this research demonstrates the utility of LPT in comprehensively characterising
propeller-wing interactions, offering valuable insights for aviation and propeller innovations.
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1
Introduction

If global aviation were a country, it would rank among the top ten greenhouse gas emitters
[1]—the reason why there is a need to find more environmentally friendly solutions for this
sector. As part of the European initiative to achieve climate neutrality by 2050, a mid-term
goal has been set to reduce greenhouse gas emissions by 55% by 2030 with respect to the
1990 emissions [1]. Although only a small portion of the emissions is produced by it currently
(5.2% in 2019 in Europe[2]), it is promised to keep growing steadily, directly affecting the avi-
ation industry. To comply with these requirements, newer technologies are being investigated.
Among the alternatives, the two most important for this research are electric propulsion and
enhancing aerodynamic efficiency to reduce drag.

Although propellers have been around since the beginning of aviation, propeller propulsion
interest had a decay with the invention of the jet engine. Nevertheless, it is currently a main
research area as part of sustainability goals. Due to the higher efficiencies that propeller-based
propulsion has at low to medium speeds compared to jet engines, it presents a great potential
to reduce emissions for short-haul and regional flights. New propeller configurations are being
tested, such as tail-mounted propellers and tip-mounted propellers [3][4]. However, to better
understand aircraft behaviour with propeller propulsion, it is important to have insight into
propeller performance at a certain configuration and wing-propeller interaction.

So far, computational methods have been the main resource to reconstruct a flowfield around
a propeller fully. These methods provide a great spatial resolution and give a general idea of
how the flow will behave, but results must be validated with some experimental data. On the
other hand, experimental methods to measure velocities, such as Hot Wire Anemometry or
Laser Doppler Velocimetry, only offer point-like spatial resolution, which makes reconstruction
of the flowfield a tedious process. Moreover, load cells and balances must be used to measure
propeller performance. This is not only a tedious process, but it increases the costs involved
in manufacturing a wind-tunnel model. With the introduction of Particle Image Velocimetry
(PIV), the ability to reconstruct velocity flowfields experimentally improved, being able to re-
solve velocities in a plane at high spatial resolution.

More recently, the introduction of large-scale PIV using Helium Filled Soap Bubbles (HFSB)
[5] and Lagrangian Particle Tracking (LPT) with methods such as the Shake-The-Box method
[6], opens the possibility to reconstruct larger flow fields around complex objects fully. So
far, these methods have been tested reconstructing large flow fields around objects such as a
full-size cyclist [7] and a hinged folding wingtip [8]. Moreover, it has been proven that object
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forces can be extracted based on PIV measurements and a control volume approach based
on conservation of momentum[9] [10]. However, the potential use of this technique around
propeller flow is yet to be tested, which is the main drive of this research. The specific research
questions and objectives will be further discussed later in this chapter.

As part of the initiative to reduce emissions, the Delft University of Technology is aiming to
perform research on a Cessna Skymaster 337 flying testbed (see Figure 1.1). This aircraft has a
unique configuration of two inline propellers, which create a particular flow between the push-
ing propeller and the horizontal tailplane. Moreover, it has the opportunity to be converted
to electric, as has been demonstrated by Ampaire [11] and Voltaero [12]. Additionally, the
unique configuration of propellers causes the aircraft to behave in a particular way. All of the
above make the aircraft an ideal testbed for several areas of investigation.

Figure 1.1: Cessna 337D Skymaster. Recovered from Herzog [13].

The main objective of this research is to reconstruct the flow field around a pusher propeller-
wing configuration that resembles a 1:10 scaled-down version of the horizontal tailplane and
pusher propeller of the Cessna 337 Skymaster. The reconstruction is proposed to employ La-
grangian Particle Tracking in a wind tunnel environment. The research aims to give a first
impression of the method’s capabilities at a smaller scale, to be later carried in the full-size
aircraft.

With this objective in mind, the following research questions are posed. Two main questions
are formulated with several sub-questions that are to be answered through an experimental
campaign around the aforementioned scaled-down model:
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Q I. To what extent can the Lagrangian Particle Tracking method charac-
terise a propeller-wing interaction flow?
Q I.i. What particle concentration can be achieved after the propeller?
Q I.ii. What is the velocity resolution achieved for a wing-propeller configuration?
Q I.iii. Can the vortex dynamics shed by the propeller be resolved?

Q II. How robust is the method to characterise wing-propeller flow charac-
teristics?
Q II.i. How accurate is load determination through the control volume approach based

on LPT method, compared to other methods?
Q II.ii. Can the wing’s induced effects be observed on the vortex structure through the

LPT measurements?
Q II.iii. Can the propeller’s induced effects on the wing be observed through the LPT

measurements?

The structure of the report is as follows. First, a literature study on propeller flow charac-
teristics and wing propeller interaction will be reviewed in chapter 2. Second, the working
principles of Particle Image Velocimetry and all the subsequent methods used in this research
will be addressed in chapter 3. Third, the methodology and experimental setup will be ex-
plained in chapter 4. Fourth, the results from the experimental campaign will be presented
and discussed in chapter 5. Finally, the research conclusions and further recommendations for
future work will be discussed in chapter 6.
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Propeller Aerodynamics & Vortex

Breakdown

Propellers have been in aviation since the Wright Brothers took off in 1903 with the first flight.
To this date, propellers remain relevant as propulsion devices due to certain advantages over
jet engines. In this chapter, an overview of propeller aerodynamics will be discussed. Starting
with the working principle of an isolated propeller in section 2.1. Followed by the general
characteristics of the propeller slipstream, including the basics of the actuator disc theory in
section 2.2. The fuselage-propeller and wing-propeller interaction effects will be reviewed in
section 2.3. Finally, section 2.4 will give an insight into vortex breakdown.

2.1. Working principle of isolated propeller

A propeller is a device capable of converting power from a driving engine to the fluid surround-
ing it by producing an axial force. As a reaction, thrust is produced in the desired direction,
and propulsion is achieved. The consequence of this energy transition on the fluid is an ac-
celeration behind the propeller and vortices created at the tips and roots of the blades. Both
factors will greatly influence any surface located downstream of the propeller.

In this case, propeller design is outside the project’s scope, so design characteristics such as
the chord, angle of attack (AoA) and twist angle distribution of the blade will not be looked
upon in detail. The general performance of the propeller is of greater interest; for such, specific
parameters can be varied in the operating environment. The main parameters are listed below
in Table 2.1.

Table 2.1: Operating parameters of propeller

Parameter Symbol Units
Rotational velocity n rps
Flow velocity u0 m/s
Diameter of the propeller D m
Air Density ρ kg/m3

Pitch angle β ◦

Thrust T N
Torque Q Nm
Power P W

4



2.2. Isolated propeller slipstream characteristics 5

Using these variables, a dimensional analysis can be done to obtain certain parameters com-
monly used to compare the performance between propellers. These are the thrust coefficient,
power coefficient and torque coefficient, displayed in equations 2.1, 2.2 and 2.3 respectively[14].

CT =
T

ρn2D4
(2.1) CP =

P

ρn3D5
(2.2) CQ =

Q

ρn2D5
(2.3)

In addition to these three parameters, the advance ratio is commonly used to characterise and
compare propellers. The advance ratio represents the distance travelled by the propeller in
one revolution, non-dimensionalised by the propeller diameter. The expression for the advance
ratio is presented in Equation 2.4.

J =
u0
nD

(2.4)

Finally, the propeller’s efficiency can be calculated as the ratio between the propulsive power
produced by the propeller and the power received from the engine, arriving at an expression
dependent on the increase in velocity of the fluid induced by the propeller (∆V ): Equation 2.5
[4]. From this expression, it can be noted that the efficiency can be increased by raising the
velocity variation induced by the propeller, which also increases the mass ratio.

ηp =
2

2 +∆V /u0
(2.5)

2.2. Isolated propeller slipstream characteristics

2.2.1. Actuator disc theory

A simple yet very useful approach to model a propeller is the actuator disc theory. In this
theory, the propeller is modelled as an infinitely thin disc that generates a pressure jump in
the flow. This model is a simple way to explain the acceleration of fluid at the slipstream of
the propeller. For this model the following assumptions are made [15]:

• There is no rotation imparted to the flow.
• Thrust is uniformly distributed across the disc.
• Flow is incompressible.
• There is no work imparted to the fluid outside the propeller streamtube (has constant

stagnation pressure)
• The pressure far in front and far behind the disc matches the ambient pressure.

Figure 2.1 gives a graphical representation of the actuator disc model. Applying conservation
of momentum on the control volume, the force (in this case propeller thrust) can be calculated
as it is the only acting force on the fluid:

Ff =

∫∫
S
(ρV · n)VdS (2.6)

Since it is known that the pressure everywhere on the control volume is balanced, then the
only force acting is due to change in momentum flux across the boundaries. Thus the thrust
can be calculated as the change in momentum flux between the boundaries:

T = ṁ(ue − u0) (2.7)
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Where ue is the exit velocity from the streamtube, u0 is the flow velocity and ṁ is the mass
flux through the disc. With the power defined as the force kinetic energy imparted to the flow:

P = ṁ ∗
(
u2e
2

− u20
2

)
(2.8)

Figure 2.1: Actuator disc theory representation for propeller [15].

By combining equations 2.8 and 2.7 one arrives to a new expression for the power:

P =
1

2
T (ue + u0) (2.9)

Since viscous effects are neglected the power on the fluid is equal to the work done by the
propeller:

P = T ∗ ub (2.10)

With ub the velocity at the actuator disc. Taking equation 2.10 and 2.9, it is possible to see
that the velocity at the disc is equal to the average between the ones far upstream and far
downstream:

ub =
1

2
(ue + u0) (2.11)

It is possible to represent the velocities at the disc and at the exit as the inlet velocity plus an
induced velocity:

ub = u0 + u′b (2.12)

ue = u0 + u′e (2.13)

With u′b and u′e the induced velocities at the actuator plane and far downstream respectively.
Taking the definition of ub from Equation 2.11 and equations 2.12 and 2.13 leads to:

u′e = 2u′b (2.14)
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Which means that the induced velocity far downstream of the actuator disc corresponds to
double the one induced at the actuator disc.

Since the ideal power needed to make the disc proceed through the air at a constant speed u0
is Pi = T ∗ u0. The efficiency can be expressed as:

η =
Pi

P
=

1

1 +
u′
b

u0

(2.15)

The thrust at the actuator is due to the pressure difference and as such can be expressed as:

T = ∆p ∗A (2.16)

With ∆p and A the pressure jump and the area of the disc respectively. Since the flow is
incompressible it is possible to apply Bernoulli’s equation in front and behind of the disc.
That leads to:

p0 +
1

2
ρu20 = p+

1

2
ρu2b

pe +
1

2
ρu2e = p+∆p+

1

2
ρu2b

(2.17)

Which means can be used to calculate the pressure jump as:

∆p =
1

2
ρ
(
u2e − u20

)
(2.18)

Which can be replaced in Equation 2.16 to obtain the following expression for the thrust.

F = 2ρAu′b
(
u0 + u′b

)
=

1

2
ρAu20

[
4
u′b
u0

(
1 +

u′b
u0

)]
(2.19)

Then it is possible to introduce the non-dimensional thrust coefficient as a function of the
induced velocity:

CT =
F/A
1
2ρu

2
0

= 4
u′b
u0

(
1 +

u′b
u0

)
(2.20)

In the same way it is possible to introduce a power coefficient for the actuator disc theory:

CP =
P

1
2ρAu

3
0

= CT

(
1 +

u′b
u0

)
=

1

2
CT

(
1 +

√
1 + CT

)
(2.21)

Using the actuator disc model gives an axial velocity and pressure distribution in the stream-
tube as depicted in Figure 2.2.
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Figure 2.2: Actuator disc theory velocity profile and pressure distribution along the stream-
tube [16].

2.2.2. Propeller slipstream characteristics

A propeller creates a helical vortex system in its slipstream comprised of a root vortex and blade
vortices that roll up into a helical structure. This creates substantial self-induced velocity gra-
dients on the propeller. The general characteristics of the slipstream can be seen in Figure 2.3.
Some general characteristics of the propeller slipstream will be explained independently, as
explained by Veldhuis [17] in the following subsections.

Figure 2.3: Helical vortex system of propeller slipstream [17].

Axial velocity profile
Propeller loads are not evenly distributed along the blade’s span, creating a gradient of axial
velocity behind the blade. A maximum axial velocity value is usually found at around 3

4R of
the blade and low velocity close to the root. The typical axial velocity profile is depicted in
Figure 2.4 along with the tangential velocity profile, static and total pressure directly behind
the blade.
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Figure 2.4: Typical distribution of axial and tangential velocity profile and static and total
pressure directly behind, a 6-bladed lightly loaded propeller. BEM Analysis [17].

Swirl velocity profile
The bound vortices induce only tangential velocity (often called “swirl velocity”) on the slip-
stream but no axial velocity. This effect can be explained by taking a simple model of infinite
number of blades, as it is considered in the actuator disc model. The axial velocity induced
at a point by the bound vortex is opposite and has the same magnitude as the one induced
by the blade opposite to that point. Such that they cancel each other out, and the induced
velocity is zero. The tangential velocity, however, is induced in the same direction by every
blade, which creates a tangential velocity in the slipstream in the direction of the propeller
rotation. This can be better understood when looking at Figure 2.5, where the induced axial
velocities induced at point P by the blades OS and OR (that are evenly spaced from OQ) have
the exact same magnitude but opposite direction. However, the induced tangential velocities
by the bound vortices go in the same direction.

Figure 2.5: Axial and tangential velocities induced by the propeller bound vortices on the
slipstream[17].

Different from the axial velocity profile with the same shape for different advance ratios, the
tangential velocity profile behind the blade can vary greatly depending on the load condition
of the propeller. Additionally, the swirl angle as defined in Equation 2.22 will vary in the axial
direction. All this will affect the effective angle of attack of the wing behind depending on the
latter’s distance from the propeller’s plane. The change in the angle of attack occurs because
although the swirl velocity stays constant in the axial direction, due to induced velocities of
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both free and bound vortices, the induced axial velocity increases along the axial direction.

θsw = tan−1 (uθ/uax) (2.22)

Vorticity
The flow is often treated as a steady flow, so the vorticity originally confined is spread over the
entire slipstream domain. However, to characterise unsteady loads on the trailing wing behind
a propeller, the time-dependent position of the vortex sheets needs to be determined. This is
due to the dependency of the vorticity on the blade loading and position in time.

Each blade will produce its own vortex sheet with different strengths and distribution. A high
vorticity value is usually found at the tip region where the loading gradients are the highest.
An important remark is that the vorticity distribution is axis-symmetrical in the x-vorticity
around the propeller but not in the y and z-vorticity components.

2.3. Propeller interaction

Two main interactions will be evaluated in this section. Firstly, the effect of the fuselage on
the propeller performance will be studied. Secondly, the interaction of the horizontal tail plane
with the propeller slipstream will be discussed, as well as its similarities to a wing-mounted
propeller.

An isolated propeller is a useful concept for studying propeller performance, but it is rarely
encountered on airframes. Propellers will almost always encounter certain interactions with
the airframe or engine that will affect how the propeller performs by creating an adverser in-
flow condition. Hence, understanding how the propeller behaves with certain non-uniform flow
conditions becomes of interest. Some typical cases encountered in general aviation aircraft are
depicted by van Arnhem et al. [18] in Figure 2.6.

For this study, the relevant cases are the wing-mounted propeller and the fuselage-mounted
pusher propeller. Fuselage-propeller interaction will be discussed in subsection 2.3.1, and wing-
propeller interaction will be discussed in subsection 2.3.2.
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Figure 2.6: Typical cases of propeller non-uniform flow [18].

2.3.1. Fuselage-Propeller Interaction

Although at first sight, the presence of the fuselage could appear negative for the propeller’s
performance, studies performed in the aerodynamics of a Cessna Skymaster by Thompson [19]
show that the effect is the opposite. Single-engine climb and flight performance are superior
with the rear propeller than with the front one. Thompson attributes this increased perfor-
mance to three main factors. Firstly, when looking at the momentum theory of a propeller,
it can be seen that a slower inflow velocity will create more thrust, which is the case for the
pusher propeller. Secondly, the rear propeller’s slipstream is almost clear of any surface, which
is explained when looking at a Blade Element Analysis method. When decreasing the axial
velocity the inflow angle defined as ϕ = arctan( u0

2π∗R) with R and u0 the radius of the propeller
and the flow velocity respectively, decreases. Which in fact increases the angle of attack that
the blade experiences, calculated as α = β − ϕ with β the pitch angle. The increase in thrust
happens considering that the pitch of the propeller is the same as for the front one. Thirdly,
the rear propeller tends to make the flow stay closer to the surface on the blunt part of the aft
end of the fuselage (see Figure 2.7), thus avoiding flow separation and reducing the fuselage
drag. These effects were also studied for pusher configurations by Campbell and Hollingworth
[20], later confirmed with more modern geometries present on uncrewed aircraft by Figat and
Piątkowska [21].
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Figure 2.7: One engine climb flow on Cessna Skymaster[19].

2.3.2. Wing-propeller interaction

The vortex system created by the propeller will have a great effect on the wing located behind it.
Garmann and Visbal [22] studied the interaction between a tip vortex and a NACA0012 wing
at α = 8◦, which could be assimilated to the propeller wing condition. The vortex interacting
with the wing affects the pressure distribution on the surface, which creates a response on the
boundary layer. There, despite experiencing an increased effective angle of attack due to the
upwash on one side of the vortex, the extent of the separation bubble is reduced. This counter-
intuitive response from the boundary layer is a response of earlier transition that promotes
reattachment of the laminar separation. On the other side of the vortex, the wing experiences
a downwash; here, the flow remains laminar and attached for a longer streamwise distance
than in the baseline case without the vortex (Figure 2.8). The effect of the separation can
also be seen on the pressure side of the airfoil, on the side that is generating upwash where
separation is only visible in the regions away from the vortex. This is compared to the baseline
case, where separation is seen at the wing’s trailing edge throughout the span.

On the other hand, the effect of the wing on the vortex is a spiral breakdown ahead of the
wing. Additionally, the flow decelerates and reverses just upstream of the wing at x/c = −0.35.
Consequently, there is a slight expansion of the vortex core in the iso-surface time-averaged
total pressure. The vortex evolves to a winding structure for the spiral type breakdown [22].
Vortex breakdown will be further discussed later in this chapter.
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Figure 2.8: Surface streamlines of NACA0012 wing at α = 8◦[22].

As previously mentioned, the axial position of the wing with respect to the propeller will affect
how it performs, which makes it an important factor. Typical position values are shown in
Table 2.2 as stated by [17]. The coordinate axis for reference is presented in Figure 2.9.

Table 2.2: Typical values of propeller position relative to the wings leading edge[17].

Value Typical Value
xp/R 0.81 ↔ 1.56
zp/R −0.25 ↔ 0.42

Figure 2.9: Propeller Coordinate System [17].

On a standard wing-mounted propeller configuration, the wing significantly affects the loads
of the propeller blade, impacting the effective angle of attack experienced by the blade, which
varies when the blade is going up or down. However, this effect is highly influenced by the
wing’s angle of attack, creating an induced velocity upstream of the airfoil. This consequence
has a more significant effect on cambered airfoils than on symmetrical airfoils..
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Furthermore, the effect that the propeller slipstream has on the wing is far more significant
than its counterpart. The effects experienced will be greater when the propeller is highly
loaded and at a high wing angle of attack. The induced velocity and pressure jumps men-
tioned above affect the wing’s lift. The swirl velocity will have a different direction on each
side of the propeller. With this effect, the upgoing blade will create an upwash on the wing,
and the downgoing blade will create a downwash on it, directly affecting the effective angle of
attack perceived by the wing. As the effective lift coefficient produced by the wing is affected
by the swirl, the whole load distribution of the wing is changed.

Contrary to the swirl-induced velocity, the axial velocity has an axisymmetrical distribution
around the propeller axis. This distribution affects the local loading of the wing by generating
a higher effective velocity. The extent of this effect is highly related to the vertical position
of the propeller to the wing. For a wing producing positive lift, the distribution considering
the propeller’s slipstream follows that depicted in Figure 2.10. It is important to note how the
distribution also changes for the regions that are not directly inside the propeller’s slipstream
(W-I and W-IV); this is attributed to the change in inflow conditions to the wing [17].

Figure 2.10: Wing lift distribution affected by the induced axial and tangential velocity from
the propeller[17].

As a consequence of the induced effective angle of attack by the propeller, there is a reduction
in drag in that region of the wing. The reduction happens to both the up-going blade and
the down-going blade. In both cases, the resultant vector is shifted to the direction of the
flight, which creates a negative drag on the flight direction. This effect can be interpreted as
a reduction of swirl losses and an improvement in propeller performance. The wing acts as a
stator vane that reduces the swirl velocity and is often mentioned as swirl recovery [23].
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2.4. Vortex Breakdown

Vortex breakdown can be defined as “an abrupt change in the structure of the core of a
swirling flow” [24]. Before breakdown, the vortex is organised in a nearly cylindrical stable
structure with well-defined velocity distributions [25]. This structure rapidly expands into a
highly fluctuating structure in which the swirling and longitudinal velocities are reduced in
the core. This phenomenon can be observed in Figure 2.11, where the white smoke displays
vortex breakdown on an F/A-18 test.

Figure 2.11: F/A-18 smoke and tuft visualisation. NASA Dryden photo EC89-0096-206.

The circumstances for vortex breakdown to occur have been well identified and can be directly
linked to the swirl and axial velocity of the vortex. More specifically to the ratio between
these two values vt/va and the swirl angle as previously defined in Equation 2.22[25]. The
critical value of the ratio cannot exceed around 1.3, corresponding to a swirl angle around 50◦
[26]. This corresponds to an increase in the swirling velocity compared to the axial velocity.
A pressure gradient will have a great impact on vortex breakdown. When an adverse pressure
gradient is experienced, the longitudinal velocity could decrease to a point where the ratio
surpasses the critical value, and the breakdown occurs. In the same way, a favourable pressure
gradient will promote the vortex stability and, in some cases, even create the reformation of
the vortex after breakdown [25] [27]. These conditions, however, as stated by Delery [26], do
not dictate how and when the breakdown will occur, as it will also depend greatly on the
history of the vortex before entering the breakdown. Although, they do give a general idea of
the conditions for breakdown. As shown in Figure 2.12, the pressure gradient experienced by
the vortex will change the limit ratio of the swirl and axial velocity for breakdown to occur.

To a certain extent, the breakdown relates to the Reynolds number as shown by Delery [26].
As at low Reynolds number the vortex core tends to become more stable and needs a higher
swirl number for breakdown. However, the breakdown becomes insensitive to the Reynolds
number after Re > 200. Although, it does play a key role in the formation of the vortex before
it enters the region of adverse pressure. Together with turbulence it will change the shape of
the velocity distribution of the vortex.
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Figure 2.12: Effect of pressure gradient on breakdown limit [26].

It is a matter of debate how many types of vortex breakdowns there are. However, Sarpkaya
[28] divides them it into three main ones displayed in Figure 2.13. The top one is a double
helix, which occurs at low swirl velocities, in which the central dye filament at the core of
the vortex shears into a tape that breaks into turbulence after several revolutions in a helix
form. The middle one is the spiral breakdown, found at higher swirl velocities; the dye filament
starts to spin around the axis of the core and eventually breaks. This type of breakdown is
commonly seen on delta wings. The bottom one is the bubble-type breakdown, found at even
higher swirling velocities. In this one, a closed bubble forms axis-symmetrically around the
core axis, with the central filament spreading around the stagnation point[29].

Figure 2.13: Vortex breakdown types. Flow direction from left to right. Double Helix (top,
θsw = 38◦)dsa, spiral (middle, θsw = 40◦) and bubble (bottom, θsw = 50◦)[28].



3
Particle Image Velocimetry

This chapter will discuss the flow visualization technique Particle Image Velocimetry (PIV).
Starting with the working principle in section 3.1, followed by the working principle of Tomo-
graphic PIV in section 3.2 and Large Scale PIV in section 3.3. An overview of how Lagrangian
Particle Tracking works, including the Shake the Box method, will be done in section 3.4. Fi-
nally, data interpolation methods used after the Shake the Box will be discussed in section 3.5.

3.1. Working principle

PIV is a flow measurement technique that gathers quantitative data on flow velocities based
on tracer particle displacements. The particles that have neutral buoyancy and follow the flow
with a low time response have the capacity to scatter light. These particles are illuminated
homogeneously with a laser shaped to a plane via lens and mirrors. Through a camera, the
tracer particles can be pictured in two moments: t and t+∆t. Having the two images and the
time between these two, the flow velocity can be computed. For reference, the typical setup
for planar PIV is displayed in Figure 3.1.

Figure 3.1: Planar PIV standard setup [30].

17
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After acquiring the necessary images, they are divided into smaller domains called interroga-
tion windows. These interrogation windows at time t are cross-correlated with those at t+∆t,
creating a cross-correlation map that will present a peak at the location corresponding to the
average displacement of the particles in the window. Since this peak can only be found at an
exact pixel location by this method, a Gaussian interpolation is usually performed on the map
to get sub-pixel accuracy. After the displacement is calculated, the velocity of the particles
can be calculated considering the value ∆t and the magnification factor M . This magnification
factor is calculated as the ratio between the sensor size and the object size, which is propor-
tional to the distance between the lens and the sensor over the distance between the lens and
the object. When only one camera is used, the value of only the two components of velocity
parallel to the laser sheet plane can be calculated. In order to obtain the third component, a
second camera placed at an angle with respect to the first one must be used. In this sense,
the information coming from two different views will enable calculating the velocity in the
direction perpendicular to the laser sheet. This technique is called Stereoscopic PIV.

PIV has the advantage over other measuring techniques of being non-intrusive in the flow and
having a great spatial resolution, capturing the velocity of the entire flow field. However, these
advantages come at the cost of a lengthy setup process. In addition to the fact that the flow
is not being measured itself, but the particles in the flow are what is being measured.

The basic principles of PIV for a planar 2- or 3-component measurement were discussed above
without significant detail. An example of a planar PIV measurement of a NACA 0012 airfoil
can be seen in Figure 3.2. However, that is the basic working principle for all the more advanced
techniques used currently. More detailed information will be presented in the following sections
for these techniques.

(a) Acquired flow field image. (b) Instantaneous velocity field after
processing.

Figure 3.2: Planar PIV of a NACA 0012 wing at α = 5◦ and u0 = 8m/s [31].

3.2. Tomographic PIV

With planar PIV, velocity components can be successfully obtained in three directions when
doing stereoscopic PIV. However, this technique only allows one to get the field of a single
plane. In order to obtain a 3D or 4D (3D time-resolved) measurement, tomographic PIV
(tomo-PIV) introduced by Elsinga et al. [32] has to be employed.
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The working principle of tomo-PIV is very similar to planar PIV, adding a few extra elements
that allow for the 3D flow visualization. As a starter, the measurement region is no longer a
thin laser plane but a volume. Usually, this volume has a thickness of about one-quarter of
the length or width of the field of view [33]. In addition to this, several cameras are used to
capture the particle from different viewing directions. The fact that the volume now presents
a depth also means that the focal depth of the system has to be more extensive to capture
particles in all the illuminated volume. A calibration procedure has to be followed before the
images are taken in order for the system to correlate the image and object space. Calibration
is done using a plate that contains several markers located at different depths. In addition to
the physical calibration, a digital self-calibration is performed to reduce calibration errors to
below 0.1 pixels. Finally, the images of each camera are analyzed by three-dimensional cross-
correlation to obtain the flow field. The standard setup and working principle of tomo-PIV
are presented in Figure 3.3.

Figure 3.3: Tomographic PIV setup[32].

Volume illumination is most commonly done with laser illumination, just as in planar PIV.
Their high pulse energy, short pulse duration, and beam collimation make them a great light
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source for tomo-PIV. However, the light intensity necessary to capture the scattering light of
the particles increases with the thickness of the measuring volume. This is one of the main
limiting factors of tomo-PIV regarding large volumes. The illuminated volume has to be con-
strained carefully as any light outside the domain will be accounted for in the reconstruction
and will increase the noise measurements.

The focal depth in tomo-PIV must be larger or equal to the illuminated area to focus all
particles. This focal depth is obtained using diffraction optics as expressed in Equation 3.1
[30].

δz = 4.88 · λ · f2
#

(
1 +

1

M

)2

(3.1)

Where λ is the wavelength of light, f# is the numerical aperture of the lens and M is the
magnification factor.

The cameras are placed in a non-colinear arrangement, such as the cross-like and linear config-
uration depicted in Figure 3.4. In practice, two cameras are considered non-colinear when the
angle between them θ ≫ (dP /M) /∆Z, where dτ is the particle diameter, M the magnification
factor, and ∆z the depth of the measurement domain[33]. From early studies, Elsinga et al.
[32] demonstrated that the optimal angle β (depicted in Figure 3.4) lies between 40◦ and 80◦.
For smaller angles, the depth resolution decreases, which results in elongated particles. On
the other hand angles higher than 80◦, the intersection line of sight increases, which causes an
increase in the image source density and causes what is referred to as ghost particles. It is im-
portant to understand that this is not the only situation where ghost particles are generated,
but it is a condition that enhances the appearance of such. Ghost particles will be further
discussed later in this section.

Figure 3.4: Cross-like and linear camera configurations for tomographic PIV based on four
cameras [33].

Reconstruction requires the cameras’ lines of sight to meet at the particle’s exact location. This
means that the cameras cannot move more than a fraction of a particle in space before the
intensity field cannot be correctly reconstructed [32]. In practice, this is unrealistic as several
factors, such as temperature changes, the sturdiness of the mounts, or vibrations due to the
cooling systems, among others, can move the cameras during data acquisition. To correct
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this, Wieneke [34] introduced a method to correct camera misalignments called volume self-
calibration. The method divides the volume into several sub-volumes for which an individual
disparity vector will be calculated. Then the possible particle location is calculated through
triangulation and compared to the image. The disparity maps can be obtained using this
process with many particles (around 104) over several images. In these disparity maps, the
disparity peak will be the most probable disparity vector used to correct the mapping function.
As displayed in Figure 3.5, the disparity maps will display a more significant peak when the
number of images used increases. At around ten images, the peak tends to become apparent.
This method has proven to reduce the misalignment from several pixels to below 0.1 pixels
over the entire domain.

Figure 3.5: Disparity maps comparison for four volumes when augmenting the number of
images used[34].

One of the essential factors in tomo-PIV is the reconstruction of the 3D particle distribution,
which is based on the mapping function between the images and space. For the reconstruction,
the space is mathematically represented by an array of voxels corresponding to the smallest unit
solved in a 3D array. This set of voxels discretized the space in a set of coordinates (X,Y, Z)
with an intensity E(X,Y, Z)[33]. It is important to note that the voxels are represented in the
image as spheres; this is how they are treated in most cases as it becomes more practical to
calculate the intersection from different lines of sight. Consequently, the line of sight of the
pixel is treated as a cylinder. The use of cubic voxels would not be practical for this application.

Furthermore, to clearly understand the formation of ghost particles Figure 3.6 gives a visual
representation of the observed particle field with 2 and 3 cameras. It can be noted how the
third camera is indispensable in distinguishing a particle from a ghost particle when comparing
the left and the center image. Additionally, the right figure displays the effect of too many
particles where they cannot be identified clearly from each other.

Figure 3.6: Image of 3D particle field. Left: Low particle concentration using two cameras.
Centre: Low particle concentration using three cameras. Right: High particle concentration
[33].



3.3. Large scale PIV 22

3.3. Large scale PIV

As previously mentioned, one of the main limitations of tomo-PIV is the light scattering of
the particles that require high power and often limits the field of view that the laser can
illuminate. Bosbach et al. [35] introduced neutrally buoyant helium-filled soap bubbles (HFSB)
to overcome this. By increasing the particle size to increase the scattering capabilities of the
same, their time response also increases. This time response is the parameter that indicates
how quickly the particles can respond to a change in velocity and is computed as follows [30]:

τP = d2p
ρp − ρf
18µ

(3.2)

With dp the diameter of the particle, ρp the density of the particle, ρf the density of the fluid
and µ is the dynamic viscosity . With this definition, it can be seen that increasing the particle
diameter will increase the time response. Hence, increasing the diameter proves a challenge for
the particle to be able to follow the flow accordingly. This consequence was studied by Scarano
et al. [5] by using sub-millimetre HFSB (around 300 microns) and proved to be suitable for
use in PIV. The estimated time response of the HFSB lies around 10µs.

The working principle of the bubble generator is displayed in Figure 3.7. The image shows the
nozzle that generates the bubbles. The nozzle works by blowing helium through an inner pipe
coaxially mounted with an outer one with soap flowing constantly. Air is blown through on the
outside of these pipes and pushes the air film through the orifice at the end of the nozzle; this
film eventually detaches and generates bubbles. Initially, due to the high costs of producing the
nozzles, bubbles were generated in a reservoir and then pushed into the wind tunnel employing
a piston actuator as seen in the work performed by Caridi et al. [36]. This technique was
replaced with the capability to produce nozzles at a low cost; the current technique generates
the bubbles directly at the settling chamber of the wind tunnels through a seeding rake. To
avoid the production of double bubbles and ensure the correct size of the bubbles, specific flow
rates have to be set; these flow rates are regulated through the inlet pressure [37].

Figure 3.7: HFSB nozzle working principle[30].

The spatial resolution of the measurement can be represented using the dynamic spatial range
(DSR) as an indicator. The DSR is the ratio between the largest and the smallest resolvable
spatial wavelength. In this case, the ratio between the length of the field of view and the size
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of the interrogation volume [36]. The expression can be seen in Equation 3.3, where L is the
length of the field of view and ∆x is the particle displacement.

DSR =
L

∆x
(3.3)

Similar to the spatial resolution, the velocity resolution can be measured through the dynamic
velocity range (DVR). The latter relates the maximum velocity (umax) to the minimum resolv-
able velocity defined by the rms of the velocity measurement (σu) as seen in Equation 3.4[38].
By eliminating the time component from the equation the right-hand side of the equation
is obtained with ∆Xmax the maximum displacement of the particle and σ∆X the rms of the
displacement error. In the same manner as the DSR, a high DVR is desired as it would mean
that a smaller displacement in a big range can be resolved.

DV R =
umax
σu

=
∆Xmax
σ∆X

(3.4)

There are two possible configurations to locate the seeding rake, the first is in the settling
chamber of the wind tunnel, and the second is downstream of the contraction (see Figure 3.8).
The concentration of particles in the measurement volume can be calculated as [36]:

C =
Ṅ

L2
inj (u0/ρ)

(3.5)

Where C is the concentration (number of particles in the measurement volume), L2
inj is the

area of the seeding rake, ρ is the ratio between the cross-sectional area of the seeding rake
and the cross-sectional area of the seeded streamtube in the test section and Ṅ is the particle
production rate. This expression shows that to get a higher concentration of particles, it is
helpful to place the seeding rake at the settling chamber of the tunnel. However, it comes at
the cost of having a smaller seeded stream tube at the measurement location. This equation
is handy when an approximate number of particles per pixel (ppp) needs to be calculated (see
Figure 3.8).

Figure 3.8: Location of particle generator. (a) Generator inside the settling chamber (ρ > 1)
(b) Generator downstream of the contraction(ρ = 1)[36].
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3.4. Lagrangian Particle Tracking

Lagrangian particle tracking (LPT), sometimes called 3D particle tracking velocimetry, refers
to tracking the tracers individually in a Lagrangian reference frame in the three-dimensional
domain. More specifically, the Shake-The-Box (STB) method introduced in 2013 by Schanz
et al. [6] predicts the position of the tracked particles and refines the position by using im-
age matching schemes. STB permits similar particle concentration as tomo-PIV without the
drawbacks of ghost particles affecting the results, high computational times, and the spatial
resolution constrained by the average of the interrogation volumes [6]. For reference, Figure 3.9
displays a water jet flow reconstructed with the STB method.

Figure 3.9: Particle tracks of water jet reconstructed with STB method [39].

The STB method, as described by Schanz et al. [39], works in three main phases: The ini-
tialization phase, the convergence phase, and the converged phase. Within these three phases,
several operations are performed every time-step of the solution. These will be explained
within the phases (sections 3.4.1 - 3.4.3).

3.4.1. Initialization phase

No particle information is known inside the experimental domain in the initial stage. Conse-
quently, a system of tracks has to be defined from the images to allow the algorithm to proceed
to the convergence stage:

1. Particles are identified by using iterative triangulation from the 2D images.
2. Particles with identified tracks are considered; the rest are deemed potential ghost par-

ticles. The number of time steps accounted for the initialisation process is usually set
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to 4 but can be manually adjusted. Several methods can be applied to identify the tra-
jectories in these initial time steps, including applying a search radius around already
identified tracks, using tomo-PIV as an initialisation method, or CFD results can be used
to predict particle tracks, among others.

3. The identified tracks are verified to comply with a specific acceleration and velocity
threshold (manually set by the user).

The tracks that are accepted are then added to the system.

3.4.2. Convergence phase

The tracked particles in the previous phase are extended from the current time step to the
next using a Wiener filter. For this filter, each particle is treated independently, increasing
the prediction’s accuracy. After the filter, the particle position will be close to its prediction.
However, to find the exact location, the particle is ’shaken’ around the predicted position using
image-matching techniques. The typical evaluation shake width for every iteration is around
0.1px, except for the initial shake, which has a larger width of 0.4-0.8px to cover for particles
with a low temporal resolution that travel a larger distance. The value of the shake width can
also be manually adjusted to suit the specific case.

After each shake iteration, the intensity of the particle is calculated. If the intensity falls be-
low a certain threshold, the particle is considered lost and is deleted. Each particle undergoes
an initial shake plus five to ten normal shake iterations that prove sufficient for the application.

The tracked particles during the shaking process will be removed from the images creating
residual images. New particles are added from these images using the same triangulation
method as in the initialization phase but with a lower allowed triangulation error. This process
is then done again from the new residual images created. Eventually, it stabilizes for a certain
number of particles for the current time step. The candidate particles found in the three
previous time steps are used to create tracks of length 4. The difference with the initialization
phase is how the particle’s position is predicted. In this case, a predictor is constructed from
neighbor particles. The particles leaving the domain will be eliminated. This process will
continue for the next time step, in which tracking the particles will become easier, and will
continue until almost all the particles are tracked. The system is considered converged at that
point, and the process advances to the converged phase.

3.4.3. Converged phase

In the converged phase, the number of detected particles is more or less stable. Most tracks
are already known such that new tracks come mostly from entering the volume, and tracks
are deleted from leaving the volume. Figure 3.10 depicts how STB works in the converged
phase. Initially, the residual image is the same as the recorded image, as no particles have
been removed, followed by the prediction stage, where most tracked particles are affected in
the residual image, and only new particles entering from the bottom and left can be seen.
After shaking the particles, the residual images are almost clear except for the newly entered
particles. As the particle density is reduced, new particles are detected by triangulation. In
some cases, as seen in the last step, overlapping particles can be triangulated by leaving one
camera view out of the calculation. In practice, the resulting image is never completely clear
as the intensities of the particles are never the same on every camera; this effect is even more
significant when the particles are not circular but oval and scatter light differently in every
direction.
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Figure 3.10: Steps of converged STB process [39].

3.5. Data mapping

After obtaining the tracks from the STB method, velocities and acceleration are only available
at the exact location of the track. Hence, data needs to be interpolated into a Cartesian grid
to obtain a better flow visualisation; this process is called binning. To obtain a higher spatial
resolution, it is possible to do a time-averaged interpolation in which all the selected time
instants are coupled into a single one. Although very effective, it loses the capacity to visualise
unsteady flow fields.

The first step in performing the binning process is to select the grid elements’ size, the overlap
between each cell and the necessary number of particles inside a bin to be considered. If, for
example, a bin of 16 voxels with a 75% overlap is chosen, the result will be a grid with vectors
calculated every 4 voxels. The value of these parameters will be very dependent on the case as
a bin size too small might not have enough particles for the set threshold, and a too large bin
will result in a very low spatial resolution, not allowing to visualise any of the flow characteris-
tics properly. The contribution of a particle to a cell is calculated using a Gaussian weighting
function. Afterwards, the cell values are calculated using a polynomial regression with all the
particles in the bin. The chosen order of the polynomial will affect the result of the regression.
An order zero polynomial will give the Gaussian weighted average with a smooth result but
dampened maxima. An order one polynomial will fit the offset and the linear gradients, and
an order two polynomial will additionally fit the curvature, preserving the maxima but likely
resulting in a noisier fit [40]. In addition, a filter can be applied to use the information from
several consequent time-steps. Although this is helpful to achieve a greater number of parti-
cles within a bin, it must be selected carefully, as a too-great filter length will dampen the
visualised motion.

More complex methods can be employed to achieve finer details when interpolating the data
into a grid, such as the Vortex in Cell (VIC) methods. These physics-based methods are able
to increase the spatiotemporal resolution of the flow field by taking the tracks’ information
and running a Navier-Stokes solver[41][42]. The VIC methodology was first introduced by
Christiansen in 1973 [43], and the subsequent methods are based on the same principle with
certain changes.

The formulation of the VIC methods is set on a grid with spacing h with vorticity ωh, defined
using radial basis functions and a related velocity uh, through a Poisson equation only valid
for incompressible flows [42]:
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∇2uh = −∇× ωh, (3.6)

With boundary conditions on velocity. The velocity material derivative is defined in the grid
as:

Duh

Dt
=

∂uh

∂t
+ (uh · ∇)uh (3.7)

Where the velocity derivative is calculated from the vorticity derivative by solution of a Poisson
equation:

∇2∂uh
∂t

= −∇× ∂ωh

∂t
(3.8)

With boundary condition on velocity derivative. The vorticity derivative in Equation 3.8 is
calculated as:

∂ωh

∂t
= (ωh · ∇)uh − (uh · ∇)ωh (3.9)

The velocity and velocity derivative fields can be calculated from the experimental data. Some
boundary conditions could be known beforehand from non-slip or free-stream conditions. The
remaining boundary conditions and vorticity values are unknown and must be calculated. For
this, the remaining radial basis function weights are set into a vector ξ; these variables will
be the optimisation variables that minimise a cost function J constrained by the previously
defined motion equations. That is the working principle of the VIC+ algorithm.

From the VIC+ method, Jeon et al. [44] introduced the VIC# method that aims to solve some
of the issues from VIC+. The main differences between the two methods are:

• Zero initial condition used for the VIC# method. This aims to avoid a poorly chosen
initial condition that could get the process stuck at a weak solution or slow down the
convergence of it. Although there are methods to determine the initial conditions, eval-
uating whether it is smooth enough to avoid a local optimisation minima is a tedious
process and thus avoided.

• Additional constraints for the VIC# method. To avoid wrongly set boundary conditions
that could represent a physically invalid solution, each grid point is evaluated using the
continuity equations, the Navier-Stokes equations and the vector calculus identities.

• Coarse grid approximation on VIC#. This method first computes the solution in a
coarse grid and then proceeds to do it in smaller ones, which saves computational time
and improves reconstruction stability.



4
Methodology

The methodology used for the experimental campaign will be presented in this chapter. Start-
ing with the experimental set-up in section 4.1. Followed by the method used to calculate
thrust and torque produced by the propeller in section 4.2. Finally, the binning parameters
used will be discussed in section 4.3, emphasising the phase average in subsection 4.3.1.

4.1. Experimental set-up

4.1.1. Wing-Propeller configuration

As previously stated, the experimental setup is meant to resemble the area between the pusher
propeller and the horizontal stabiliser of the Cessna 337 Skymaster. As such, a pusher pro-
peller configuration was chosen with a symmetric wing to resemble the horizontal stabiliser.
The chosen propeller is an APC propeller 7x5, 2-bladed, constant-pitch propeller with a di-
ameter D = 7 inch/17.7 cm, commonly used for RC aircraft. The propeller was powered by a
Maxon Motor RE310007 60W brushed DC motor that produces a maximum rotational speed
of 9100RPM and a maximum nominal torque of 83.5mNm. The motor is controlled by a DC
power source, allowing simple rotational speed adjustment. However, the rotational speed can-
not be determined through the power source and had to be controlled with a laser tachometer
and a piece of reflective tape placed on the axle to avoid reflections on the cameras. Addition-
ally, the motor is housed in a streamline-like shape that reduces the flow perturbances and
resembles the fuselage of the Cessna Skymaster. Furthermore, the leading edge and trailing
edge of an extra wing section were cut and adapted to the pylon to reduce vortex shedding
from it.

The setup incorporates a load cell that measures the thrust generated when placed in a pulling
configuration. The thrust values were measured with the loading cell to compare to the cal-
culated values through PIV (section 5.2). Although the propeller is not set to behave in the
same way in tractor or pushing configuration, the values serve as a comparison reference.
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Figure 4.1: Wing-Propeller setup image.
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Figure 4.2: Top and side view wing-propeller setup scheme with principal measurements.

Furthermore, the chosen airfoil profile for the wing was a NACA 0020 with a chord length
of c = 8 cm and a span sufficiently long to avoid tip effects in the flowfield. The wing was
attached to the table with a pivot placed at the quarter chord position and a compass to align
the required angle of attack. The placement ensured that the leading edge of the wing was
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at a distance of one propeller diameter (1D) from the propeller’s plane (i.e. 7 inch/17.7 cm),
which resembles that seen on the Cessna [45]. The final configuration leads to a scale-down of
1:10.5 of the aircraft. The propeller and wing were painted in a matte black colour to avoid
reflections; however, the pylon could not be painted, but the reflections were deemed acceptable
to work with. A picture portraying the wing-propeller configuration and a schematic of the
configuration with the respective principal dimensions and reference coordinate axes are shown
in figures 4.1 and 4.2 respectively.

4.1.2. Wind tunnel and acquisition equipment

The measurements were performed at the W-Tunnel wind tunnel located at the TU Delft High-
Speed Laboratory. The W-Tunnel is an open-loop, close/open jet wind tunnel with a square
exit. The tunnel counts with three square contractions: 40x40cm, 50x50cm and 60x60cm. Only
the 40x40cm contraction was used in an open test section configuration for this experimental
campaign. In this setting, the maximum achievable velocity is 35m/s, regulated by setting the
revolutions per minute of the centrifugal fan at the entrance and measured through pressure
taps at the contraction. Depending on the velocity set, the minimum achievable turbulence
intensity is 0.5%.

To acquire the images, three Photron Fastcam sa1.1 cameras were used paired with a LaVision
High-Speed Controller to synchronise them. These cameras have a sensor of 1024x1024 pix-
els and a pixel size of 20µm. Furthermore, the maximum acquisition rate is 5400kHz, which
can be further increased by cropping the sensor. The cameras were placed in a linear configu-
ration in the horizontal direction, ensuring an angle between them bigger than 40◦. Figure 4.3
displays the configuration used for the acquisition system.

Additionally, the cameras were paired with Nikon prime lenses. The two outer ones with
a 60mm focal length, and the middle one with a 50mm focal length, to ensure that the
three cameras had the complete field of view in sight. The resulting measurement volume
is 300x300x300mm, with a digital resolution of 3.4 pixels/mm and a magnification factor M
= 0.068. Finally, two LaVision LED Flashlight 300 units were placed on top of the wing-
propeller configuration and connected to the same high-speed controller to illuminate the field
of view.

4.1.3. Seeding system

To generate the HFSB, a 10-wing, 200-nozzle rake was placed inside the settling chamber of
the W-Tunnel. The pressure values for air, soap, and helium are controlled by an in-house
manufactured Fluid Supply Unit (FSU) that allows the desired pressure for every component
to be set independently. Nominally, each nozzle produces between 20,000 to 50,000 bubbles per
second, with a diameter between 300 and 500µm [46]. However, this production rate depends
on the condition of the nozzle and, in general, of the whole supply system, as nozzles are very
prone to block due to dirt in the soap supply. The initial expected concentration calculated
according to Equation 3.5 ranges between C = 7.8 particles/cm3 and C = 19.5 particles/cm3.
Although in the same order of magnitude, this value is somewhat overestimated as the actual
measurements achieved concentrations of C∼ 3 particles/cm3 as will be discussed in section 5.1.
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Wind Tunnel Exit

Cameras

LED 

Wing 

Propeller Setup

Figure 4.3: Acquisition system configuration.

4.1.4. Studied cases

A total of 5 runs without the wing and 10 runs with the wing installed were carried. The
parameters from these runs are summarised in Appendix A. The wing’s angle of attack is
positive, increasing to the positive z direction as noted in Figure 4.2. All the runs were carried
at an acquisition frequency of 5kHz. This value was used based on initial calculations of runs
at u0 = 10m/s, and ensured a small particle displacement close to 1px between images. A total
of 5,000 images were acquired for each run. Additionally, a separate calibration procedure was
performed for each set of runs. All the images were acquired and processed using the software
DaVis 10.

4.2. Load evaluation through PIV

Although not directly measured when performing PIV measurements, loads can be calculated
through it. In order to evaluate loads first, the pressure has to be derived from the velocity flow
field. When the flow is assumed to be incompressible, the pressure gradient can be obtained
using the Navier-Stokes equations [47]:

∇p = −ρ
Du
Dt

+ µ∇2u (4.1)

Where ∇p is the pressure gradient, ρ is the density assumed to be a known value, u is the
instantaneous velocity, and µ is the dynamic viscosity also assumed to be known. The sub-
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stantial derivative Du
Dt represents the acceleration from a Lagrangian perspective, i.e., following

the particle [48]. It can also be represented as:

Du
Dt

=
dup(t)

dt =
du (xp(t), t)

dt (4.2)

Where up(t) and xp(t) are the velocity and the position of the particle at time t, respectively.
The substantial derivative can also be computed in Eurelian coordinates as:

Du
Dt

=
∂u
∂t

+ (u · ∇)u (4.3)

Composed of the local derivative(first term) plus the convective derivative(second term). The
third path to calculate the pressure is to use the Poisson equation by taking the divergence
of Equation 4.1 under the assumption that the flow is divergence-free (incompressible) results
in[47]:

∇2p = −ρ∇ · (u · ∇)u (4.4)

All three approaches can be taken to compute the pressure from PIV measurements; the dif-
ference in each approach is which information is taken from the PIV measurement and will
influence the accuracy of the computation. Each method will have a different propagation of
the velocity error and sensitivity to the discretisation. These methods of pressure determina-
tion through PIV have been proven to provide accurate data in studies such as the one of Ragni
et al. [49] and van Oudheusden [47]. In this campaign, the pressure was evaluated through
the available option inside the software DaVis 10; the software solves the Poisson equation
using pressure gradient boundary conditions over the surface (Neumann) and setting at least
one Dirichlet condition, using the Bernoulli equation or an average pressure value to offset the
pressure field. For the pressure calculations in this research, three points along the freestream
flow were selected where the pressure was set to 0 (Dirichlet) .

When the pressure has been determined through the previously described methods, loads
can be evaluated from the flow. Flowfield load determination can be done by employing the
conservation of momentum in a control volume that contains the body [48]. The control surface
and volume can be identified as shown in Figure 4.4.
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Figure 4.4: Control volume around object for momentum conservation [9].

The balance of momentum is done by employing Newton’s second law that states the change
in momentum in volume V (right side of Equation 4.5) will equal the net force (left side of
Equation 4.5)[9]. The first term of Equation 4.5 represents the momentum change rate due to
unsteady momentum variations inside volume V. The second term represents the momentum
change due to convection where n is the normal direction pointing outside the volume. The
third term represents the change in momentum due to pressure on the surface. Finally, the
fourth term represents the viscous forces where τ is the viscous stress tensor[10].

F(t) = −ρ

∫∫∫
V

∂V
∂t

dV − ρ

∫∫
S
(V · n)V dS −

∫∫
S
pn dS +

∫∫
S
τ̄n dS (4.5)

As demonstrated by Kurtulus et al. [9], the viscous stress contribution at the tested Reynolds
numbers is negligible compared to the other terms of the equation when the control surface is
taken sufficiently far from the body’s surface. In addition to this, the top and bottom bound-
aries do not need to be considered if they are taken sufficiently far away from the body. This
is because the top and bottom boundaries are aligned with the streamlines, which means there
is almost no flow through them. Additionally, the flow through the upstream boundary will be
uniform with the freestream velocity, and the integral is written in terms of the downstream
boundary. In that case, where the wake is the only term evaluated, and the viscous term is
neglected, the equation becomes:

Fx(t) = −
∫∫∫

V

∂u

∂t
dV + ρ

∫∫
Swake

(u0 − u)u dS+

∫∫
Swake

(p0 − p) dS (4.6)

Where p0 is not the total pressure but rather the static pressure at the inlet. Often, evaluating
the volume integral with the time-dependent term poses a problem due to limitations on the
optical access, as the flow needs to be defined for the entire volume in a time instant. In
this cases, the time-averaged force acting on the body can be obtained by decomposing the
equation into Reynolds averages and averaging both sides. Then, the integrals only need to be
evaluated on the wake surface[10]. Finally, since the computed force in this case is thrust, the
final equation becomes:
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T = ρ

∫∫
Swake

(u0 − ū) ū dS− ρ

∫∫
Swake

ū′
2 dS+

∫∫
Swake

(p0 − p̄) dS (4.7)

Where ū and u′ are the time-averaged and fluctuating streamwise velocity terms, respectively.

In the same way that the produced thrust is calculated through a control volume, torque is
calculated using angular momentum. It is assumed that all the change to angular momentum
in the flow field is due to the propeller movement, and that change will account for the torque
exerted on the fluid. The conservation of angular momentum is written down in cylindrical
coordinates as follows[50]:

r × Fs +

∫
CV

r × g ρ dV+ Qshaft =
∂

∂t

∫
CV

r × V ρ dV+

∫
CS

r × V ρ V · dA (4.8)

In this expression, the left side of the equation represents all the torques acting on the con-
trol volume, and the right side is the rate of change of angular momentum inside the control
volume. The first term is the surface forces due to friction and pressure with r the position
vector and Fs the surface force. The second term represents the gravity effect integrated over
the control volume V, with g the gravity acceleration. The third term is the torque of the
propeller. The fourth term is the change rate of momentum due to unsteady variation inside
volume V. Finally, the last term is the angular momentum evaluated at the control surface.

The equation is simplified to calculate only the steady shaft torque. Neglecting the torque
that might be generated by surface forces. Additionally, the body forces are neglected due to
symmetry. That leaves the equation only with the last term in which r × V will only have
a component in the tangential direction since r only has a component in the radial direction.
Similarly to how it was evaluated for the axial momentum, only the control surface of the
outflow will affect the torque. That is, considering there is no tangential velocity upstream
of the propeller, and the side surfaces are taken several radii away from the propeller. After
simplifying the equation, the following expression is encountered [51]:

Q =

∫ R

0
2πr2ρuθuax dr (4.9)

Where R is the radius of the wake at which the flow is being evaluated (note that this value
should be large enough to take all of the angular momentum contributions into account), uθ
is the tangential velocity and uax is the axial velocity component.

4.3. Binning methods

A comparison between a polynomial interpolation, a Vortex in Cell (VIC#) binning method
(see section 3.5 for both), and a phase averaging method employed on a modified version from
Mitrotta et al. [52], are proposed in this research. The first two methods are implemented
through the software DaVis 10, and the latter is implemented in Matlab. In this section, first,
the implementation of the phase averaging method for this case study will be explained in
subsection 4.3.1 followed by the chosen processing characteristics for the comparison of the
methods in subsection 4.3.2.
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4.3.1. Phase average binning

The rotational velocity measurements were performed at the experimental set-up with a laser
tachometer. This measurement served as an approximate indication of the velocity but is not
robust enough to perform a phase average on this information. Hence, a frequency analysis
through the Welch method was used to determine the correct frequency to perform the phase
average interpolation. The analysis was done by using the pwelch function from Matlab that
returns the power spectral density and the frequency vectors for the measurements.

To perform the frequency analysis, a binning with large bins (24mm) was performed to ensure
the flow field would have no gaps. From this binned data, a plane was extracted where the
helical vortex would pass through, as seen on Figure 4.5. With the information from this
plane, the analysis was conducted for each individual point for the velocity w, and from these
results, the average spectral distribution was computed to obtain the clear peak. Additionally,
to avoid a large peak at the zero frequency value, the mean velocity was subtracted before the
frequency analysis. An example of the obtained results from the frequency analysis is displayed
in Figure 4.6. There is a clear peak at 175 Hz which corresponds to 10,500RPM which is double
the actual rotational velocity expected. This is attributed to the two blades of the propeller
that each will generate a vortex. As such it is necessary to divide this frequency by half to
obtain the actual rotational velocity ω. The calculated values of the propeller frequency used
for the phase average are presented in the test matrices in Appendix A.

(a) Plane orientation and location.
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(b) w velocity plot of cropped plane.

Figure 4.5: Orientation and view of w velocity plane for determining frequency through
spectral analysis. In (a) the propeller is seen in black at the left side and the green surface is
an iso-surface of vorticity that displays the helical vortex of the slipstream. The displayed red
plane is what is seen in (b).
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Figure 4.6: Power spectral density w.r.t. frequency, at ω=5200RPM, no wing.

After the frequency had been determined, the phase average binning was performed. The
phase averaging binning takes as input the tracks obtained from the STB method and the
frequency of the flowfield fluctuations. In this case, the rotational velocity of the propeller
ω was used. After selecting the number of desired phases, the algorithm selects all the time
instants corresponding to that phase. This time, instants are then treated as a whole to interpo-
late them into one single frame. The interpolation that the phase-average method performs is
very similar to the one explained in section 3.5, with some variations that will now be discussed.

The biggest difference from the polynomial interpolation is the addition of a temporal bin.
Similar to the spatial bin, the temporal bin has a length in time, which allows the binning
to take into account particles at time steps later and earlier than the desired phase. The
addition of this temporal bin adds a temporal component to the weighting function of the
particle contribution. This helps to increase the spatial resolution and allows reduction to the
size of the spatial bin as demonstrated by Mitrotta et al. [52]. The graphic representation of
including a temporal bin can be seen in Figure 4.7.

(a) No temporal bin. (b) With temporal bin of size 1/32 of phase
period.

Figure 4.7: Comparison of phase average binning with and without temporal bin. For
reference the bin size is displayed at the top right corner of the images.[52].
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In addition to the temporal bin, the phase-averaging algorithm also allows selecting the ensem-
ble averaging mode. Incorporating the proposed methods by Agüera et al., [53], the algorithm
benefits from a more accurate reconstruction of the flow field. Although the best spatial res-
olution is obtained with the quadratic polynomial, it comes at the cost of noisier mean flow,
especially at regions with low concentration. By implementing an adaptive option, the ensem-
ble method is chosen independently for each bin, considering the number of particles available
[54].

4.3.2. Binning parameters

The binning parameters for the polynomial interpolation, VIC# and phase average are similar
to obtain a proper comparison. A bin size of l = 18mm proved small enough to display the
flow field characteristics yet large enough to be computationally efficient and to contain a large
enough concentration of particles to fill the flowfield. This was paired with a 75% overlap to
ensure a smooth flow field. The threshold to consider a bin was set in all cases at five particles.

For the phase average, a total of 360 phases were chosen, which means there is a time-instant
for every propeller rotation angle. With the 5,000 images per run, there are around 10 distinct
time instants available at each phase to perform the binning. This value increases to around
50 with the temporal bin selected of 5 degrees, to improve spatial resolution. As discussed in
the previous section, the ensemble method was set to adaptative to ensure the best method
was used.



5
Results & Discussion

In this chapter, the results of the experimental campaign will be presented and discussed, di-
vided into subcategories aiming to answer the research questions provided in chapter 1. First,
the achieved particle concentration will be presented in section 5.1. Followed by the load eval-
uation done on the propeller through control volume approach will be discussed in section 5.2.
Thirdly, three binning methods will be compared in section 5.3. Finally, in section 5.4, the
structure of the slipstream vortices and the wing’s effects on the vortex dynamics will be
reviewed with the selected binning technique from section 5.3.

5.1. Particle concentration

To analyse the achieved concentration after the propeller disc, two x planes are selected where
the concentration is evaluated. One is located half a propeller diameter downstream of the pro-
peller (x/D=0.5), and the other at one propeller diameter (x/D=1). The results are presented
for two runs at low and high rotational velocity, ω = 4200RPM and ω =6000RPM respectively.
The data presented is evaluated with the tracks obtained from the STB process as those ac-
count for the true valuable particles in the flow field. Additionally, to obtain a clearer field of
view, the concentration is evaluated without the wing installed. The concentration results are
displayed in Figure 5.1. At first sight, it is possible to see that the order of magnitude of the
concentration is consistent with the anticipated value mentioned in section 4.1 between C =
7.8 particles/cm3 and C = 19.5 particles/cm3; nevertheless, a lower value is encountered due
to several factors addressed below.

Results show that there is no decrease in particle concentration as a consequence of passing
through the propeller disc. Looking at Figure 5.1 it can be noted that the propeller disc does
not act as a boundary in any of the depicted cases. The concentration is higher inside and
close to the propeller’s streamtube. Meanwhile, the blank spots representing the bins where
the particle number did not meet the set threshold are away from the propeller disc. This is
considered to be a consequence of the propeller’s streamtube, as it likely influenced the stream-
lines even outside of the streamtube in such a way that at the observed region, the particles
are more concentrated close to the propeller disc.

The fact that the concentration values are higher at high RPMs is not in any way attributed
to the higher propeller rotational velocity. However, it is a consequence of the non-constant
production rate of the seeding system for the different runs. Furthermore, the higher concentra-
tion located at the upper right side of the figures is attributed to two leading causes. The first
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is the same cause as before and is attributed to the seeding rake. It is likely that the nozzles
responsible for feeding this area are in better condition and work more continuously than in
other regions, and as such, there is a higher concentration achieved in this region. The second
cause is the accessibility of the cameras, as they were placed at a positive z value. This means
that the line of sight of the camera to the particles at the positive z location is less obstructed.
In contrast, the particles in the background are likely obstructed by other particles. The effect
of the cameras translates to what is observed in the concentration results, with more tracks
being captured closer to the camera. It can then be concluded that if the propeller harms
any particles, it is only a negligible amount, and it is independent of the propeller rotational
velocity for the tested values. However, the concentration value is strongly influenced by the
position and status of the seeding system.

(a) Particle concentration at x/D=0.5 &
ω = 4200RPM.

(b) Particle concentration at x/D = 0.5 &
ω = 6000RPM.

(c) Particle concentration at x/D = 1 &
ω = 4200RPM.

(d) Particle concentration at x/D=1 &
ω = 6000RPM.

Figure 5.1: Time averaged particle concentration from 500 time instants at various x locations
and rotational velocity values. The black circle represents the propeller disc located at x/D=0.
The white blanks are bins where the particle threshold of 5 particles was not met.

Furthermore, when comparing the concentration results close to the propeller and further
downstream (Figure 5.1 (a) and (c) & (b) and (d)), it can be noted that the concentration



5.2. Thrust and torque evaluation 40

values stay around the same values, which means that the bubbles do survive for the entire
length of the field of view. Although the particles do spread more evenly throughout the
slipstream as a result of the flow’s rotation, balancing the accumulation of particles on a specific
zone caused by the seeding system to a certain extent. This effect is likely more noticeable
compared to the plane just downstream of the propeller and far downstream; however, since
the method compares obtained tracks from the STB method, it is not able to resolve tracks
across the propeller accurately as the propeller acts as a kind of boundary from which tracks
have to be computed again.

5.2. Thrust and torque evaluation

The thrust and torque were evaluated through conservation of momentum, as addressed in
the previous chapter. The displayed data was evaluated without the wing and with the time-
averaged data from the 5000 images of each run. First, the thrust will be discussed in subsec-
tion 5.2.1, followed by the torque in subsection 5.2.2.

5.2.1. Thrust evaluation

Figure 5.2a shows the evaluated thrust taking the outflow surface at different x locations cal-
culated according to Equation 4.7. Note that the dotted line represents the full equation, and
the solid line neglects the fluctuating term from the Reynolds decomposition (Second Term).
The evaluated value from the PIV measurements will be referred to as calculated from now
on. The reported thrust value by the manufacturer for the respective conditions is displayed
for reference and is addressed as Reported with the * marker on the legend. This value will be
addressed as reported from now on. Moreover, the value labelled as Tested with the △ marker
corresponds to the measured value with the loading cell. This value will be addressed as tested
from now on.

Before going deeper into the discussion, there are two important remarks to make about the
reference values. First, the reported value from the manufacturer is based on a computational
simulation employing vortex methods for the isolated propeller. For this reason, it is not a
definitive value of the propeller’s performance but only a reference. It is likely to vary depend-
ing on many factors, such as the nacelle used and the inflow conditions, among others. Second,
the tested value corresponds to the propeller behaviour in tractor configuration, which is likely
to vary from the performance in pulling configuration, which was tested in these measure-
ments. Nevertheless, results show the expected behaviour of the propeller obtaining a lower
thrust value for the tested cases than the reported ones.

From Figure 5.2a, it can be noted that the values are first calculated from x/D = 0.12; it
is not possible to go further upstream as the reconstruction from the tracks is very scarce in
that area. As mentioned in the previous section, the reconstruction of the flowfield becomes
better further downstream because of the particle distribution and reconstruction of the tracks.
Furthermore, it can be seen that the fluctuating term increases the difference between the cal-
culated value and the tested and reported ones. This value also stays somewhat constant along
the axial direction. The cause of this behaviour is believed to be the STB method itself, and
it is not entirely attributed to the unsteadiness of the propeller slipstream, as the standard
deviation measured at the freestream is already too great. As such, it is decided to do further
calculations and discussions without considering the fluctuating term (solid line).
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The thrust calculation becomes more stable further away from the propeller plane and comes
closer to the reference values. Looking at Figure 5.2a, it can be seen that the calculated
thrust value shows a plateau after x/D = 1. This is attributed to the ability to reconstruct
the flowfield away from the propeller’s disc fully. Hence, the thrust values used to calculate
the thrust coefficient displayed in Figure 5.2b are averaged from the values obtained between
x/D = 1 and x/D = 1.25. Additionally, it can be noted that for both low and high RPMs,
the calculated thrust value is in the order of magnitude of the reference values and is close
to them, especially when considering that the reference values only stand as a general guide
for the previously mentioned reasons. Moreover, it must be considered that the drag from the
pylon is being considered in the calculations. The drag has the effect of measuring a lower mo-
mentum on the wake and underestimating the thrust. At higher RPMs, the thrust calculation
is not as smooth, attributed to the stronger fluctuations encountered, especially closer to the
propeller. Nevertheless, the calculated value is much closer to the tested one when calculating
far downstream at higher values of ω than at lower ones.

Although the calculations were also performed for different freestream velocities, they are not
displayed in Figure 5.2a as they display the same behaviour as the rest and would also result in
an overlap. However, they are used for the thrust coefficient evaluation, shown in Figure 5.2b
that will now be addressed.

(a) Propeller thrust evaluated at different x
positions at u0=5m/s. Computed values are
represented with the solid and dotted lines. *
the reported value by the manufacturer and
△ the tested value with the loading cell.

(b) Thrust coefficient w.r.t. the advance
ratio for the calculated, tested and reported

values.

Figure 5.2: Evaluated thrust values comparison employing net thrust of the propeller and
the thrust coefficient.

As mentioned, the thrust coefficient values were computed from the calculated thrust values
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far downstream. The results from this calculation for five different advance ratios are displayed
in Figure 5.2b. The calculated values show the same tendency as the reference values, equal to
the displayed for the computed thrust. However, the tendency resembles the tested one better
than the reported one. It can be noted that the second marker from the calculated value is the
one that better approximates the tested value. This point represents the run at ω = 6000RPM
and u0 = 5m/s that also approaches closer to the tested value in Figure 5.2a. Likely, this
can be linked to the previous section (section 5.1), where it was seen that this run, in particu-
lar, had a larger particle concentration, which would result in a more accurate reconstruction.
Additionally, it is possible that at higher rotational velocity, the particles spread more evenly
across the slipstream’s streamtube, allowing a more accurate reconstruction of the flowfield.
This, however, is only a hypothesis that would need to be further studied by measuring the
thrust value with the propeller set in pusher configuration.

It can be concluded that the thrust calculated from the flowfield acquired through PIV mea-
surements and reconstructed through the STB method is accurate within 10% uncertainty to
give a correct idea of the propeller’s performance. The method benefits from not being invasive
and has the advantage of not requiring modifications of the propeller setup.

5.2.2. Torque evaluation

Similar to the previous evaluation done on thrust, torque is calculated at different outflow sur-
faces and different distances, using Equation 4.9. The results of this calculation are displayed
in Figure 5.3a. An important remark is that in this plot, there is no reference value for the
tested torque. The reason for this is the lack of measuring equipment for the shaft torque. As
such, the only reference value used in this case is the one reported by the manufacturer.

Calculated torque results show a similar behaviour to those of the thrust. The torque reaches
a stable value far downstream when x/D > 1. Only in this case do the calculated values
match the reported values much closer, as seen on Figure 5.3a. Additionally, it can be seen
that although far downstream the calculated value is more accurate than the thrust, when
closer to the propeller the value fluctuates more aggressively, especially at high RPMs. This
is once more a consequence of the inability to reconstruct the flow field in those areas fully,
only now the torque calculation is much more sensitive to this effect as it only depends on the
rotational value. Thus, at high RPMs, the flowfield close to the propeller will only be partly
reconstructed and will fluctuate more.

The torque coefficient is calculated in the same way as the thrust coefficient, averaging the
values obtained at x/D > 1. The calculated values are displayed in Figure 5.3b. The cal-
culated values follow the same tendency as the reported ones, except for the value at a high
advance ratio that shows a larger difference than expected. This value corresponds to the run
performed at u0 = 8m/s. The reason for these results is likely the averaging of the flowfield
in which the fluctuating term was not accounted for in the torque calculation, after being
disregarded in the thrust calculation. It is possible that this term plays a bigger role at higher
freestream velocities. Nevertheless, this would have to be tested at higher velocities to ensure
this is the case and it is deemed as a methodology error in this measurement. Furthermore,
the graph displays that the most accurate data point is the second value of J . This resembles
the behaviour of the thrust evaluation, and the reason is most likely the same regarding the
concentration.

Finally, it can be concluded that the calculation from the torque values through the evalu-
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ation of the flowfield represents an accurate value within 5% uncertainty when the flowfield
is completely reconstructed. In this case, evaluating further downstream improves this recon-
struction. Since evaluating torque directly at the shaft is usually a complex procedure, this
method presents a viable alternative in a non-intrusive way. Nevertheless, increasing the ad-
vance ratio from the tested values should be treated with care as the method was not fully
tested at high advance ratios.

(a) Propeller torque evaluated at different x
positions at u0=5m/s. The computed value

is represented with solid lines, and the
reported value is represented with a dashed

line.

(b) Torque coefficient w.r.t. the advance
ratio for the calculated and reported values.

Figure 5.3: Evaluated torque values comparison through torque and the torque coefficient.

5.3. Processing method comparison

The results of the three processing methods are presented in this section. First, a qualitative
comparison is made that later leads to a quantitative comparison of the methods to choose
the best one for further visualisation. All comparisons are performed with the same STB data
acquired at u0 = 5m/s and ω = 5200RPM; as such, these two quantities are not mentioned in
the following presented data.

The initial visualisation of the three methods is presented in Figure 5.4, where the iso-surface
of the vorticity magnitude |ωv| = 350 1/s is plotted to display the vortex system of the pro-
peller’s slipstream. Ideally, a vortex system like the one presented in Figure 2.3 should be
seen in the flow. It is, however, an experimental method and as such, noise or inconsistencies
are expected. Nevertheless, it can be seen that Figures 5.4a, 5.4b and 5.4c display the helical
vortex geometry. An important remark is that the binning case contains more noise in the
flowfield, the reason why it is decided to present it with a cylindrical mask around the slip-
stream (5.4a) to visualise the actual slipstream better. After applying the mask, the helical
vortex can be recognised among the noise. The technique manages to reconstruct the flowfield
as expected, which is why a more thorough analysis has to be made before discarding it. On
the other hand, both the VIC# and the phase average reconstructions (Figures 5.4b and 5.4c
respectively) display a smooth and cleaner reconstruction of the vortex system. Both had some
noise around, with VIC# displaying higher noise concentration, but in a less intruding way
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than the binning. This initial analysis gives a good idea of the expected results with every
technique, yet it is not enough to draw any conclusions about any of the methods.

Following the initial analysis, a second qualitative analysis is made for the different methods.
Figure 5.5 displays a vorticity contour for each reconstruction method. The contours are re-
constructed from a slice at z = 0mm, and the white area displays the regions where each
method could not reconstruct the flow. For reference, the bin size is displayed at the upper
right corner of each contour. The ideal visualisation from this slice would be the well-defined
helical vortices on the top and bottom and the root vortex in the middle.

(a) Voriticy iso-surface for binning with a
circular mask around the slipstream vortex.

(b) Vorticiy iso-surface for VIC# method.

(c) Vorticiy iso-surface for phase average
method.

Figure 5.4: Vorticity iso-surface at ωv = 350 1/s, for polynomial interpolation (top) and
VIC# and phase average (bottom).

At first sight, the binning method contour stands out from the other two when looking at
Figure 5.5. Not only are the helical vortices not as defined as with the other two methods, but
it is able to reconstruct a smaller portion of the flowfield, and the noise seen at the iso-surfaces
is also translated to the 2D visualisation. Hence, it is deemed the least robust reconstruction
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method of the three tested ones. Although it is able to reconstruct the flow in a way that
the main flow characteristics are visible in a less resource-demanding way than the other two
methods, the noise found in the result combined with the low spatial resolution makes it the
weakest method among the three.

(a) Vorticity contour for binning method. (b) Vorticity contour for VIC# method.

(c) Vorticity contour for phase average
method.

Figure 5.5: Vorticity contours at z=0 planes for binning, VIC# and phase average recon-
structions methods. Bin size is presented in the upper right corner for reference. White zones
are where reconstruction was not possible.

On the other hand, VIC# and phase average vorticity contours display similar results for the
flow field reconstruction (Figures 5.5b and 5.5c respectively). Both methods display the helical
vortices on top and some at the bottom, as well as a nicely defined root vortex. It is important
to remark that the lower definition of the helical vortices passing through the bottom is a
consequence of both lower particle concentration and the effects of the pylon. In contrast to
the binning and phase average contour, the VIC# results show an entirely filled flow field.
This is a consequence of how the method operates by solving the Poisson equation as discussed
in section 3.5, which ultimately fills up the entire volume with the computed solution. In
conclusion, both methods display a smooth and clear reconstruction of the flow field. Even
though the spatial resolution is greater using the VIC# method than the phase average, the
computational time and extra noise prevent it from being the best candidate. As such, a more
thorough analysis of these two methods is proposed by analysing how some parameters are
reconstructed and the methods’ precision through statistical analysis.
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Initially, velocity and vorticity magnitudes are analysed over time as encountered from a slice
plane at the helical vortex location (for reference, see Figure 4.5). These results are depicted
in Figure 5.6. It is an initial remark that the VIC# method for both cases displays a noisier
trend, with less precision all around. This is especially true for the case where the velocity is
compared; in that case, the plot barely shows the expected sinusoidal behaviour. In the case
of the vorticity magnitude, the VIC# shows a somewhat similar tendency, but from the phase
average results, it is clear that it contains noise. To quantitatively assess the precision of both
methods, a statistical analysis with uncertainty is proposed.

(a) Velocity magnitude at helical vortex
location over one period T.

(b) Vorticity magnitude at helical vortex
location over one period T.

Figure 5.6: Averaged velocity and vorticity magnitude at helical vortex location as displayed
in Figure 4.5 over one period T.

The precision is evaluated through a statistical analysis. The mean and the standard deviation
are computed at a z-plane slice at x=0. The values are computed from the 360 phases in the
case of the phase average and 150 time instants for VIC#. With the standard deviation, the
uncertainty is calculated for a 95% confidence interval assuming the distribution is normal.
The results are displayed in Figures 5.7 and 5.8.

From the previous analysis, there was a higher expected uncertainty for the VIC# than for the
phase average. Contours displayed in Figure 5.7 show that this is true for almost the entire
flow field, and the phase average method has lower uncertainty overall. In the region where the
phase average could not reconstruct at low z values, VIC# still performs the reconstruction
with a high level of uncertainty caused by the low number of particles.

Looking at the slice taken in the middle of the contours displayed in Figure 5.8, a more detailed
analysis can be obtained. Although from the mean velocity, it can be seen that both methods
accurately reconstruct the flow field, the uncertainty for VIC# method is triple that of the
phase average (0.9 m/s and 0.03 m/s respectively), with a more significant difference at the
regions where the helical vortex is located.
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(a) Velocity u uncertainty at 95% confidence
VIC# method.

(b) Velocity u uncertainty at 95% confidence
phase average method.

Figure 5.7: Velocity u uncertainty at 95% confidence contours at x=0 for VIC# and phase
average methods. Dashed line marks the location of Figure 5.8.

Figure 5.8: Mean axial velocity ū and its uncertainty for VIC# and phase average methods
at x=0, y=0.

From the previous analysis in this section, it can be concluded that the best reconstruction
method is the phase average. Instantaneous binning is soon discarded for the inability to recon-
struct the flow field accurately. Although it is still a good option considering the computing
time and the simple implementation, the post-processing would be more tedious due to the
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high noise. Moreover, VIC# displays an accurate and smooth reconstruction of the flow field.
However, two main factors make phase average a better option. First is the computational
time, as processing of one time-instant takes around 2000 times longer than the phase average.
Second is the uncertainty of the reconstructed field. This uncertainty is a result of the used
time instants for the method. While the phase average uses around 50 for each computed
propeller’s angle, VIC# only uses 1. Thus, the effective number of particles available for the
reconstruction is 50 times lower. Overall, VIC# is a robust reconstruction method that falls
behind the phase average in the mentioned two aspects. Nevertheless, it should not be dis-
regarded as it dramatically improves the results from the polynomial interpolation in both
accuracy and spatial resolution, and represents the best option for non-periodic flows. Finally,
it is decided that the phase average will be the reconstruction method used for further analysis
of the time-resolved flow in the following sections.

5.4. Vortex dynamics and wing-propeller interaction

The visualised effects related to vortex dynamics and wing-propeller interaction will be dis-
cussed in this section. First, the results of the slipstream effect on the wing will be presented
in subsection 5.4.1, relating to the up- and downwash produced by the propeller and the ef-
fects that the wing experiences from this. Secondly, the effect of the wing on the propeller’s
tip helical vortices will be discussed. Thirdly, the visualised root vortex characteristics and
breakdown induced by the wing will be analysed in subsection 5.4.3.

5.4.1. Propeller slipstream interaction

The rotating effect of the propeller will affect the flow encountered by the wing. As discussed
in chapter 2 the up-going blade will create an upwash effect on the wing while the down-going
blade will generate a downwash. The up- and downwash produced by the propeller can be seen
at a location in front of the wing in Figure 5.9. The figure plots the w velocity component that
is entirely produced by the rotation of the wing. Regions shown in green are where the velocity
is going up, and hence, an upwash is generated. At the same time, the red colour represents
velocity going in the negative z direction where a downwash is generated. The results show
that a stronger up- and downwash is produced at a distance between y = ±15 and y = ±30.
Although the case displayed is with the wing at α = 0◦, the behaviour is similar in all cases.

The up- and downwash produced by the propeller would essentially generate a positive and
negative AoA respectively, when the wing is at α = 0◦. Thus producing lift in the opposite
directions that would compensate one side with the other. The results are able to display this
behaviour; in fact, Figure 5.10 shows that there is an increase in velocity over the wing at the
location where upwash is being produced (negative y). This increase in velocity resembles the
increase produced at the suction side of an airfoil generating lift. Although camera accessibility
does not allow to watch what would be the suction side of the wing, the flowfield should show
similar behaviour as it is a symmetric wing profile.
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Figure 5.9: w velocity contour at x = 155mm just in front of the wing at α = 0◦ and ω =
5200RPM. Wing and propeller shades are presented for reference in grey shade and black line
respectively. Green represents upwash, while red represents downwash. In plane vectors show
flow direction.

Figure 5.10: Axial velocity u time-averaged contour over the wing at α = 0◦ at the quarter
chord location x = 200mm and propeller rotational velocity ω = 5200RPM.

With vertical velocities as high as those presented in Figure 5.9, the effective angle of attack
could change up to 18 degrees depending on the local streamwise velocity. Thus, it is decided
to further analyse this effect with the effective angle of attack produced by the propeller when
the wing is at α = 0◦. The effect can be better understood when looked upon throughout
the slipstream as displayed in Figure 5.11. Here, the computed angle is visualised at the span-
wise locations of the wing where the highest vertical velocity is encountered (y = ±20 mm).
Although the effect of the downwash region producing lift could not be seen in Figure 5.10,
Figure 5.11b shows a downwash region on the wake of the wing, this downwash is encountered
on the wake of wings producing lift. This confirms the expected conclusion that the effect is
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symmetrical for the up- and downwash region of the wing.

Furthermore, as displayed by the AoA distribution, the effective flow velocity can vary more
than 16◦ at some locations in either direction. However, this increase is not experienced
throughout the whole inlet of the airfoil which results in a decreased impact on effective AoA
of the wing. Consequently, the effective change is, in fact, smaller than 10◦. This can be
confirmed as no characteristics of positive lift were visualised in any area of the wing when
placed at α = −10◦. The effect, however, is likely large enough to stall the wing at the upwash
region at α = 10◦; this consequence is further discussed later on.

It is important to remember that the position of the cameras at positive z means that the
cameras did not have access behind the wing, and as such, any information there is unreliable.
Hence, no conclusions should be made from flow information there.

(a) Computed AoA at y = -20mm. (b) Computed AoA at y = 20mm.

Figure 5.11: Effective AoA altered by the propeller’s rotation at locations y = ± 20mm
where the vertical velocity is highest. Contours are displayed for time-averaged flowfield with
the wing at α = 0◦ and ω = 5200RPM.

The effect of the propeller’s rotation creates an upwash that could stall the region where the
highest vertical velocity is experienced. To analyse this behaviour, the streamwise velocity
contours for the wing at α = 10◦ are displayed in Figure 5.12. A NACA 0020, as tested by De
Paula [55] at a Reynolds number of the same magnitude as the present one (Re = 500,000),
will begin to stall beyond α = 12◦. Being a thick airfoil, it will likely stall by trailing edge
separation, as seen in Figure 5.12a. Although the flow reversal on top of the airfoil cannot be
seen, there is a large decrease in velocity from the mid-chord location downstream. The lack of
definition for the flow reversal is due to the large-scale PIV (for reference bin size is shown at
the top right corner of Figures 5.12a and 5.12b). As mentioned in chapter 3, using HFSB does
not allow to resolve small vortical structures and is not very accurate in defining flow close to
the wall. Moreover, to be able to assess the separation over the airfoil, Figure 5.12b shows the
same flow at the location where downwash is encountered. It can be seen from the figure that
the flow in this case is attached; hence, a greater velocity peak is also encountered on top of
the airfoil.
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It can be concluded that the slipstream rotation effect on the wing may seem high at first
glance, with the effective angle of attack reaching values higher than 18 degrees. However,
after a deeper analysis, it is confirmed that the effective value experienced by the wing is lower
than 10◦. Although the effect will likely be balanced by both sides of the propeller, it must not
be undermined as it has the potential to stall the wing when placed at high angles of attack.

(a) Axial velocity at location y = -20 mm. (b) Axial velocity at location y = -20
mm.

Figure 5.12: Axial velocity u time-averaged contours at locations y = ± 20mm where higher
up- and downwash is encountered. Wing placed at α = 10◦ and rotational velocity of ω =
5200RPM.

5.4.2. Wing's effect on helical vortex system.

The phase-averaged flow field is used to understand how the wing affects the helical vortex sys-
tem. Figure 5.13 shows the helical vortices displayed as contour lines at three different y-plane
locations and three different wing AoA. An important consideration to take into account is
that the slices are taken at positive y locations; as a consequence flow is located at the region
where downwash is present. Although downwash is low at the edge of the streamtube, it is still
a factor that must be considered when looking at these results. The vortices at negative values
of y are not presented, as the effect of the pylon’s wake does not allow the helical vortices to
be accurately seen.

It can be seen that the contour lines are evenly spaced for all cases when close to the pro-
peller. This remains true for the entire length of the flowfield when looking at y/R = 0.47
(Figure 5.13a). However, moving further away from the propeller centerline, the helical vortices
start to be closer to the wing, where the latter induces velocities in the flowfield that affect
the vortex structure.

At y/R = 0.58 (Figure 5.13b), the last visible vortices at x = 240mm are not aligned anymore
as an effect of the wing’s favourable and adverse pressure gradient at the wing’s pressure and
suction side respectively that alter the flow velocity. The green vortex has a larger distance
with respect to the second to last one, whereas the red vortex shows a shorter distance. In
this case, the black vortex with the wing placed at α = 0◦ serves as a reference in the middle
of both vortices.
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The wing’s induced effect on the helical vortex system becomes even clearer when the vortices
get closer at y/R = 0.7 (Figure 5.13c). Here, the induced velocities by the wing affect both
the last and second-to-last vortices in the flowfield in the x and z directions. It can be seen
that the suction side of the wing has a higher impact on the location of the vortex closer to the
leading edge (second to last vortex) than further downstream. On the other side, the red vortex
shows that the suction side of the wing has a lower effect closer to the leading edge. Further
downstream, the position of the red vortex is likely altered by both the wing’s induced velocity
and the downwash created by the propeller, which is also reflected by the wing’s wake. The
latter is believed to be also the reason why in Figure 5.13a, the last red vortex is misaligned
with the other two.

It can be concluded that it is possible to see the wing’s induced effect on the helical vortex
system and that this effect becomes much clearer when the vortices are closer to the wing.
Moreover, the wake’s rotation effect also has an apparent effect on the helical vortices when
combined with the wing’s induced effects.

(a) Slice at y/R = 0.47 .

Figure 5.13: Vorticity Contour Lines at various y locations and |ωv|= 400 1/s for wing angles
of attack of α = 0◦, α = -10◦ and α = 10◦. (continues on next page)
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(b) Slice at y/R = 0.58.

(c) Slice at y/R = 0.7.

Figure 5.13: Vorticity Contour Lines at various y locations and |ωv|= 400 1/s for wing angles
of attack of α = 0◦, α = -10◦ and α = 10◦.
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5.4.3. Root vortex visualisation

Depending on the propeller’s loading conditions and the geometry of the blades, the root vor-
tices could rapidly fade away and not be clearly identified from the hub vortex [56]. In this
case, with a straight-blade propeller and medium disc load, the two vortices can be identified
from each other. Figure 5.14 displays the root vortex system when plotting the iso-surface
of the Q criterion at Q = 7000 1/s2 when no wing is installed. It can be seen that the root
vortices are affected by the tangential velocity of the propeller and, as a consequence, roll up
in a helical structure similar to the tip vortices. Root vortices in the aerospace field are not
commonly identified separately from hub vortices as the propeller is most commonly placed in
tractor configuration. In this case, the root vortices are greatly affected by the nacelle, and
the encountered vortex downstream is a mix of both effects.

Furthermore, Figure 5.14 shows how the trailing vortices from the blades merge into the root
vortex. When looking at the tangential velocity cuts at various x locations (see Figure 5.15),
it can be seen more clearly the three vortices with a peak in tangential velocity followed by
a dip on the other side of the core. Although the vortices have some interaction and the
changes in tangential velocity are not as clear, the peaks of the Q criterion clearly show where
the vortex core is located. As expected and also taken from the iso-surface, the root vortices
(smaller peaks left and right of the biggest peaks) have a smaller core radius and show a lower
tangential velocity. Beware that the base tangential velocity is not zero but a negative value
due to the propeller’s rotation.

From this data, it is insightful to understand that the vortex structure does not merge or
breakdown in the entire field of view. This will become of interest later on when the wing is
placed, as any disturbance to the vortices will be caused by the presence of the wing. This is
shown in the iso-surface and confirmed when looking at the tangential velocity profiles.

Figure 5.14: Root vortex structure displayed as an iso-surface of the Q criterion at Q = 7000
1/s2 for the phase-averaged no wing case at ω = 5200RPM.
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(a) Tangential velocity and Q criterion at
x = 168mm and ω = 5200RPM.

(b) Tangential velocity and Q criterion
at x = 235mm and ω = 5200RPM.

Figure 5.15: Root vortex tangential velocity and Q criterion at two different x locations.

With the wing placed in the flowfield, vortex breakdown caused by the adverse pressure gradient
of the wing can be identified. Figure 5.17 shows the iso-surface of axial vorticity ωv_x = −250
1/s at different wings’ angle of attack. It is important to remark that although both iso-surfaces
show a vortical structure, the Q criterion used in Figure 5.14 must not be confused with the
axial vorticity shown here. In each case, the correspondent parameter is chosen arbitrarily,
choosing the one that displays the desired visualisation of the vortex in a better way; hence,
both plots should not be directly compared.

The vortex breakdown caused by the wing is believed to happen in a similar way as reported by
Gordnier and Visbal [57] where a flat plate breaks a delta wing vortex and later by Garmann
and Visbal [22] where a tip vortex impinges on a NACA 0012 wing. In both cases, the vortex
bifurcates in a double spiral that ends with a smaller vortex on each side of the surface. The
results from Gornier and Visbal [57] are shown in Figure 5.16 for reference. It can be seen how
the adverse pressure divides the vortex into two spiral structures, and one goes to each side of
the plate, where it later breaks.

It is possible to see at α = 0◦ (Figure 5.17a) how the vorticity keeps going on top of the wing
with a smaller and weaker vortex core. The vortex is most likely breaking due to the adverse
pressure gradient in front of the wing and later recovering partly on top of the wing with
the favourable gradient. Although, due to visual access, it is not possible to confirm that the
other side of the wing shows the same behaviour, it is believed to be happening since it is a
symmetric profile. Additionally, a similar vortex ramification is seen on the underside front of
the wing, which suggests the double spiral breakdown is happening.

When the wing is placed at α = 10◦, the adverse pressure gradient in front of the wing will
increase. In this situation, the vortex will certainly break down as shown in Figures 5.17b and
5.17c. In this case, it is possible to confirm more accurately the double spiral breakdown as
both the suction and the pressure side of the wing are shown. Although both iso-surfaces do
not display the exact same run, having the wing at α = −10◦ should represent the same as
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looking at the bottom of the wing at α = 10◦ and thus, the comparison is deemed acceptable.
The presence of the vortex on top of the wing was confirmed by looking at time-averaged values
from the flowfield.

Figure 5.16: Double helical vortex breakdown in front of flat plate [57].

(a) Vortex breakdown iso-surface of ωv_x = −250 [1/s] and wing
at α = 0◦.

Figure 5.17: Root vortex phase averaged iso-surfaces of axial vorticity at ωv_x = −250 1/s
and ω = 5200RPM displaying the vortex breakdown caused by the wing different angles of
attack. (continues on next page)
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(b) Vortex breakdown iso-surface of
ωv_x = −250 [1/s] and wing at α = 10◦.

(c) Vortex breakdown iso-surface of
ωv_x = −250 [1/s] and wing at α = −10◦.

Figure 5.17: Root vortex phase averaged iso-surfaces of axial vorticity at ωv_x = −250 1/s
and ω = 5200RPM displaying the vortex bifurcation caused by the wing different angles of
attack.

When the bifurcation is looked at from the top of the wing, some extra information can be
seen. Figure 5.18 shows both the pressure and suction side of the wing (α = −10◦ and α = 10◦

respectively) with the vorticity iso-surface from the top. Garmann and Visbal [22] reported
that the resulting vortices will move in the spanwise direction of the wing in opposite direc-
tions. This effect can be seen on the suction side (Figure 5.18b) where the vortex moves in
the negative y direction from the leading edge to the trailing edge. Moreover, this effect is
not as clearly seen on the suction side (Figure 5.18a); the reason behind this is that the vor-
tex does not survive until the trailing edge, but it dissipates along the chord. The cause of
the breakdown is very likely the adverse pressure gradient present on top of a NACA 0020
wing at α = 10◦. It is believed that the vortex breaks in front of the wing, then it reforms
at the leading edge of the wing with the favourable pressure gradient; however, at this point,
it is not strong enough to sustain the adverse pressure gradient further downstream of the wing.

It is important to emphasise why the double spiral breakdown is not as clearly seen in the
experimental results as the reference one. Since the results presented are phase averaged, it
is possible that the frequency of the breakdown is not the same as the propeller rotation. As
such, the breakdown is seen more as time-averaged than time-resolved. The breakdown was
analysed with the VIC# results to get a time-resolved flow accurately. However, the lower
spatial resolution, due to the lower number of particles per time instant, also does not allow
to clearly see the double spiral breakdown as in the reference image.
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(a) Vortex breakdown top view with wing at
α = 10◦.

(b) Vortex breakdown top view with wing at
α = −10◦.

Figure 5.18: Root vortex phase averaged iso-surfaces of axial vorticity at ωv_x = −250 1/s
and ω = 5200RPM displaying the vortex breakdown over the suction and pressure side caused
by the wing at α = 10◦.

To further analyse how the breakdown is occurring, it is useful to look at the axial vorticity
contours on an x-plane. This is presented in Figure 5.19 at three different x locations. One
far upstream of the wing where the wing’s effect is not yet visible (Figure 5.19a). The second
one is 10mm upstream of the wing, where the adverse pressure gradient affects the vortex
(Figure 5.19b). Moreover, the third one is on top of the wing at the quarter chord location
where the vortex is reformed (Figure 5.19c).

It can be seen how the adverse pressure gradient in front of the wing expands the vortex core,
where the overall vorticity is reduced. At this point, it is believed that the vortex will break
down. Although it is not possible to see the positive vorticity that Garmann and Visbal [22]
mention at the core when the breakdown occurs, the expansion in decay in vorticity is believed
to be the vortex breakdown. This condition is likely met in the simulation, but the resolution
from the STB method is not high enough to capture this phenomenon.

Furthermore, it can be seen that on top of the wing, the vortex is reformed and has a higher
vorticity than in front of the wing. This result affirms what was previously discussed about
the vortex rearranging on top of the wing as a consequence of the favourable pressure gradient.
Finally, it is important to remark that the full discussion on vortex breakdown is done on the
hub vortex and does not consider the root vortices. The resolution of the root vortices is not
high enough to make conclusions on how they are behaving in presence of the wing, and as
such, it is not discussed.
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(a) Contour at x=140mm. (b) Contour at x=170mm. (c) Contour at x=200mm.

Figure 5.19: Phase averaged axial vorticity contours of the root vortex at various x locations,
α = 0◦ and ω = 5200RPM. Contours display vortex breakdown and reformation on top of the
wing.

Although having the wing at α = 90◦ does not represent a realistic operating condition, ob-
serving the vortex breakdown becomes interesting when a higher adverse pressure gradient is
generated. Figure 5.20 presents the axial vorticity and swirl angle contours when the wing
is placed at 90 degrees. It can be seen that the higher adverse pressure causes the vortex to
break further upstream (around x = 120 mm compared to x = 170 mm at any other AoA).
Moreover, the axial vorticity distribution shows how the increased pressure gradient causes the
breakdown to have a sudden expansion, which causes a rapid dispersion of the vorticity.

Additionally, the swirl angle contours give insight into the achieved swirl angles in the vortex
structure. It can be seen that the critical value of swirl angle θsw = 50◦, mentioned in sec-
tion 2.4, is reached later than where the vortex is considered to start the breakdown (orange
and red regions in Figure 5.20b). It is important to remember that this value is a critical value
at which vortex breakdown will occur, but it is not the only possible cause for it to break down.
In this specific case, it can be seen that the vortex breakdown occurs before the critical value
is reached as a consequence of the pressure gradient.

Moreover, the case at α = 90◦ gives a clear insight into the capabilities to observe vortex break-
down through LPT. The breakdown is more clearly seen when looking at the core’s vorticity
in Figure 5.21. The vortex core is concentrated far upstream at x = 100mm (Figure 5.21a).
Further downstream, where the breakdown begins to occur (Figure 5.21b) the core expands,
and the peak in vorticity inside the core is reduced considerably. Finally, when the core is
observed at x = 150 mm (Figure 5.21c) it can be seen that the vorticity has dissipated, and
the vortex core is no longer clearly defined anymore. In contrast to the rest of the cases, the
positive vorticity (in blue) inside the core upon breakdown, mentioned by Garmann and Vis-
bal [22], can be seen from both the y and x planes( Figure 5.20a and Figure 5.21c respectively).

It can be concluded that the STB method gives a good insight into the root vortex structure,
with the capacity to show the breakdown of the vortex. Moreover, it has the capability of
differentiating the hub vortex from the root vortices and its behaviour along the axial direction.
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(a) Axial vorticity contour at y = 100mm. (b) Swirl angle contour at y =
0mmα = −10◦.

Figure 5.20: Root vortex time averaged contours of axial vorticity and swirl angle at α = 90◦,
ω = 5200RPM and y = 0mm.

(a) Contour at x=100mm. (b) Contour at x=120mm. (c) Contour at x=150mm.

Figure 5.21: Time averaged axial vorticity contours of the root vortex at various x locations,
α = 90◦ and ω = 5200RPM.



6
Conclusions & Recommendations

In this chapter, conclusions and recommendations for future work based on the obtained re-
sults will be discussed. The research objectives and questions are presented again, and the
conclusions intend to answer the latter based on the observed results.

6.1. Conclusions

The objective of this research was to reconstruct the flow field around a wing-propeller config-
uration, resembling a scaled-down version of the Cessna Skymaster 337 pusher propeller and
horizontal tailplane configuration. The reconstruction was carried out employing Large Scale
PIV and Lagrangian Particle Tracking in a low turbulence wind tunnel environment at a 1:10
scaled version of the aircraft. The results showed that the flow field could be reconstructed
with a high spatial and temporal resolution, and as such, some conclusions from the experi-
mental campaign were drawn.

As a guide to the conclusions, the research questions initially presented in chapter 1 are revis-
ited, with each of them being addressed individually. This approach allows for a comprehensive
response to each question, contributing to the formation of a conclusive assessment of the over-
arching research objective. This systematic examination not only underscores the research’s
significance but also demonstrates the depth of understanding achieved during the study.

Q I. To what extent can the Lagrangian Particle Tracking method charac-
terise a propeller-wing interaction flow?
Q I.i. What particle concentration can be achieved after the propeller?

The experimental campaign showed that high particle concentration values can be achieved
after the propeller disc. The initial expectations were that a considerable amount of particles
would be affected when passing through the propeller disc. The research proved the case to be
the opposite, showing that concentration values can be higher inside the propeller disc than
outside. On top of that, the rotational velocity imposed by the propeller proved to improve
the spread of particles more evenly further downstream inside the streamtube.

Moreover, the achieved concentration values between C = 1 particle/cm3 and C = 7 particles/cm3

proved to be of the same order of magnitude as the initially calculated value between C = 7.8
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particles/cm3 and C = 19.5 particles/cm3 and that the lower obtained value is a consequence
of the seeding system rather than the propeller disc.

Finally, it can be concluded that the particle concentration distribution is highly affected by
the seeding system itself. The experimental campaign proved that the propeller does not have
a detrimental effect on this factor but rather improves the particle distribution. Subsequently,
this behaviour will most likely be encountered when testing at a full-size aircraft, as the pro-
peller rotational velocity is lower. Nevertheless, as a consequence of the larger flowfield, particle
concentration values might also decrease.

Q I.ii. What is the velocity resolution achieved for a wing-propeller configu-
ration?

The experimental methodology involving the STB method and post-processing done
through phase average and VIC# methods proved to achieve high velocity resolution.
Both methods were compared with an uncertainty analysis at a 95% confidence interval
and presented a velocity uncertainty lower than 3% throughout the flowfield.

In this aspect, the phase average methodology proved to have higher precision than the
VIC# methodology, with values less than half of the uncertainty throughout the flow-
field. This results from the higher available particle information for each resolved phase
when implementing a temporal bin.

Q I.iii. Can the vortex dynamics shed by the propeller be resolved?

Three field reconstruction methods (Binning with polynomial interpolation, Phase Average
and VIC#) were compared on their capabilities to reconstruct the propeller flowfield accu-
rately. All three methods showed an accurate flow reconstruction and the capability to show
the vortex system shed by the propeller.

Moreover, out of the three, the phase average method showed the best overall performance
when a periodic flow is analysed. Providing a smooth reconstruction of the tip helical vortices,
a clear differentiation between the root and hub vortices of the propeller, not commonly seen
in the aerospace field, and a high spatial resolution. All without compromising on the compu-
tational effort, proving to be as much as 2,000 times faster to reconstruct a single time-instant
compared to VIC# while using 50 times more information.

Nevertheless, the other two methods should not be undermined as they represent great alter-
natives to the phase average for different applications. The binning is a simple yet reliable way
to analyse the flowfield in the initial approach. It could reconstruct the main characteristics
of the flow, although the amount of noise would make the post-processing a tedious task. On
the other hand, the VIC# proved to reconstruct the flow in a time-resolved manner accurately.
Although computationally expensive, it is the best alternative to reconstruct a non-periodic
flow and should not be undermined.

As mentioned, the concentration values may decrease once the flow field is extended to the
full-scale aircraft. In this case, it is possible that the vortex system is not as fully reconstructed
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as in the scaled-down version. However, having a larger propeller will also increase the size of
the vortical structures. This will likely allow the particles to follow high-velocity phenomena
such as the vortex breakdown.

Q II. How robust is the method to characterise wing-propeller flow charac-
teristics?
Q II.i. How accurate is load determination through the control volume ap-
proach based on LPT method, compared to other methods?

The propeller thrust and torque were computed through a control volume approach based
on conservation of momentum. Results show that both parameters provide typical un-
certainty values when calculated based on the PIV measurements, and the resulting
values coincide with the reference values provided by the propeller’s manufacturer and
the tested values at the wind tunnel. It is important to remark that the results were
accurate for all cases except for the torque calculation when the advance ratio was in-
creased. Likely, the in-plane velocity reconstruction in this case was not as accurate as
at lower values of J . As such, at advance ratios, results should be treated with extra care.

The technique showed that accurate results require a full reconstruction of the stream-
tube flowfield, and as such, it should be implemented far downstream of the propeller.
Results showed that at axial positions of x/D > 1, the flowfield stabilises, and the com-
puted values begin to converge. Measuring at such axial position values will likely pose
a challenge when testing in the full aircraft with the impossibility of removing the hori-
zontal stabiliser.

It can be concluded that PIV-based experiments have a great potential to determine
rotors’ thrust and torque in a straightforward approach. The technique’s non-invasive
nature allows for the performance of thrust and torque measurements without altering
the test model to install loading cells or balances.

Q II.ii. Can the wing’s induced effects be observed on the vortex structure
through the LPT measurements?

The wing’s effect on the slipstream’s vortex structure was analysed for several wing an-
gles of attack. The adverse pressure gradient created by the wing upstream of the leading
edge proved strong enough to cause a breakdown on the root vortex. This phenomenon
was visualised for all angles of attack, forming a double spiral breakdown that causes
two smaller vortices to form on either side of the wing. With an exception at α = 90◦

where the higher adverse pressure gradient caused an earlier and stronger breakdown,
dissipating the vorticity faster upon breakdown.

Moreover, the wing’s induced velocities affected the tip helical vortices when these ap-
proached close to the surface. At positive AoA, the vortices gap between each set
increased due to the increase in velocity, whereas the gap decreased at negative angles
of attack.
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Lastly, the effect of the pylon must be considered as it displayed disruption in the visual-
isation of the tip vortices. As such, a similar effect may be seen when performing similar
measurements with different structures upwind. Moreover, the increase in scale could
increase phenomena such as the reverse in vorticity at the breakdown location, allowing
the method to capture this phenomenon.

Q II.iii. Can the propeller’s induced effects on the wing be observed through
the LPT measurements?

When the flow over the wing was observed, upwash and downwash caused by the pro-
peller rotation were identified. The effect of the up- and downwash had the strength to
affect the effective AoA as much as 16◦ at some locations of the flowfield. However, the
effective change in the wing’s AoA proved to be smaller and did not surpass 10◦.

At high AoA, the effect showed an angle increase that stalled the wing locally and was
identified through trailing edge separation on the suction side of the wing. Finally, it can
be concluded that the flowfield is reconstructed in an accurate enough manner to identify
what effect the propeller is inducing on the wing by being placed at its slipstream.

6.2. Further Recommendations

During this research, some limitations were identified, and some additional parameters would
prove to enhance the results obtained. Consequently, the following recommendations are posed
for future research on PIV-based wing-propeller interaction flow.

1. Although the concentration values were high enough to reconstruct the flowfield, the
lack of data on the concentration upwind of the propeller does not allow to quantify how
many particles are lost passing through the propeller disc. As such, the flowfield should
be extended to calculate the concentration before and after the propeller disc. Moreover,
extending the flowfield further downstream would also allow visualising how the vortex
behaves after the wing. Allowing to identify if it truly dissipates on top of the wing or if
it keeps moving downstream.

2. The pylon’s wake did not allow to accurately identify the helical tip vortices at the re-
gion where the wing was experiencing upwash. Although the effect is likely similar to
the downwash region, using a propeller spinning in the opposite direction would give an
exact comparison of how the tip vortices are affected by the up- and downwash of the
rotation independently.

3. Having the cameras on one side of the wing reduced the field of view, impeding the re-
construction on the other side of the wing. As such, a rearrangement of the cameras is
proposed in which the wing is observed from the spanwise direction. In this way, the flow
could be reconstructed on both sides of the wing, obtaining time-matching information
on the effects on the suction and pressure side of the wing.

4. The calculated torque value, when the advance ratio value was increased, showed some
deviation from the expected value. As such, a test at higher advance ratio values of the
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propeller is proposed to asses whether the exception was a disruption in that specific
run of this experimental campaign or whether the method should be adjusted for higher
advance ratios.

5. As mentioned, the propeller’s thrust was calculated, considering the drag generated by
the pylon and nacelle. Consequently, the calculated values of the thrust are lower than
the real ones. To increase accuracy, it is proposed to perform a run at every freestream
velocity used without the propeller spinning. By doing this, the value of the drag can be
computed and added to the produced thrust of the propeller.

6. Although the manufacturer of the propeller provides the performance data of the pro-
peller, it is provided for the isolated propeller, which does not necessarily behave in the
same way. To improve the validation of this data, it is proposed to test the actual torque
and thrust of the propeller as installed for the PIV measurements.
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A
Wind tunnel test matrix

Test matrices displaying the tested values with the expected rotational velocity measured at
the lab and the actual calculated value in Hz through the spectral analysis. Beware, the fre-
quency value in Hz has to be divided into two as it represents the calculated value with both
blades.

Table A.1: Test matrix without wing.

Run Lab ω [RPM] u0 [m/s] Frequency [Hz]
1.1 4200 5.1 141.6
1.2 5250 5.1 175.7
1.3 6000 5.1 200.2
1.4 5250 3 175.7
1.5 5250 8 175.7

Table A.2: Test matrix with wing.

Run Lab ω [RPM] u0 [m/s] α [◦ ] Frequency [Hz]
2.1 5250 5.1 0 175.7
2.2 5250 5.1 5 175.7
2.3 5250 5.1 10 175.7
2.4 5250 5.1 -5 175.7
2.5 5250 5.1 -10 -
2.6 5200 3 5 -
2.7 5200 8 5 -
2.8 4200 5.1 5 -
2.9 6000 5.1 5 -
2.10 5200 5.1 90 200.2
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