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Summary

Advances in miniaturised components and electronics has driven the miniaturisation of satellites, the
products of which are being seen as capable replacements or additions for missions that have tradi-
tionally been performed by large satellites. The miniaturisation of satellites has also enabled relatively
small companies and institutions to launch their own space systems. Delft University of Technology
(DUT) has been able to set up the Delfi program using the CubeSat standard. The CubeSat standard
is a form factor standard that is seeing widespread use for the development of nanosatellites. An in-
creasing number of commercial-off-the-shelf (COTS) components for CubeSats offers an increasingly
large design space for CubeSat missions. It is becoming increasingly difficult to evaluate this entire
design space manually.

An automated design tool with the ability to take the entire design space into account may improve
the design of a CubeSat compared to manual methods. This work sets out to develop such a design
tool. Through a trade-off, it is decided to implement a machine learning methodology into the design
tool for the generation of CubeSat concepts. Reinforcement learning (RL) is identified as the suitable
machine learning method. More specifically, the Q-learning algorithm is selected as the RL algorithm
that is implemented into the design tool.

The design tool that is created in this work is able to generate CubeSat concepts by selecting com-
ponents from a manually created hypothetical components database. Components can be selected
by the design tool for the following component types: camera, ground station, antenna, transceiver,
attitude determination, attitude control, power control unit and battery. These components make up
the CubeSat concept. A training cycle of the design tool consists of 25000 episodes with each episode
containing 100 iterations. At each episode, the design tool is initiated with a random configuration of
components. This configuration of components is the state [Cy, €5, ..., C,], with each index representing
a component and the length of which depends on the number of component types that are implemented
into the design tool. The state thereby represents a CubeSat concept, insofar that the concept exists
of the component types that are available to the agent in the environment. At each iteration, the design
tool’s agent can take an action that changes the selected components. Whether this action is taken ran-
domly or based on previous knowledge stored in the Q-table is based on the e-greedy method, which
determines whether the agent explores the design space or exploits it. At every iteration, a reward
is provided to the concept based on a performance analysis of the selected components. When the
design tool is exploiting the design space, it will aim to maximise the reward that it can obtain and will
thereby aim to select the optimal components. Through experiments, several ways of implementing the
components into the design cycle are evaluated. The method that is implemented is to let the design
tool select components directly from the database.

To investigate the influence of an increase in complexity on the performance of the design tool, com-
ponent type(s) are gradually added until the full setup of the design tool is achieved. The results of
this investigation show that the design tool becomes less likely to select higher rewarding (and there-
fore performing) components during a training cycle as the complexity increases. The design tool’s
capability of assessing the performance of a complete CubeSat concept is investigated by examining
whether the selection of components influences the analyses correctly. It is shown that the CubeSat
parameters that are dependent on the complete component set such as size and power consumption
are correctly implemented.

A validation of the design tool is aimed to be performed using a case study, which is the AltiCube mission
study. The AltiCube mission study is a feasibility study of a Ka-band altimeter CubeSat constellation
for ocean monitoring, carried out by the DUT, specifically by the Civil and Aerospace Engineering fac-
ulties, under the support of the European Space Agency. The validation is performed by means of
comparison between the systems designs from the mission study itself and the design selected by the
design tool for the case study’s mission requirements. The components that are selected by the design



tool provide a feasible concept for the mission requirements and are generally similar to the result of
the mission study itself. The difference in size and mass of the designs can be explained by the dif-
ference in the way that the size and mass are estimated by the design tool. It is found that the design
tool selects certain components based on marginal differences in the concept rewards, and that the
components that a trained agent selects can be components that are over-performing for the mission
requirements. Using a trained agent to identify feasible concepts can result in the design tool selecting
over-performing concepts. To improve the quality of the trained agent, additional system performance
rewards should be implemented that provide a penalty to over-performing concepts, thereby giving the
design tool the capability of selecting the optimal concept for the mission requirements. Examples of
such rewards are mass and cost. The implementation of a weighted reward system is identified as a
possible improvement to the design tool for enabling the user to emphasise certain performance as-
pects. The way in which the design tool is set up allows for a simple implementation of such additions.
This also includes the addition of extra component types.

The results from a training cycle are at the moment better suitable for identifying the optimal concept,
because this cycle also explores the design space and thereby does not leave out certain solutions.
The concepts the design tool provides are made up of COTS components obtained from a COTS
components database that is used directly in the design cycle. The usability of the design tool in
its current version is limited due to the tabular nature of the Q-learning method. The tabular nature
means that the method has a high computational expense in terms of RAM, which limits the number of
component types and components per component type that can be implemented. Note that if a super-
computer would be used this would not be an issue. The other limitation is that a tabular method is not
able to generalise over unseen states because discrete values are stored for state-action combinations.
The method is not able to generalise from surrounding states to predict the action to take at the unseen
state. In order to generate a fully trained agent, most, if not all state-action combinations should be
visited, which results in a high sampling requirement. This limitation also inhibits the ability of a trained
agent to be re-used for varying mission requirements, which would be a very valuable aspect of the
design tool. A promising method that does not suffer from these limitations is the Deep Q-Network,
which can be seen as an extension of the Q-learning method.
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Introduction

1.1. Introduction to the work

The growing need for CubeSats for various space missions could present strong demands for the use
of automated systems during the early stage of the design cycle. An ever-increasing catalogue of
COTS components for CubeSats creates an increasing amount of design options for the generation
of concepts. Manual design methods make only limited use of this available design space because
they rely on the engineer’s input for design choices and are therefore constrained by the engineer’s
knowledge and experience. Automated systems that are able to incorporate the entire design space
offered by an ever-increasing catalogue of COTS components may potentially improve the design of a
CubeSat, compared to manual methods.

Artificial Intelligence (Al) could provide a solution for automated systems for the generation of concepts
based on the entire catalogue of COTS components. In this work, the feasibility of a design tool that
makes use of RL for automated CubeSat concept generation is presented. The design tool that is
created is able to generate CubeSat concepts using a RL algorithm which is able to select subsystem
components from a hypothetical hardware database, thereby generating a complete CubeSat concept.
The final performance of generated concepts is evaluated using a reward system that provides rewards
based on subsystem and system performance against user entered requirements, thereby keeping the
engineer in the loop. The appeal of using RL to identify feasible concepts for user requirements is that
knowledge from earlier runs can be re-used to provide faster results for new missions.

This assessment is structured as follows. In chapter 2, the reasoning for selecting a machine learn-
ing methodology is performed. Part of the reasoning is a trade-off between several methodologies. A
review of machine learning based design methods is also performed and the scope of the work is pre-
sented, stating the research objective and questions. chapter 3 goes into depth on the implementation
of RL into the design tool that is created in this work. Experiments are performed on a low complexity
version of the design tool in order to study the design tool’s settings in chapter 4. The results of these
experiments are also shown and discussed in this chapter. Next, the final setup of the design tool is
presented in chapter 5. Validation of the design tool is done through a case study, which is elabo-
rated upon in chapter 6. The results of the design tool are presented through three investigations in
chapter 7, where these results are also discussed. The three investigations are the following. First
the design tool is increased gradually in complexity ending up with the final setup, where the effect of
this increase in complexity on the performance of the design tool is studied. The next investigation
is into the performance of the final setup of the design tool. Finally, the design tool is applied to the
case study and a comparison between the two methods is performed. Conclusions for the work that
is performed are drawn and recommendations for future work are made in chapter 8 and chapter 9,
respectively.



2 1. Introduction

1.2. General context

The complexity of space systems design has historically been tackled with the use of extensive sys-
tems engineering and management methods. Relatively recent in the overall history of space systems
design, the combination of concurrent engineering and systems engineering is being applied to the de-
sign approach with the goal of shortening the design time of space systems. These design approaches
are being applied in concurrent design facilities (CDF) all over the world, with DUT also being in the
process of setting up such a facility.

Concurrently, in the last decades, the advancement of miniaturised components and electronics has
driven the miniaturisation of satellites. This development is aided by the increase in COTS compo-
nents from the consumer electronic market. Nano- and microsatellites are more and more capable
of replacing missions traditionally performed by large satellites or complementing such missions. The
miniaturisation development has also enabled relatively small companies and institutions to launch their
own space systems due to the relatively low costs. The CubeSat standard is a form factor standard
that is seeing widespread use for the development of nanosatellites. First used primarily for educa-
tional purposes, the use of the CubeSat standard for space systems became rapidly popular within
governmental and private instancies as well [54]. CubeSats are seen as capable platforms for car-
rying out scientific, observation and technology demonstration missions at significantly reduced costs
[43].

DUT is also making use of the CubeSat standard for their own projects, primarily being the Delfi pro-
gram. Education within the space field is geared towards nano- and microsatellites evidenced by
courses such as Microsat Engineering and Micropropulsion at the Space Engineering department.
The department is currently in the process of setting up a CDF. This work could contribute towards that
process.

The growing need for CubeSats has lead to an increasing amount of COTS components. This is demon-
strated by the number of components that is available on online marketplaces such as satsearch’ and
CubeSatshop, which still do not encompass the full number of components that exist on the market.
The design space that is presented by the catalogue of COTS components is becoming increasingly
difficult to evaluate manually simply because of the sheer number of components. This incomplete
exploration of the design space is also stressed by [43]. If it is assumed that the satellite configuration
consists of 6 distinct subsystems for each of which a single component should be selected, and 10
components are available for each subsystem, the number of design options is already 1 million. It
can be seen that even with a relatively low amount of component options the number of design options
grows rapidly. Being able to take into account the entire design space may potentially improve the
design of a CubeSat compared to manual methods.

Reducing the cost of low cost space missions such as nano- and microsatellite missions is commonly
aimed for by minimising the amount of work that have to be performed during the early phases of a
project (Pre-Phase A and Phase A) [9]. An important aspect of this is using existing hardware with
known specifications. These known specifications, coupled with a standard platform allows for much
more accurately assessment of the performance at system level. The use of COTS components directly
in the design cycle is stressed by literature, among others by Surrey Space Center & Surrey Satellite
Technology Ltd [46], by the CubeSat focused company GOMspace [4], by Tyvak Nanosatellite Systems
[3], and by the French Space Agency (CNES) [40]. The development of automating at least parts of the
design processes of a space system by various software tools is detailed by among others Valispace
[27], by CNES [23] [12], and by satsearch [21]. The software tools that are reviewed show a similar shift
in moving from a document-centric approach to a data-centric approach. These software tools aim to
increase the efficiency of current space system design method but seem to still be majorly people based
design tools where the design choices are still performed manually. The growing need for CubeSats
for various space missions, coupled with the desire to take into account the entire design space offered
by the catalogue of COTS components, could present strong demands for the use of fully automated
systems during the early stage of the design cycle?.

Tsatsearch currently already lists 57 distinct products for cameras alone[2]
2During talks with an ISISpace engineer interest was also shown for automated tools that could assess the sensitivity of a
CubeSat design for certain parameters
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Such an automated system would be able to select components from the catalogue of COTS com-
ponents and analyse the performance of such a configuration of components. The performance for
certain user requirements will allow the automated system to identify feasible configurations. This
work focuses on first identifying what a novel approach would be to design such an automated system
and afterwards perform a feasibility study with said approach. In other words, in this work it is attempted
to create a design tool that enables an automated CubeSat concept generation.

1.3. Scope of the work

Literature has indicated the shift of industry towards the use of automated design methods for the
design of space systems. The automated design tools that are currently in development however, do
not provide the complete automation of the design cycle. Therefore, there is a need for a design tool
that can provide such a capability. An important factor for the design of nano- and microsatellites is
the use of COTS components and a standard platform. A widely used standardised platform is the
CubeSat standard, which is also actively being used by DUT. The focus of this work is on this type of
satellite. One of the fundamental aspects of the design tool is deemed to be the capability of using
COTS components directly in the design cycle. In this work, a design tool that is able to automate the
design of a CubeSat concept is created. The method that is used for the generation of concepts is
a RL method, the reasoning for which will be further elaborated upon in chapter 2. The scope of this
work is framed by formulating a research objective based on the needs identified in this chapter. It is
attempted to realise this objective by answering the research questions that are stated below.

RESEARCH OBJECTIVE:

assessing a design tool for automated CubeSat concept generation using RL and COTS components
implemented directly in the design cycle for the preliminary design of a CubeSat mission, with the aim
of exploring the complete design space offered by the COTS components catalogue

RESEARCH QUESTIONS:
* RQ1: What RL method can be used for automated CubeSat concept generation?
* RQ2: How can COTS components be implemented directly in the design tool?

* RQ3: Is the design tool able to identify feasible CubeSat concepts for a set of mission require-
ments?

* RQ4: Is the design tool capable of re-using data from previous runs?






CubeSat Concept Generation
Methodology

2.1. Concept Generation Methodology Trade-Off

The methodology of the user-driven cubesat concept generation software consists of two parts. Firstly,
there is the question on how a single concept is generated, this means how the different subsystem
models in the software interact and thereby influence the components’ feasibility.

Secondly, there is the question on how a complete set of concepts is generated. This question deals
with how a set of concepts is generated from a set of components. It should be decided as to what the
set of concepts actually entails (e.g. do we want the full design space or just the feasible’ solutions),
and in what manner and for what reason components could be included or excluded from the concept
generation. It could also be said that the first aspect of the methodology deals with the procedure of
the concept generation, while the second question is about what kind of in- and output we need and
want to generate with the software.

The design space is made up of all possible concepts created by these components. However, the
number of concepts becomes increasingly large with an increasing number of component options.
This is because there are multiple points during the design process where component selection for a
specific subsystem occurs. Component selection occurs a total of 6 times during the design process.
Assuming every subsystem has the same amount of component options, the amount of concepts this
results in is given by Equation 2.1. This means that if there are 10 available components for each
subsystem to choose from, numbering a total of 60 components for the complete design, this would
already result in a million possible concepts. The question then is whether this is an issue for the
software, and if it is actually beneficial for the software to evaluate every possible concept.

— 6
nconcepts - ncomponents (21)

In theory, the amount of concepts should not pose a problem for the software with regards to the ca-
pability to evaluate the concepts. The amount of concepts does however, influence the time it takes
to complete the design cycle, since a larger amount of concepts means a larger amount of evalua-
tions have to take place. The amount of data can also slow down the speed and efficiency of the
evaluations.

2.1.1. Methodology Options

The goal of the design tool is to provide the user feasible concepts. In order to identify what a feasible
concept is, the tool will have to analyse the performance of a configuration of components for a set of
mission requirements. The problem can then essentially be identified as a design optimisation problem
that can be solved using an optimisation scheme. In this section, several methodologies that can
provide the capability of identifying feasible concepts will be reviewed.

5
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Top-Down or Bottom-Up Process

A basic choice that can be made with respect to the methodology for exploring the design space and
generating concept sets is whether this process should be top-down or bottom-up. For this application,
a top-down method is said to be a method where concepts are eliminated early on the design process,
thereby reducing the design space and eliminating subsequent options further down in the design
process as well. Conversely, a bottom-up process explores and evaluates the full design space, thereby
evaluating by means of sampling the entire design space and finding the attractive design space in this
way.

The desired process for this application is thought to be a bottom-up process, since this will not eliminate
any concepts early on the design process, potentially losing promising concepts. A traditional design
method based on requirements and constraints can be said to be a top-down process. ltis still reviewed
in this thesis, due too the design method being a traditional methodology, which will provide a useful
baseline for the eventual trade-off.

Objective Function

To evaluate a concept, it has to be known what to evaluate for. This is where the system requirements
come into play. A concept’s performance can be evaluated to the requirements numerically and given
an objective function evaluation.

Requirement & Constraint Based Methodology

Reducing the size of the design space using a requirements and constraints based method will reduce
the amount of concepts that could be further evaluated. This does not however, contain an approach
to then evaluate the reduced design space and the way in which feasible designs are found.

In order for the requirement and constraint based reduction to function, the performance of subsystem
components will have to be evaluated against the performance requirements for that subsystem. In
this way it is possible to eliminate components that do not comply to the requirements. This means
that the design space is reduced at each subsystem design phase. Nonetheless, for every subsystem
every possible component has to evaluated, taking into account the previous subsystem’s feasible
components. What is important to note here, is the fact that the feasibility of subsequent subsystem
components is dependent on the previous combination of components. The specific combinations that
lead to the elimination of other components has to be stored, in order to evaluate the full concepts
further on in the design process. Whether that is achievable with an average system for the amount
of data that is created is an important consideration for this method. The feasible concept set for the
subsystem requirements does automatically result from this method. The system performance can
then be evaluated for these feasible concepts.

If the amount of feasible concepts is still significantly large, depending on the amount of calculations
that are necessary to evaluate the system performance, evaluating this for every concept remains
impractical. In that case, other (design space reduction) methods should be used to narrow down the
design space even further or to explore the remaining design space efficiently.

Fuzzy Clustering Based Methodology

Fuzzy c-means clustering method (FCM) can be used to identify optimal clusters. The components
themselves are not evaluated for their subsystem performance. Instead, the clusters that are found to
be feasible are used to identify the feasible components that are part of these clusters. In this way, the
concepts that should be evaluated for their system performance can be discovered.

The size of the clusters determines how many concepts are feasible concepts for the mission. Similarly
to the requirement and constraint based method, this design space could still be significantly large,
and therefore the same strategy is valid for this method. For this specific method, the reduced design
space could be divided into clusters again, iterating through the same process until a manageable sized
concept set is obtained.

Meta-Model Based Methodology
A meta-model approach can be viewed as an optimisation-scheme and is aimed to improve the effi-
ciency of the optimisation process by iteratively reducing the size of the design space. This is stated
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by [8], [48], [47], [25] and [52]. In short the iteration loop of the method works as follows to find the
global optimum. First, the design space is sampled using a specific sampling method, after which
these samples are evaluated with increasingly a model of the engineering problem. Using the sam-
ple evaluations, meta-models are constructed on which a design space reduction method is used to
find the attractive design space. The process then starts another iteration until the global optimum
is identified with a high certainty. Increasingly higher-fidelity models are used in increasingly smaller
design spaces in order to efficiently approach the global optimum. This method does involve creating
the different fidelity models.

To explore and evaluate the design space several methods are used in the literature. Sampling and
employing various optimisation algorithms are the most common methods found in the literature. After
evaluating the design space, a method is used to perform the design space reduction. A common
method is to use a clustering based reduction method, as described by, among others, [47], [25] and
[52].

It can be noted that the meta-model based concept set generation methodology combines different
methods in order to find the global optimum. The meta-model is combined with a design space reduction
method in order to find the global optimum efficiently. The clustering method for the purpose of design
space reduction to provide a certain amount of 'best’ solutions around the global optimum, and thereby
providing the desired concept set.

Machine Learning Based Methodology

A method that could also solve the complex problem of finding the best design(s) is the use of machine
learning. Machine learning methods learn from data in such a way that the method is able to solve
future tasks. The machine learning methods are generally divided into three categories; supervised,
unsupervised and RL. The method depends on the kind of data that is available [28]. Where examples
of data with both the inputs and outputs are available a supervised learning method is applicable.
Unsupervised learning is applicable when only the inputs of the example data is available. Finally, RL
is applicable when the correct output is not available, but the measure of quality of a certain output
resulting from a certain input is obtainable.

For this thesis, the output can be obtained by evaluating a certain concept input for the mission require-
ments. However, due to the large amount of possible concepts, sampling the design space to provide
a useful learning data set might prove to be cumbersome. Because of this, supervised learning might
not be the best machine learning method for this application. Next, unsupervised learning aims to find
patterns in the input data. Since this will not help us to achieve the goal of finding the best feasible
concept(s), this machine learning method is not suited for this application. The method which seems to
be the most promising approach for this kind of application is the RL method. This approach is able to
independently generate and learn from input and its corresponding output. It is therefore not necessary
to sample the design space and generate a learning data set manually.

In more detail, RL is the learning of a mapping from states to actions with the goal of maximising the
reward through these actions [44]. The actions to perform are not specified to the learning algorithm, in
contrast to the other machine learning methods. Instead, the algorithm learns which action to take by
testing them and evaluating the resulting reward. How far the learning algorithm should look into the
future for the accumulative reward of subsequent actions depends on the application and can be varied.
The actions in this approach would translate to the action of choosing a component for a concept when
the RL approach is applied to this thesis’ application.

The main approaches for solving RL problems are divided into two by [18]. The first approach is "to
search in the space of behaviours in order to find one that performs well in the environment” [18, pg.
1], which is the approach used in genetic algorithms and programming. The second approach is to use
statistical techniques and dynamic programming methods to approximate the reward of taking an action
in certain situations. After this basic definition of RL, the applicability of RL for engineering design, and
more specifically for this thesis is reviewed.

Today, the use of artificial intelligence (Al) and machine learning methods for engineering is becoming
more and more widespread. Using machine learning for design optimisation problems can be seen
across industries and applications. This is evidenced by the current available literature, among others:
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[35], [10], [29], [7]- More specifically using RL by [26], [53], and learning optimisation algorithms itself
using RL by [24]. This literature is used to demonstrate the relevance of machine learning and more
specifically reinforcement for (design) optimisation problems. The similarities between multi-objective
optimisation (MOQ) and multi-objective reinforcement learning (MORL) and other RL methods are de-
scribed by [30], as well as common strategies for both methods.

Furthermore, the use of Al to aid complex design problems is described by [20]. The use of Al for space
applications is outlined by [14], and proposed specifically for the design of space systems by [41], [5],
[32] and [36]. It seems that there is a big gap between the first use of Al in space systems design and
the more recent activities. While [36] specifies the use of specific Al methods, [32] outlines the use of
Al through various stages of the early design of space missions, but does not specify the Al methods
that will be used. Moreover, the paper indicates that the use of Al is targeted towards a support role
for the engineers. This means that the actual engineering design is still left to the engineers.

The interesting prospect of using machine learning over other optimisation schemes is that the knowl-
edge that is gained during runs can potentially be re-used for new runs. Using a machine learning
method, an agent is trained during the use of the method. This means that the knowledge gained dur-
ing such runs is not discarded and can be re-used to more efficiently use the method during new runs.
This also means that when the method is not actively used for any problem, it can be trained to perform
these functions faster when it is required.

To conclude, literature demonstrates the usability of machine learning for (design) optimisation prob-
lems. RL shows the most promise for this thesis’ application due too the decision processes that are
present in this type of machine learning. Since the concept set generation problem that is treated in
this thesis can also be seen as a multi-objective complex problem, the applicability of RL for this prob-
lem could be justified. However, literature does not indicate the use of machine learning, and more
specifically RL for the selection of hardware components, which is integrated into a design tool. This
application is not prevalent in either space systems design or any other industry. The literature does
indicate that the use of machine learning in an engineering optimisation problem is effective, and can
achieve better results than traditional approaches, as described by [53], and [10]. It seems that apply-
ing this methodology for the kind of application that is required for this thesis is uncharted territory, at
least as far as literature shows.

2.1.2. Methodology Trade-Off

In the previous section, several methodology options have been identified. In this section, a trade-off
of these options will be performed in order to select one of them for implementation into the design
tool. The trade-off methods that will be used are taken from [13]. The methods that will be used are
the Pugh matrix and a graphical trade-off method, as it is thought these two methods will supplement
each other.

+ Applicability: This is the question whether the method is suitable for the kind of application that it
should be used for during the thesis, and also includes the ease with which the method can be
implemented.

« Efficiency: Answering this should give an indication as to how efficient the method is for this kind
of application.

» Completeness: The question of whether this approach is a one off method. Is it necessary to
combine the approach with other methods to be able to perform the concept set generation effi-
ciently.

» Transparency: This criterion handles the fact whether it is difficult for the user of the design tool to
gain insights into the design process. Some design methods are very much black-box processes
while other allow for a transparent process.

* Novelty: Is applying the method in this way during the thesis a novel approach, and how is it a
novel approach.

» Bottom-up/top-down: This criterion deals with the question of whether the methodology can be
viewed as a bottom-up or top-down process.
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Pugh Matrix

The first trade-off method that is used is the Pugh matrix. The result can be seen in Table 2.1. In this
matrix the weighting factors range from 1 to 3, with 1 being the least important and 3 the most important.
The scoring ranges from -1 to 1, with -1 having a negative connection with the selection criterion, 0 a
neutral connection, and 1 a positive connection. In this trade-off, the machine learning methodology
has the best score and would therefore be the most promising method.

Table 2.1: Pugh matrix for the concept set generation methodology

Selection Criteria | Weighting Factor | Requirements/Constraint | Fuzzy Clustering | Meta-Model | Machine Learning
Applicability 2 0 1 0 1
Efficiency 3 -1 0 1 1
Completeness 1 -1 0 1 1
Transparency 2 1 1 0 -1
Novelty 3 -1 -1 0 1
Bottom-Up/Top-Down 2 -1 1 1 1
Sum(+) 1 3 3
Sum(0) 1 2 3 0
Sum(-) 4 1 0 1
Result -7 3 6

A sensitivity analysis is also done in order to see the effect of changing weights and scores to this result.
The sensitivity analysis of the Pugh matrix for 3 different scoring entries can be seen in Figure 2.1. Next
to that, a sensitivity analysis is performed by changing the weighting factors and keeping the scores the
same as in Table 2.1. 4 different weighting factors entries are used, among one where all the weights
are set equal to 1. The result of this can be seen in Figure 2.2.
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Figure 2.1: Sensitivity analysis of Pugh matrix for 3 different scoring entries

It can be seen in Figure 2.1 that the meta-model and machine learning scores are relatively close. A
larger difference between the two can be observed in Figure 2.2, where the scores for machine learning
have a larger spread. In both sensitivity analyses the machine learning method has the best average
performance. Itis therefore concluded that the best option to pursue based on the Pugh matrix trade-off
is the machine learning option.
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Figure 2.2: Sensitivity analysis of Pugh matrix for 4 different weighting factor entries

Graphical Trade-Off

The second trade-off method is the graphical trade-off method. The scoring is performed in a simple
manner, namely scoring by assigning a colour. The colouring scheme that is can be seen in the legend
underneath the table in Table 2.2. In this table, the graphical trade-off end result can be seen. The
width of the columns, in other words of the selection criteria, indicates the weight of the criterion visually.
Combined with the colouring scheme, the scoring is indicated visually. From Table 2.2, the graphical
trade-off also indicates that the machine learning method is most suited for this application. Both the
meta-model and machine learning methods score a 'correctable deficiencies’ for the transparency cri-
terion. This criterion was found to be difficult to score for these methods, as there is a difference in
transparency between the two. It is thought that the meta-model method allows for a more transparent
approach as apposed to the machine learning method, and is therefore more easily correctable. How-
ever, since it is thought that at their basic level the two method are black-box processes, the methods
are given the same colour and score. An important factor that weighs into this conclusion, is the fact
that novelty plays an important role in the trade-off.

2.2. Review of Machine Learning Based Design Methods

In subsection 2.1.2, a trade-off has been performed on different methods that could be used for the
generation of concepts for the design tool. From the trade-off, it resulted that machine learning is the
most promising approach for this application. Moreover, in subsection 2.1.1, it was identified that of
the different machine learning approaches, RL is seen as the most applicable approach for the type
of design process that is envisioned in this thesis. This is because RL deals with a decision process,
which the selection of components during the design process can also be seen as. In this section, the
implementation of such a RL based approach is investigated.

An integral part of the design tool is the ability to provide a solution set to the user, in order to allow
the user the ultimate decision of picking the ’best’ solution. Because in all learning problems there
is some parameter to minimise or maximise, one can consider all learning problems as optimisation
problems [17]. The review into the implementation of a RL based approach will therefore be performed
in two directions. A more general RL approach to generate a concept set is reviewed. Next to that,
the use of RL based optimisation approach is reviewed. Since the problem at hand can be seen as a
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Table 2.2: Graphical trade-off matrix for the concept set generation methodology
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multi-objective problem, this approach should incorporate MOO. The MOO approach using RL is found
in literature to be called MORL, which is reviewed as the second direction. First off however, a review
is performed on current implementation of artificial intelligence for the fast design of satellites. This is
done to provide the reader with an overview of related developments in this works field.

2.2.1. Use of Artificial Intelligence for Fast Design of Satellites

A tool for automation of satellite design and creating highly accurate design concepts in a fast and cheap
way is introduced by [16]. The design tool, called SPIDR, is developed to automate the evaluation of
ripple effects during the design process, without having to have user input. Ripple effects are caused
by changing parameters during the design process which result in re-evaluations of the design having
to occur. Automating this is aimed to allow faster evaluations of designs, which would allow a more
expansive exploration of the design space and thereby finding higher quality concepts.

The use of Al in this design tool is detailed by [19]. In general, it is understood that the design process
depends on the use of rules. These rules set local constraints between components in the system, and
thereby signify the connections between these components. An example of such a rule is that when
a torque is included, by definition a magnetometer should be included as well. The design process is
then seen as a planning problem, where a goal condition is met through a feasible sequence of actions.
The use of rules allows the tool to generate concepts and evaluate these concepts, thereby eliminating
infeasible concepts. This process allows for a large design space exploration, and combined with
optimisation methods the exploration can be focused.

Another tool for rapid design of satellites is SATBuilder, which is described by [41]. SATBuilder, using
the open source OpenSAT architecture, has been developed in response to the Responsive Space
Program, and is therefore aimed at enveloping the entire satellite design process. The use of Al in this
process is found for the generation of feasible design solutions. SATBuilder uses the Bayesian Atrtificial
Intelligence approach for this purpose. This approach uses user input and historical data, in the form
of established satellite designs, to determine feasible design solutions to new user requirements. The
Bayesian network is first trained for these inputs, after which it is used in the SATBuilder tool.

A design engineering assistant (DEA), which is an Al-based agent, is introduced by [32]. The aim of the
DEA is to assist experts with knowledge management support in feasibility studies during concurrent
engineering sessions. This support can come in the form of automatically obtaining knowledge from
previous designs that are based on similar requirements to the current mission. An expert system is
able to perform this function more efficiently than when it would be done manually.

Under the DEA project, the use of a unsupervised machine learning methodology for analysing docu-
ments is outlined by [6]. The analysis consists of identifying, learning and extracting topics from a set of
documents using topic modelling, which is an unsupervised learning method. This will enable an expert
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to more easily kick start a study, since relevant information for the mission is more efficiently found,
allowing the engineer to more accurately estimate value ranges and validated architectures.

The DEA, as outlined by [32] and [6], is as the name implies an engineering assistant. The actual
design process and evaluation itself, is still performed manually by the engineer. The DEA plays a sup-
porting role in this design process, and delivers the engineer better insights into relevant information
for the mission. The DEA can therefore not be seen as a design tool, in contrast to SPIDR and SAT-
Builder. Even though these examples of the use of Al for satellite design should not be seen as fully
encompassing this field, it is interesting to see the gap in time between the design tools SPIDR/SAT-
Builder and the more recent approach by [32], which also applies Al in a different way than the design
tools.

The literature study that was performed in the relevant field for this thesis did not discover the use of
machine learning in a design tool to generate satellite concepts. The use of the more broad Al was
found in design tools. [32] and [6] describe the use of machine learning, but this is not used in a design
tool, as previously described. Next, in further sections, the use of RL for concept generation in other
fields is described. This will provide an insight into the possibilities of RL for this application and can
identify any gaps that exist in this approach.

2.2.2. Concept Generation Using Reinforcement Learning in Literature

An optimisation framework is described by [53], where deep reinforcement learning (DRL) is imple-
mented in a design optimisation process for the optimisation of an airfoil angle of attack. It is identified
that a long waiting time exists for repeating optimisation tasks. Using this waiting time to train a ma-
chine learning method for the optimisation process would allow solutions to be obtained faster when
the optimisation process is carried out.

Because contour images of the flow field are used in the optimisation process, deep learning is used
to extract valuable information from the images. The proposed framework makes use of a deep Q
network (DQN), which can be seen as a Q-learning based RL approach. The RL algorithm is divided
into a training and searching phase. During the training phase, the algorithm is trained to generate
the Q function, which enables the algorithm to use this Q function during the searching phase. The
action that the RL algorithm can take is whether to increase or decrease the angle of attack. The
contour image of the flow field is the state, from which a reward is determined using deep learning.
The optimisation process in this particular study can be seen as single objective optimisation.

Interesting research in the use of RL for the design of the agent is described by [15]. It is noted that in
a RL problem, the design of the agent is seldom optimised for the problem. Instead, the only part that
is optimised is the RL’s policy. The work that is performed by [15] deals with optimising the design of
the agent simultaneously to the policy. The application for which this is done is a navigation problem,
in other words a control problem, with a physical organism. The agent can then vary the design of its
body, with the goal of increasing the performance in the navigation problem. Changing the design is
part of the learning process for the agent, next to the learning process for the control policy.

In order to change the design of the agent’s body, the body is parameterised, which creates an extra
parameter vector that is a learnable parameter. The learnable weights w then consist of the policy
network parameters and the environment parameters. The aim of the RL framework is to learn w as
such to get the maximum reward. Finding w is done using a population-based policy gradient method,
from [51]. Exploration of the design space is encouraged using rewards for difficult designs.

A similar approach is described by [42], who also describe the joint optimisation of the physical design
and control network for a robot. Due too the time consuming process of training separate policies for
different physical designs, the need for an approach that simultaneously optimises the physical design
and control of the agent. [42] use an approach for allowing better exploration of the design space
which is of interest for this thesis. During the training process, designs that are performing positively
are examined and optimised further, while designs that are not are eliminated from the process. It is
claimed that this approach allows better exploration of the design space and prevents the algorithm
from getting stuck in local optima. While this approach is not directly applicable to this thesis’ work, the
thought behind the approach is attractive. This could be used to improve the exploration/exploitation
trade-off as well.
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The use of RL for the design of RNA molecules is described by [39]. RNA molecules are the information-
carrying biopolymers in living organisms’ cells. The design of RNA deals with finding an RNA se-
quence which folds into a target secondary structure. The paper describes a DRL methodology for
this problem. There are two elements in this methodology that train a policy, namely LEARNA and
Meta-LEARNA.

LEARNA deals with the problem of finding the RNA sequence for a certain target secondary structure.
The error for the RL agent is calculated by measuring the distance between the obtained secondary
structure of the generated RNA sequence, and the target secondary structure. Meta-LEARNA is trained
to obtain a policy from different RNA design tasks, which can be applied to new design tasks. This
should decrease the time it takes to find RNA sequences for new RNA design tasks.

[38] use RL for the design generation of two-dimensional layout schemes of single-family housing
units. Shape grammars are used as a design construction mechanism. Shape grammars can be seen
as implementing rules into the automatic design process. If this is done manually however, these rules
will cause the obtained design space to be very narrow, since the implemented rules will be created
from the experience of the engineer. On the other hand, if the rules are created very liberally, called
naive shape grammars, the obtained results are broad but mostly unfeasible.

To obtain feasible solutions which still span the entire design space, [38] introduces the implementation
of RL for this problem. A methodology of RL combined with naive shape grammars is proposed. The
RL algorithm is used to learn a policy which should construct the naive shape grammars such that
feasible solutions are obtained from them. To learn this policy, the design requirements are used as
rewards, so that the learned policy will generate optimised design solutions. The learning problem is
solved using a generalised version of the Q-learning method, namely Q(2).

The implementation of RL for this problem is described by [38]. Actions in this problem are the im-
plementation of shape grammar rules to the ongoing shape. Rewards are then evaluated based on
the performance of the shape for the design requirements. By dividing the design process into distinct
phases, only the relevant requirements have to be assessed. The rewards are then given during these
phases for the subset of requirements. Weights are applied to signify the individual importance of re-
quirements and allow the engineer to implement their own experience into the rewarding system. Two
practical issues are identified for the application of Q-learning to naive shape rules.

The first issue is the trust in the current policy, where the exploration-exploitation strategy is important.
The usual course of the algorithm is to exploit the current policy. Since it is desired to also explore
areas of the design space that would be left unvisited by such an approach, an e-greedy strategy is
used. This strategy implements a random action at each step with probability €.

The second issue is about generalisation. It is established that the amount of state-action pairs, the
possible shaped combined with the possible transformations, is too large to be saved in a table. A
function approximator is used to learn the Q-values of the state-action pairs. The pairs are charac-
terised by certain parameters, for which the Q-values are posited as a function of. A linear function is
used for this approach, and is learnt using a gradient-descent rule, that can be seen in Equation 2.2.
The advantage of using this function approximation is that pairs that have never been visited can be
assigned appropriate Q-values based on similarity to other pairs.

0; « 6, +axd8Xfi(s,a) (2.2)

2.2.3. Concept Generation Using Multi-Objective Reinforcement Learning

In subsection 2.1.1, several sources were cited about the use of machine learning & RL for design
optimisation purposes. In this section, these papers are elaborated upon, by performing a more in-
depth review of the sources. Machine learning is used in optimisation to improve the efficiency of the
process by learning from previous attempts of the optimisation effort, which traditional optimisation
methods do not. Machine learning methods are thereby able to more easily adapt to new situations,
and will increase the efficiency of the process.

The RL methodology for ship design optimisation is outlined by [10]. The methodology uses machine
learning to provide a direction for the optimisation and enhances the flexibility of the optimisation for
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a changing design environment. The method that is used is developed to resemble natural human
learning, which is used to assist the optimisation process.

A brief introduction on learning theory is given, and further elaborated upon to demonstrate the appli-
cability of the different learning theory elements to the optimisation process. The learning theory that
is accepted in this study is based on the memory model of Atkinson and Shiffrin, in which the memory
process is split into three elements. MOOQ is introduced as well, to introduce the idea of conflicting ob-
jectives, where the aim of the optimisation process is to find solutions that are acceptable for decision
makers. The goal of the optimisation process is then to find good trade-offs in the solutions between
the different objectives. Pareto-optimality is introduced for this, which is the approach being used in
the machine learning method.

The first element, sensory memory, is used in the method described by [10] to explore the design space,
and learns from the exploration by trial and error. This is done because for different design processes,
the design space might respond in other ways to this exploration. The exploration can then be used
to identify the design task and to determine rules from the data. The second element, short-term
memory, uses a ‘central executive’ center to check the in- and outflow of rules in the learning method,
and determines the maturity of the rules. Finally, the third element of learning theory, the long-term
memory, is used to store the mature rules and regulations.

The most important aspect of the method is described to be the ability to establish the rules through real-
time learning. For this aspect, the Q-learning RL approach is used. The approach that is used can be
seen as a MORL method. Q-learning is used because it is a suitable method for discrete environments
and is able to implement real-time learning, finding hidden rules during the design process.

MORL is introduced by [26], to optimise the power system dispatch and voltage stability. The method
is developed to cope with high-dimensional optimisation problems, because of a performance drop
of other multi-objective optimisation methods for high-dimensional problems. In the study, MORL is
compared to multi-objective evolutionary algorithm based on decomposition (MOEA/D). The result of
this comparison is that MORL outperforms MOEA/D, both in quality of Pareto fronts and computation
time. The quality of Pareto fronts is evidenced by the fact that MORL finds more accurate, broad, and
evenly dispersed Pareto fronts. This can be read as such that MORL will offer a greater variation in the
solutions that are found.

An overview of MORL methods is presented by [30]. The difference between traditional RL and MORL
is that MORL needs a learning agent that can obtain action policies which in turn are able to optimise
multiple objectives at the same time. This means that in MORL, each objective has its own reward
signal, which results in the final reward not being a scalar value but a vector. When the objectives are
conflicting, any policy of the learning agent cannot optimise these objectives, and will only be able to
optimise one of them, or obtain a trade-off. It is stated that because of this, MORL can be seen as
the combination of MOO and RL. Comparable to the MOO approach, MORL algorithms are divided
into two techniques. The first technique is made up of single-policy MORL algorithms. A single policy
aims to represent the ranking of the different objectives, for which the ranking can be user specified
or obtained from the problem domain. Using this ranking and scoring based on this ranking, single
reward is obtained for multiple objectives. The second technique is made up of the multiple-policy
MORL algorithms. In these algorithms, multiple policies are used to approximate the Pareto front. The
biggest variation between different multiple-policy algorithms is the approximation approach for the
Pareto front.

Multiple solutions to the MORL problem are also described. First, [30] make use of the term naive
solutions, which aim to solve the problem by designing a synthetic objective function. One of such
solutions is the use of an algorithm similar to the Q-learning algorithm. Representative single- and
multiple-policy approaches to the MORL problem are explained, shown in Table 2.3, which is obtained
from [30].

Multi-Objective Machine Learning

An overview of Pareto-based multi-objective machine learning is created by [17]. The overview is
restricted to the Pareto-based multi-objective supervised and unsupervised learning approaches. This
paper is reviewed because it might provide useful insights for MORL.
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Table 2.3: MORL problem representative approaches, obtained from [30]
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The objective learning algorithms are divided into three categories, based on the way the objectives
are evaluated. The three categories are single-objective learning, scalarised multi-objective learning,
and Pareto-based multi-objective learning. Single-objective learning uses algorithms where a single
objective function is optimised. For supervised learning, the mean squared error (MSE) method is often
used for training, while for unsupervised learning the k-means clustering algorithm is most often used.
It is noted that learning inherently is a multi-objective problem. This is because using a single objective
for the training data could result in overfitting of this data, which would result in poor performance of
the model on unseen data. Several weaknesses of using a scalarised multi-objective function for a
multi-objective optimisation problem are identified. Selection of the hyperparameter, which represents
the user’s intent in the optimisation process, is difficult. Next to that, scalarised multi-objective functions
will only obtain a single solution from the multi-objective optimisation problem. This presents issues if
in reality the objective conflict eachother, for which not a single optimal solution exists. Pareto-based
multi-objective learning on the other hand, is able to find a multitude of solutions, the Pareto-optimal
solutions. Learning problems in Pareto-based multi-objective learning is handled similar to Pareto-
based multi-objective optimisation, according to [17]. The advantage of this approach is identified as
being able to extract knowledge from the Pareto-optimal solutions, by having a better picture of the
design space, and thereby being able to choose a final solution with increased knowledge about the
problem.

An overview of the research that is being performed using Pareto-based multi-objective supervised and
unsupervised learning is also provided. The research using supervised learning is divided into three
categories, based on their focus, which is either generalisation improvement, interpretability enhance-
ment in rule extraction, and finally diverse ensemble generation.

Generalisation improvement deals with the fact that the learning models should have a good function-
ality on unseen data, and not only on the training data. To achieve this, [17] states several approaches.
Taking other objectives next to the training error into account, improving the generalisation performance
of neural networks by minimising error measures that could be conflicting. Pareto-based multi-objective
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learning can be used to optimise this behaviour.

Interpretability enhancement in rule extraction is aimed to increase the interpretability of logic or fuzzy
rules that are extracted with the model from data or the trained models. Important elements of the
interpretability of the rules are the compactness and the consistency. The advantage of a Pareto-
based approach here is identified as the fact that the user is able to choose from a set of Pareto-optimal
solutions.

Finally, the research on diverse ensemble generation is performed because the use of an ensemble
of learning models has a better performance than a single learning model. The research deals with
what models to choose for use in the ensemble of models, because there exists a trade-off between
accuracy and diversity of the ensemble of models. Here, Pareto-based multi-objective learning can be
used to optimise these objectives.

In multi-objective unsupervised learning, research on Pareto-based approaches is mainly limited to data
clustering. Pareto-based approaches can be used to identify significant features and the right amount
of clusters for the problem. It could also be used to automatically identify the amount of clusters.
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Design Tool Reinforcement Learning
Algorithm Selection

In chapter 2, it is identified that a machine learning method should be used for the generation of Cube-
Sats concepts, and more specifically a RL method should be used. In this part, Part |, a RL algorithm
is selected and the design tool that uses this algorithm in order to generate CubeSats concepts is de-
tailed. In this chapter, chapter 2, the basics of the selected RL algorithm is explained. After that, in
chapter 4, experiments are performed using a preliminary design tool. Building on the results of these
experiments, the final setup of the design tool is defined in chapter 5.

3.1. Reinforcement Learning Algorithm Selection

After the selection of RL as the method that should be implemented in the design tool, a RL algo-
rithm should be selected. A broad division can be created for RL algorithms, which is the division
between a model-based or a model-free system. In model-based systems a model of the environment
is constructed which is used to foresee the effect of actions on the environment. Using this capabil-
ity, model-based systems choose the optimal policy based on this model. Model-based systems are
statistically more efficient than model-free systems because of a better knowledge of the environment
[11]. However, the models in model-based systems have to be reasonably accurate to be useful [45].
If it is difficult to construct a sufficiently accurate environment model, model-free systems can still have
advantages over the more complex model-based systems. Due to the high complexity of the design of
a space system, constructing an accurate model of the design space created by a catalogue of COTS
components is thought of as infeasible at this point. Itis reasoned that the algorithm that will be selected
for this work should therefore be a model-free system.

Model-free RL makes use of experience to learn one or both of two different quantities, the state/action
values or policies. This can also provide the optimal policy but without the construction of a model of the
environment. The quantities have values that will indicate the promise of actions taken from the states.
The design tool is at this point envisioned to be able to implement components directly in the design
cycle. This means that the design tool should be able to select components from a COTS components
catalogue. Components in such a catalogue create a discrete design space for the design tool, as
the components specifications will not be evenly distributed over the design space. The RL algorithm
that is selected should be able to deal with such a discrete design space or in terms of a RL system,
a discrete state space. The actions that the RL algorithm can take are whether to select a different
component or not and the actions of the RL algorithm are also discrete.

Algorithms that can handle this kind of design and action space directly are tabular solution methods.
Tabular solution methods are divided into three fundamental classes: dynamic programming, Monte
Carlo methods and temporal difference learning [45]. Because dynamic programming requires a com-
plete and accurate model of the environment, this class of methods is not taken into account further. To
solve the prediction problem, the Monte Carlo and temporal difference (TD) learning classes use expe-
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rience. The difference between the classes lies in the timing when the policy is updated. Monte Carlo
methods wait until the end of an episode, while TD methods will wait until the next step. The fact that
TD methods are implemented in an online and incremental way is an advantage of TD methods over
Monte Carlo methods. Both methods are proven to converge asymptotically to the correct predictions,
but TD methods usually converge faster than Monte Carlo methods on stochastic tasks [45].

The selection of a RL algorithm for the design tool is now between the Sarsa and Q-learning algo-
rithms, which are TD tabular model-free methods. The difference between the algorithms is that Sarsa
is on-policy TD control while Q-learning is off-policy TD control. The off-policy approach is a more
straightforward approach, where two policies are used to differentiate between exploration of the de-
sign space and for exploitation. The on-policy approach will always explore to improve the decision
making policy. The possibility exists that the behaviour policy is unrelated to the target policy, which on-
policy methods do not differentiate. The on-policy methods are simpler, but less powerful and general
than off-policy methods [45]. It is therefore decided that the Q-learning algorithm is the most suitable
algorithm of the two for this work.

It should be noted that the selection of the RL algorithm was performed with the knowledge on RL
methods at that time. During the course of the work the limitations of the currently selected algorithm
became visible, which will be discussed in later parts of this work. Furthermore, the knowledge on RL
methods was also developed during the duration of this work.

3.2. Reinforcement Learning Elements

3.2.1. General Reinforcement Learning Elements

The general application of reinforcement learning for generating concepts can be explained by looking
at the basic elements of a reinforcement learning problem. For these elements, they can be explained
in the way they translate to this work’s problem. In Figure 3.1, a basic reinforcement learning scenario
can be seen. The following elements are identified; agent, policy, reinforcement learning algorithm,
action, environment, reward, and observation. Below, the elements of this scenario are translated to
the problem in this thesis.
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Figure 3.1: Basic reinforcement learning scenario, from [1]

* Agent: The agent is both the learner and determines the actions to take in the process. The
agent can be seen as the embodiment of the design process.

» Policy: The policy determines what action is most favourable to take, in order to gain the best
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reward. While the training of the agent is ongoing, the policy is updated at each iteration to reflect
the best route to take in the reinforcement learning problem. It therefore determines the action
that the agent will take.

» Reinforcement learning algorithm: The RL algorithm of the agent uses the rewards from ac-
tions taken by the agent in order to determine policy updates.

» Action: The action in the reinforcement learning problem dictates the route that the agent will
take in the environment. For the thesis the action determines the components that are chosen
for the satellite design.

» Environment: The environment can be seen as the design space of the problem. In the case
of a control reinforcement learning problem, the environment could for example be the terrain
over which an agent is trying to navigate. The environment is where the agent learns and takes
actions. In the thesis’ case, the environment consists of the component configuration options
which make up the design space.

* Reward: The performance of the action in the environment produces the reward. The reward
provides an indication of how well the action has performed, and can take a range of values
which have to be determined. In the thesis, the performance of the action can be determined by
evaluating the performance of the component selection, the action, to the mission requirements.

» Observation/States: The observation or state is the current location of the agent in the environ-
ment. For the thesis this means that the state is the current configuration of components.

The reinforcement learning approach that will be used for this work will need to be further defined in
terms of the state space, action space, reward model, and what algorithm should be used. It was
identified that the promise of using a machine learning approach is the ability to re-use knowledge from
previous runs. The work should reflect on this capability of the used approach.

3.2.2. Q-learning Algorithm

Q-learning was developed by [49] and is an off-policy TD control algorithm. Using this algorithm, the
optimal action-value function is directly approximated by the learned action-value function [45]. The
policy that is used determines which state-action pairs are visited and for which the Q-values are thereby
updated. The algorithm is defined in Equation 3.1. Q-learning establishes Q-values for every state-
action combination. These Q-values determine the optimal action at each state, where the Q-values
are updated using Equation 3.1. In this equation, Q is the Q-value, S the state, A the action, «a is the
learning rate, R the reward and y the discount factor. This equation takes into account the maximum
possible future Q-value to determine the updated Q-value for the current state-action pair.

QS0 A0 « Q(Se A + & |Ress + YMaxQ(Sesn, @ = QS A0 (3.1)

The state space determines in what situation the agent can find itself in. For the generation of CubeSat
concepts, this situation can be seen as what components are selected by the agent. It is envisioned
at this point that it is possible to create three kinds of state spaces for the design tool, which are
listed below. The main distinction is whether the state space is made up of the components, which is
done in state spaces 1 and 2, or whether the state space is independent of the components, which is
done in approach 3. The different state spaces are further elaborated upon in subsection 4.1.3. The
performance of each state space using the Q-learning algorithm is investigated in chapter 4, and a
decision is made as to which state space kind will be used for the final setup of the design tool.

1. State space 1: Using components directly in the state space.
2. State space 2: Using components indirectly in the state space.
3. State space 3: Learning on a state space which is independent from the components.

The action space determines what actions the agent can take when it is in a certain state. Depending
on the kind of state space that is used, the action will either directly or indirectly change the components
that are selected or change other parameters. How greedy the agent takes actions is driven by the
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parameter €. ¢ determines whether a random action should be taken or an action indicated by the
maximum value at that state in the g-table. The epsilon will decay during a training cycle, which will
ensure that the state-action space is explored at the beginning, but exploited towards the end of a
training cycle.

The next element is the reward system. This system determines in what situation what reward should
be given during an episode. An episode is one run through the environment. For this basic scenario a
system is used which gives a positive reward when the user requirements are met by the state-action
pair, and then also exits the episode. A move penalty is given when the user requirements are not yet
met, and an action should therefore be performed to achieve the next state.

The learning rate @ and discount factor y both range between 0 and 1. The learning rate is an indication
of how important new information is over old information. A learning rate of 1 will mean the agent only
considers new information. The discount factor controls the importance of future rewards. A value of 1
means the future rewards are emphasised over short-term rewards. The influence of these values on
training agent for the basic scenario will be further researched.

The pseudo code of the Q-learning algorithm that is implemented in the design tool can be seen in
Algorithm 1.

Algorithm 1 Q-learning algorithm

1: Initialise Q(S, 4)
2: Initialise €

4: for each episode do:

5 Initialise state S

6: for each iteration of episode do:
7 Observe state S

8: Choose action A

9: Take action A

10: Determine state performance

1: Determine reward R

12: Observe reward and state R, S’

B QGLA) « Qe dd) +a[Rey +YMarQ(Sens, @ — QS A
14: Update Q(S, 4)

15: end for

16: Decay e

17: end for
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In chapter 3, three different kinds of state spaces were identified for the implementation of the Q-learning
algorithm in the design tool. In this chapter, these state spaces are investigated and a selection is made
as to which kind of state space will be used in the final setup of the design tool. The setup of the design
tool used to experiment with the different kind of state spaces will be explained first in section 4.1. A
relatively simple setup is used for these experiments, which could identify future issues and help set RL
parameters, such as the training parameters, for the final setup. The results of the experiments using
the different state spaces are presented and discussed in section 4.2 and the kind of state space that
will be continued to be used in this work is selected. Some follow up experiments are further defined
and presented in full in section 4.3.

4.1. Experiment Settings

The implementation of the Q-learning method into the design tool for the experiments is detailed in this
section. First, the environment of the experiments is characterised, after which the Q-learning settings
will be defined. Finally, the state space options, which where identified in subsection 3.2.2, will be
defined in more detail.

4.1.1. Experiment Environment

The thesis’ full problem has to be translated to a relatively simple scenario to experiment on with RL
methods. A simple scenario that can be used for implementing different RL methods should have a
relatively small state-action space. A small state-action space means that the RL agent will have a
limited number of directions to explore and will therefore be trained faster. In this way, results can be
generated for a large amount of agents using different methods and settings. Next to that, it should be
identified what the basic scenario should have as output or goal.

A small state-action space is created by limiting the number of states that the agent is able to attain and
the number of actions it is able to take at each state. The states of the RL problem is indicated by the
size of the environment. To create a simple scenario, the environment should be kept simple as well.
The number of actions that the agent is able to take at each state, depends on how the environment
is set up as well. An example of this is a scenario where the agent has to choose two components for
two subsystems. A state in this scenario could be the component index from the list of components for
each subsystem, where the possible actions for the agent could be to go up or down the lists to choose
different components.

For the experiments in this chapter, the design tool is set up as a problem in which the RL agent has
the goal of identifying components that satisfies user provided requirements. To simplify the problem,
this is performed for a single subsystem of a satellite, which for the scenario is the payload and more
specifically a camera. Next to that, the subsystem itself is simplified in such a way that the amount of
parameters that the payload consists of.

For the scenario, it is assumed that the payload components are characterised solely by the parameters

23
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focal length and number of horizontal pixels. The user requirements for this payload are the ground
sample distance (GSD) and the horizontal swath (S) on the ground. Next to that, the user is able to
specify the orbital altitude of the satellite. Finally, an assumed parameter for the scenario is the diameter
of a single pixel, which is assumed to be 3 micrometer. In order to identify whether a component
satisfies the user requirements, some simple calculations are performed. The GSD is calculated using
Equation 4.1, and horizontal swath is calculated using Equation 4.2. For this scenario, an orbital altitude
of 400 km is assumed. The parameters are summarised in Table 4.1. A threshold of 10% between the
performance of a components and the user requirements is used to determine whether a component
satisfies the user requirements.

Hd
GSD = —2% 4.1)
f
_ -1 dpx 4.2
Sp = 2tan 7 NpxH (4.2)
Table 4.1: Basic scenario parameters
Parameter Value Unit
_Orbital altitude 400 km__
_Pixel diameter 3 | micrometer
Focal length Variable m
_Number of pixels _Variable -
_Required GSD_ 1 | m_____.
Required Swath 10 km

4.1.2. Q-learning Settings

For the experiments, the Q-learning settings that are identical between the different approaches are
established in this section. A training cycle consists of a certain number of episodes. For each episode
a certain number of iterations is performed, where at each iteration an action is taken. The number
of episodes and iterations per episode for the basic scenario is 25000 and 100, respectively. These
numbers are perceived to be sufficient for training the agent and finding a solution within the number
of iterations. This will be shown graphically in section 4.2

A state space of size 100 for each single component or parameter is used. This means that for the
third approach, which uses an independent state space consisting of the parameters, the state space
consists of 2 times 100 options. This means that a total number of 100x100 state space possibilities is
created.

The reward system that was described previously will give a reward when the user requirements are
met and a move penalty otherwise. The user requirements are said to be met when the performance
of a state is within a 10% difference of the user requirements. This reward is set as 25 while the move
penalty is 1. For a 100 iterations this results in a minimum and maximum episode reward of -100 and
25, respectively.

The parameter that determines the greediness of the agentis €. It is decided to decay this value during
a training cycle, so that a greedy approach is used at the beginning and a non-greedy at the end of the
training cycle. The decay equation used for this can be seen in Equation 4.3. Because a certain level
of randomness is still desired near the end of the training cycle, the decay has a minimum value, which
is 0.1. The evolution of € is shown in Figure 4.1.

€new = €old * €decay (4.3)

The values for the learning rate a and discount factor y, together with the previously described elements
are summarised in Table 4.2.
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Figure 4.1: Epsilon decay for training cycle

Table 4.2: Experiments Q-learning settings

Setting Value
Number of Episodes 25000

Movement Penalty -1
" Epsilon Initial 099
" Epsilon Decay 0.9999
" Epsilon Minimal 0.1
Learning Rate 03
" Discount Factor 09

4.1.3. State Space Options

In section 3.2, the general aspects of implementing Q-learning for the basic scenario are explained.
Next to that, three different options for creating the state space of the basic scenario were identified.
From these three different options, three different approaches for implementing RL for the basic sce-
nario are formed. This section will go into detail for each of these different approaches.

State Space 1: Component Directly

The next approach uses components directly in the state-action space. For the basic scenario, 100
randomly generated components are used, with the same maximum and minimum range as previously
specified for their parameters. Because comparability and reproducibility are the main goals of this
basic scenario, the same set of randomly generated components are used for every training cycle.
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This set of components can be seen in Figure 4.2.
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Figure 4.2: Component set for basic scenario

To prepare for the use of value function approximation in this approach, the components are sorted in
a list based on the value of their parameters. The lower the combined relative value of the parameter,
the lower the component will be sorted in the component set. This is illustrated in Figure 4.3, where
the line from lower left to upper right indicates the order in which the component set is sorted.

The state space of this approach is the component set, where the state takes the form of an index
in this set, indicating the component being used at that iteration by the agent. The action that the
agent can take is to either go up, stay at the same, or go down in the component set list. In this
way, the action that is taken determines the component that is being used. The state-action space is
generated from the combination of every action at each possible state. It can be noticed that the size
of this state-action space is significantly lower than for the independent parameter approach described
in Figure 4.1.3.

The performance that is achieved at each iteration can be calculated by calling the component param-
eter values of the component that is being used at that iteration. This is possible because the sorted
component set is saved and does not vary during training. In this way the reward system that can be
used is similar to the previous approach in Figure 4.1.3.

State Space 2: Components Indirectly

The difference of this approach as compared to the direct components approach of subsection 4.1.3 is
in the state space that is generated by the components. Instead of sorting the components and using
these directly, a fit is generated through the components parameters. This fit is then used as the state
space for the basic scenario. To create the fit a polynomial regression line of degree 3 is used. The fit
for the basic scenario component set can be seen in Figure 4.4.
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Figure 4.3: Sorted component set for basic scenario

The state space is created by generating a list of elements on the fit, which consists of the same
amount of elements when compared to the original component set. For this scenario, the elements are
constructed by calculating the number of pixels for a range of focal lengths, ranging from the minimal
to maximal focal length, using the established polynomial regression line. The actions in this approach
are similar to the actions in subsection 4.1.3, and the resulting state-action space is therefore of equal
size to the approach of this section.

State Space 3: Independent Parameters

The first approach that is discussed, is the approach that uses independent parameters for the state-
action space. This approach is the most basic of the three, as it is independent of any components.
The main feature of this approach is that the environment is made up of the components’ parameters,
instead of the components themselves.

For the basic scenario there is only a single subsystem, which is made up of two parameters, focal
length and number of pixels. For this approach, rather than looking at the components, the state space
is made up of all possible combinations of the components’ parameters. The range of the parameters
are assumed, and the state space can take all possible values in this range. The step size of an action
taken is defined by Equation 4.4.

(PARAMy ax — PARAMyyy)
100

STEPycrion = (4.4)
What this results in, is that the state can take values for every parameter between the maximum and
minimum value of these parameters. The complete state space then consists of the combinations of
these values. The actual size of the state space depends on the magnitude of the action step size. The
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Figure 4.4: Polynomial regression line for basic scenario component set

action space then also consists of every combination that can be made for changing the state. Because
the possible actions for a single parameter is to increase, to stay, or to decrease the parameter, the
number of actions of the complete action space for this kind of approach is given by Equation 4.5. Since
the number of parameters for the basic scenario is 2, the complete action space consists of 9 different
actions. It can already be noticed that for an increase in parameters, the size of the state-action space
becomes considerable quickly. This means that this approach might become relatively computationally
expensive as the size of the scenario is increased.

NUM crions = 3NVMParam (4.5)

4.2. Experiments Results

The three different state spaces have been established in subsection 4.1.3. In this section, the achieved
results with the settings from section 3.2 for the three state space options are given. Because there is a
random factor during each training cycle, a total of 50 training cycles are performed for each approach
to generate results that can be averaged over. The results are also discussed in this section. For the
sake of this discussion, the ‘Components Directly’ state space will be referred to as state space 1, the
‘Components Indirectly’ state space as state space 2, and the ’Independent Parameters’ state space
will be referred to as state space 3.

Several similar figures are presented for each state space option. First, there is the average reward
over the last n amount of episodes. The second and third figure represent the maximal and minimal
reward of the last n amount of episodes, respectively. Because a total of 5 training cycles is used,
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it is desired to show the average of these training cycles, and the variation between all cycles. The
average of the training cycles is indicated by the bold line in the graph, while the shaded area shows
the maximal and minimal values that are reached during the cycles.

4.2.1. State Space 1 & 2: Components Directly & Indirectly Results
The results for the components directly state space are shown in Figure 4.5a to Figure 4.5¢. The results
for the components indirectly approach are shown in Figure 4.6a to Figure 4.6c.

For state spaces 1 and 2, the patterns in the average, maximal and minimal graphs are what might
be expected of a RL agent. In both Figure 4.5a and Figure 4.6a, the average reward converges to
slightly above 0 at the end of a training cycle. The maximal rewards, shown in Figure 4.5b and Fig-
ure 4.6b, almost immediately converge to the maximal possible reward value, 25. This indicates that
the agent is able to find a feasible solution relatively quickly early on in the training cycle. It appears
that for state space 2, in Figure 4.6b, a maximal reward value of 25 is almost immediately present. It
is thought that this can be explained by the fact that the amount of feasible solutions is higher when
compared to state space 2, as can be seen in Figure 4.8. An episode reward of 25 can only achieved
when the episode initialises inside the feasible region, otherwise a move penalty would be deducted,
giving a lower episode reward value. Due to the higher amount of feasible elements for state space
2, the chance that the agent initialises on one of these elements is also higher, thereby explaining the
behaviour in Figure 4.6b. A similar behaviour for the minimal episode reward is observed for state
spaces 1 and 2, in Figure 4.5¢ and Figure 4.6c¢. A slightly higher final average minimal episode reward
is observed for state space 1, indicated by the bold line. Because of the similarities in the behaviour
between the graphs, it is not thought this shows any significance at this point in time.

The similar behaviour for state spaces 1 and 2 can be expected, because these approaches mostly
rely on similar methods for finding the feasible solutions. For both state space options, the size of the
state-action space is similar and the RL algorithm explores and exploits this space in the same way.
This can also be seen in the time that is required to perform a training cycle, which can be seen in
Figure 4.9, where both approaches show a similar time required. Because state space 2 has more
feasible solutions, the behaviours in the maximal episode reward graphs are slightly different.

4.2.2. State Space 3: Independent Parameters Results

The results for the independent parameters approach are shown in Figure 4.7a to Figure 4.7c. Note
that in Figure 4.7c, the data that is shown does not vary from a reward value of -100, which makes the
figure difficult to read.

In the results of state space 3, it can be seen that the performance of this option is wanting. In Fig-
ure 4.7a, the average reward does not increase significantly with increasing episode number, meaning
the agent often fails to find a parameter set that meets the user requirements. This can also be seen in
Figure 4.7¢c, where the minimal reward is -100 throughout the full every training cycle. This means that
the agent is not able to find a feasible solution and therefore obtains the worst reward possible.

This behaviour of state space 3 however, is not unexpected. Because of the increased state and action
space size when compared to state space 1 and 2, the state-action space size is also significantly
larger. The agent of state space 3 can perform the same number of actions, limited by the number of
iterations, in this increased space as the other approaches. Whereas the agents in state space 1 and
2 are hypothetically able to traverse their full state space within this number of iterations, the agent in
state space 3 is not. When the environment of state space 3 is initiated at a state that is a number of
actions larger than the number of iterations away from a feasible solution, the agent is guaranteed to
not find a solution. Since the initiation of the environment is done randomly, it is also guaranteed that
this situation can occur during every episode of the training cycle.

4.2.3. Shared Results
Finally, for every approach the solutions that were identified by the agents during the training cycles
are illustrated in Figure 4.8. The evaluation time for each training cycle is shown in Figure 4.9.

State space options 1 and 2 are both able to find feasible solutions for the user requirements. An
important aspect of the evaluation of these approaches however, is to think about what would happen
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Figure 4.5: Rewards as a function of episode number for the 'Components Directly’ approach to the basic scenario with (a)
Average reward with variation. (b) Maximal reward with variation. (c) Minimal reward with variation.

if this were not the case. Because state space 3 is able to freely traverse the possible range of the
parameters, this approach is able to find the feasible region, which is limited by the earlier specified
threshold. This is the main benefit of state space 3, since it will always be able to find this feasible
region, regardless of the user requirements and the components. If no components would be present
inside this feasible region, and the fitted line also does not traverse this region, state space options
1 and 2 would not be able to find feasible solutions. In this case, training the agents using the same
reward system as is used now will yield no functional results. It can be concluded that to be able to use
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Figure 4.6: Rewards as a function of episode number for the '‘Components Indirectly’ approach to the basic scenario with (a)
Average reward with variation. (b) Maximal reward with variation. (c) Minimal reward with variation.

state space options 1 and 2 for future experiments, a new reward system will have to be implemented
in order to cope with changing user requirements and/or component sets.

Since the behaviour of state space options 1 and 2 are very similar in most aspects, these will be
compared in combination with respect to state space 3. The disadvantage of state space 3 is both the
episode reward performance for similar settings and the time that is required to perform a training cycle,
which is illustrated in Figure 4.9. Note that these disadvantages are mutually dependent, because
finding a feasible solution more quickly leads to higher rewards and shorter episodes, and thereby
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Figure 4.7: Rewards as a function of episode number for the 'Independent Parameter’ approach to the basic scenario with (a)
Average reward with variation. (b) Maximal reward with variation. (c) Minimal reward with variation.

improving episode reward and time performance. The advantage of state space 3 over the other state
space options however, is the fact that it is able to identify the feasible region for any set of user

requirements. When expanding the scenario, it might be interesting to use state space 3 in order to
verify another approach.
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4.2.4. State Space Option Selection

In the setup of the design tool that is used for these experiments, the setup using state space option
3, the independent parameters state space, already has a limited performance due to the size of the
state-action space that is generated by the parameters. For the final setup, this limitation will only be
exacerbated since more component types will be implemented. The selected state space option for the
final setup is therefore either state space option 1 or 2. At the moment, state space 1 does not have a
better performance than state space 2. Therefore, for future versions of the tool, state space 1 will be
used since this removes the need for generating the fit and matching components to the obtained re-
sults. These additions would impose extra computational expense while not improving the performance
of the design tool. The reward system for this state space option should be reviewed and changed as
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such that the Q-learning algorithm is able to find solutions for any set of user requirements.

4.3. Follow Up Experiments

Previously in this section, experiments were performed using three distinct state space options. From
these experiments, several of the observations that were made are treated by further experiments.
The experiments that are performed will be explained and their results presented and discussed. The
observations that are treated in this section are listed below.

» Observation 1: For state space option 3, described in Figure 4.1.3, it is observed that the number
of iterations that is performed each episode will guarantee that for certain initialisation states no
feasible solution will be found.

» Observation 2: For state space options 1 and 2, described in subsection 4.1.3 and Figure 4.1.3
respectively, it is observed that the reward system that was used for the experiments is not usable
when no components or the fit passes through the feasible solutions region. A new reward system
should be able to identify the 'best’ region for a set of user requirements.

4.3.1. Independent Parameters Approach’ lterations

As was identified in section 4.2, the performance of state space option 3 is relatively low in both reward
and time performance. This is due to the relatively large state-action space as compared to the other
approaches. The size of this space makes it difficult for the agent to find a feasible solution in the
allowed number of iterations. Using all iterations during an episode is the reason for both the relatively
low reward and time performance.

One way to increase the agents ability to find feasible solutions is to increase the number of iterations
that can be performed during a single episode. An experiment is performed to research the influence
of the amount of iterations for the agent’s performance. The results of these experiments are shown in
Figure 4.10a to Figure 4.10c. In these figures, it can be seen that the performance behaviour is very
similar between the different numbers of iterations. A clear increase in performance in reward behaviour
is not evident in these graphs. For all iteration quantities, the minimal reward is equal to the number
of iterations and does not vary during a training cycle. The maximal reward that is obtained converges
immediately towards the maximum possible reward for every iteration quantity. These behaviours are
not surprising, because this means that in the allowed number of iterations, even when this increases,
the agent is still not able to reach a feasible solution due to the size of the state-action space. When the
number of iterations are increased greatly, the agent will most likely be able to ultimately find a solution,
but this will come at the cost of time, as can be seen in Figure 4.11.

4.3.2. New Reward System

The reward system that is used for the experiments that were performed previously in this section relies
on a reward that is given when the agent reaches a ’feasible’ region, indicated by a threshold value,
and a moving penalty that is given otherwise. This moving penalty can be given every iteration, so the
minimal reward that can be obtained is the amount of iterations times this moving penalty.

For state space options 1 and 2, the ability of the agent to reach this 'feasible’ region depends on the
components’ parameters and the path of the fitted line. If these do not intersect, the agent will not be
able to find feasible solutions using this reward system. For the experiments that were done previously
it was assured that this was not the case. A different reward system should be used in order to allow
the approaches to cope with unknown user requirements and environments.

For this problem several continuous reward systems have been experimented with. The reward sys-
tems are based on the distance of the iteration parameters to the required parameters. This way, a
reward is given every iteration based on the performance of the state the iteration finds itself in. The
functions of the investigated reward systems, a solely positive and a solely negative reward system, are
shown below and illustrated in Figure 4.12. These reward systems are applied to state space option 1.
It is expected that for agent training purposes there should be no difference between using a negative
or positive reward system.
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Figure 4.10: Rewards as a function of episode number for the 'Independent Parameters’ approach to the basic scenario for
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Results

The reward systems agent performance can be visualised in several ways. First, there it is possible to
represent the performance in a similar manner as in section 4.2. Secondly, it is possible to use the final
iteration reward of every episode to represent the performance of the agents. Because a continuous
reward system is used, the final iteration reward represents the last solution that the agent has found
in that episode. During a training cycle, it is expected that this reward will increase as more training
is done since the agent will try to find the ’best’ solution. After reviewing both ways of representing
the results, it is decided to use the final iteration reward. From this representation, observations are
made that are not possible when using the episode performance. Next to that, it is observed that the
behaviour of the final iteration reward during a training cycle is similar to the episode rewards.
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The results for the positive and negative reward system are shown in Figure 4.13a to Figure 4.13e.

Discussion of the Results

The average final iteration reward and its variation for both reward systems can be seen in Figure 4.13a.
In the graph, it can be seen that the negative reward system seems to learn faster, which is shown by
the steeper increase in average reward in the first 10000 episodes, but converges to the same relative
value. This is displayed as well in the maximal reward graphs in Figure 4.13d and Figure 4.13e.

Influence of Discount Factor

An interesting behaviour is seen in the minimal final iteration reward graphs for both reward systems,
which can be seen in Figure 4.13b and Figure 4.13c. The minimal rewards for both reward systems
appear to have an upper limit. For the positive reward system, this is around 0.6, and for the negative
reward system, this limit is around —0.4. The agents however, are able to find more optimal solutions,
which can be seen in the maximal reward graphs in Figure 4.13d and Figure 4.13e. For this scenario,
the agent is always able to achieve any state due too the combination in state space size and number of
possible actions. It is therefore not expected that the minimal rewards converge to a value that is lower
than the maximal rewards. In other words, it is not expected that the agent ends up in a sub-optimal
position at the end of the training cycle. The minimal reward graphs, in Figure 4.13b and Figure 4.13c,
therefore indicate that the agent gets stuck in local optimal points.

This is confirmed in Figure 4.14, which shows the amount of times the agent ends up in a certain state
at the end of an episode during a training cycle, which consists of a total of 25000 episodes, using the
positive reward system. The discount factor controls the importance of future rewards for the agent,
where a value of 1 will influence the agent to strive for long-term rewards, and a value of 0 will influence
the agent to strive for short-term rewards. Increasing this value might pull the agent out of the local
optimal points. In Figure 4.15, the results of increasing the discount factor from 0.90 to 0.95 can be
seen. In this graph, it can be observed in stead of having 4 prevalent final states, this number is brought
down to 2, which are also the highest reward states and therefore the optimal points.

The change in performance of an agent using a positive reward system and a discount factor of 0.90
as compared to an agent using a factor of 0.95, which will be called experiment 1 and 2, can be seen
in Figure 4.16a to Figure 4.16e. The minimal reward graph in Figure 4.16¢ is no longer limited by lo-
cal optima and is therefore able to achieve higher values. Next to that, the maximal reward graph in
Figure 4.16e shows a more stable behaviour. Both of these improvements lead to a higher average
reward value, which can be seen in Figure 4.16a. It is concluded that raising the discount factor in-
fluences the agent to pull out of local optima in favour of higher optimal points, which increases the
agent’s performance for this scenario.

Influence of Epsilon Decay

From the graphs for the agent with a positive reward system and a discount factor of 0.95, in Fig-
ure 4.16a, Figure 4.16¢c and Figure 4.16e, it can be deduced that the agent is able to find the most
optimal solutions relatively quickly. The maximal reward converges to the feasible upper limit after
5000 episodes. Another parameter that influences the learning of the agent by determining whether
an action is taken at random or determined by the Q-table, is the epsilon during the training cycle. The
epsilon decay that is currently being used can be seen in Figure 4.1. Because the epsilon has a mini-
mal value of 0.1, it is ensured that random actions are still taken at the end of the training cycle. This
is not necessarily beneficial for the agent, because these actions might take it away from an optimal
solution. Although this is beneficial for exploration purposes, depending on the size of the state-action
space it can be more desirable to favour exploitation sooner in the training cycle. It is therefore investi-
gated whether using a different epsilon decay function could be favorable for the agent’s performance.
The minimal epsilon value is removed and the epsilon is therefore able to decay to near zero. Next
to that the epsilon decay value is changed from 0.9999 to 0.9997, which are referred to experiment 2
and 3. Note that both experiments still use a discount factor of 0.95, since this has already proved to
increase the agent’s performance. The results of experiment 2 are therefore the same results as the
previous experiment 2. The comparison of the results can be seen in Figure 4.17a to Figure 4.17e.
The difference in epsilon decay between the experiments can be seen in Figure 4.18.

Comparing the results of experiments 2 and 3 in Figure 4.17a to Figure 4.17e, it can be seen that the
change in epsilon parameters has improved the performance of the agent. A steeper reward curve
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can be seen in every figure for experiment 3 when compared to experiment 2. This indicates that the
change in epsilon has resulted in an increased rate of learning for the agent and requires less episodes
in a single training cycle to converge to similar results, thereby reducing the time that is required to train
the agent. It is thought that this is the result of earlier preference for exploitation in stead of exploration,
due to the faster decay of the epsilon. This means that the agents tries to find the best solution sooner,
thereby increasing the rewards that it will obtain throughout an episode.

Conclusion of the follow-up experiments

Conclusions of the investigation into the effect of several agent parameters on the agent’s performance
for state space option 1 are made in this section. At the moment the slight increased learning rate of
the negative reward system as compared to the positive system is thought to be caused by the same
initialisation values for the Q-tables of both systems. The Q-table for both systems is initialised with
values ranging randomly from —10 to 0. Because the Q-values in the Q-table determine the actions that
the agent takes,7 and the Q-values depend on the obtained rewards, this would explain a difference
in learning behaviour between the two reward systems. This is confirmed in Figure 4.19, where a
positive and negative reward system for state space option 1, whose Q-tables are initialised similarly,
are shown. The agent’s Q-table that is using the positive reward system is initialised with random
values between 0 and 1, while the Q-table for the negative reward system is initialised with random
values between —1 and 0. The ranges for both reward systems coincide with the possible rewards,
and are therefore similar between the two systems. In Figure 4.19, it can be seen that this results in
a similar performance for both systems. It can therefore be concluded that the two different reward
systems do not yield different performance results.

For the positive reward system, it can be concluded that the changes made for the discount factor and
epsilon decay has resulted in increased agent performance for state space option 1, the '‘Components
Directly’ approach. The same increase in performance is expected when these changes would be
applied to the negative system. This does not necessarily mean however, that changing these param-
eters for state space option 2, the '"Components Indirectly’ approach, will result in the same increase in
performance.

Implications for state space option 2

The increase in performance due to the increase in discount factor for the agent of state space option
1 can be largely accredited to the highly variable reward line in the states of state space option 1,
which can be seen in Figure 4.14. For state space option 2, because a fit has been created through
the components this reward line does not lead the agent to get stuck in local optima, which can be
seen in Figure 4.20. It is therefore not necessary to change the discount factor for state space option
2 when using a continuous positive reward system. Exploiting sooner by increasing the epsilon decay
leads to a similar increase in performance as is observed for state space option 1. This is illustrated
in Figure 4.21a to Figure 4.21e. Note that an agent of state space option 2 using a positive reward
system has a better performance than state space option 1 using the 'traditional’ agent settings. It is
thought that this is caused by the more steady transition between states for state space option 2, where
an action will only cause a slight increase or decrease in reward value, where for state space option 1
this is highly variable. This makes it more difficult to assess the long-term reward for the agent in state
space option 1.

Further Implementation of the Continuous Reward System

At the moment, most experiments have been performed with the positive reward system. Using the
same relative Q-table initialisation it is shown that no difference between the two reward systems exist.
It is therefore decided that for further experiments on scenarios with increased complexity the positive
reward system will be used. The original goal of providing the agent with the capability of coping with
unknown user requirements and environments is met using such a positive reward system. This reward
system is able to provide rewards to the agent regardless of the location of the components or the fitted
line in the design space. This means that the closeness of any point in the state space to the user
requirements can be determined, and thereby the feasibility of this point.

Unexpected behaviours of the reward systems have been investigated and treated by changing several
of the agent’s parameters, namely the discount factor and the epsilon decay. These changes provided
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increased performance for state space option 1, while for state space option 2 only the change in epsilon
decay provided an increased performance. The lessons that were learned from these experiments will
be used for the final setup of the design tool.
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Figure 4.13: Final iteration rewards as a function of episode number for the continuous reward systems for state space option 1
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Design Tool Final Setup

In this chapter, the final setup of the design tool is constructed. The complete design tool will be able
to create a configuration of components. For each component type of this configuration, it is explained
how this type is implemented into the design tool. Before this is defined, the general settings of the
final setup will be elaborated upon. These settings are based on the results of the experiments of
chapter 4.

Nomenclature From this point, the words CubeSat system design, satellite, concept, component set,
state or a similar variation can be seen as synonymous and are used interchangeably. The expressions
subsystems and component type(s) are also used interchangeably.

5.1. Concept Generation Method

In chapter 4, a design tool was created in a relatively simple setup in order to perform experiments
with using different kinds of state space options for the Q-learning algorithm. In this setup, a single
component type was used, a camera, for which the design tool had to select the best possible option
for user entered requirements from a randomly created components database. The state space option
that was selected for further use in the final setup of the design tool was the 'Component Directly’
state space option. The algorithm should be able to select components directly from a components
database and assess the performance of these components for user entered requirements. The goal
of the design tool in its final setup is to automate the generation of CubeSat concepts. To present a
more complete concept to the user, more component types will have to be included in the design tool.
No longer will the design tool only select a single component type for specific user requirements, it will
now select multiple component types for multiple requirements that are co-depending. An example of
this could be the size of the concept which has an effect on the attitude control requirements. The size
in turn is influenced by the size of the components that are selected by the Q-learning agent. It can be
seen that the design tool will also have to coordinate the selection of components at a system level.
In this section, the method behind the generation of concepts in the final setup of the design tool is
explained.

5.1.1. Design Tool Overview

The design tool makes use of the Q-learning algorithm that is able to select components based on an
action that is either randomly taken or based on the Q-table. This process is similar to the process in
chapter 4, where the design tool was already able to select a camera component from a component
database. The difference between that version of the design tool and the final version is that now the
design tool is able to select components for multiple component types. The algorithm of the design tool
can be seen in pseudocode in Algorithm 2.

In this pseudocode, the general elements of a Q-learning algorithm are indicated in bold, and the items
that are specific for CubeSat concept generation using Q-learning (CCG-Q), are indicated in italic.

47
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During an episode, the agent tries to take actions to maximise the reward that it can obtain. The
number of actions that the agent can take during an episode is dictated by the number of iterations.
At every iteration the design tool selects a component for every component type. This component set
is the state. The length of the state [C;, 5, .., C,] depends on the number of component types that the
algorithm can select components for. The state thereby represents a CubeSat concept, insofar that the
concept exists of the component types that are available to the agent in the environment. For this state,
the performance of the CubeSat concept is evaluated against the user entered mission requirements,
which is the input to the design tool. Based on this performance the design tool rewards the state
for subsystem performance, which are subsequently combined into the system reward. The settings
of the algorithm that are used are based on the results from chapter 4. The settings can be seen in
Table 5.1.

Algorithm 2 CubeSat Concept Generation using Q-learning (CCG-Q)

1: CCG-Q: Obtain user entered mission requirements

2: Initialise Q(S, A4)

3: Initialise ¢

4:

5: for each episode do:

6 Initialise state S

7: CCG-Q: Initialise state with set of components S = [Cy, C, ..., C]
8 for each iteration of episode do:

9: Observe state S
10: Choose action 4
1: CCG-Q: Action based on Q(S, A) or random action
12 CCG-Q: Determine CubeSat dimensions from state S
13: CCG-Q: Determine CubeSat mass from state S
14: Take action A
15: CCG-Q: Action changes set of components S to S’
16: Determine state performance
17: CCG-Q: Analyse subsystem performance of state S for
18: mission requirements
19; CCG-Q: Obtain sub-rewards [R1, R;, ..., Ry,]
20: Determine reward R
21: CCG-Q: Determine system reward Rgystem
22: Observe reward and state R, S’
22 Q(uA) © QSuA) + &Rt +ymarQ(Sie, @) — QS A)
24: Update Q(S, 4)
25: end for
26: Decay e
27: end for

Table 5.1: Design tool final setup Q-learning agent settings

Setting Value
Number of Episodes 25000

Epsilon Initial 0.99
" Epsilon Decay 0.9997
" Epsilon Minimal 0.1
Learning Rate 03
" Discount Factor ~ 0.95

Design Tool Schematic
The schematic of the design tool is detailed in the diagram in Figure 5.1. The items that are surrounded
by a dotted box are further detailed in Figure 5.2. These diagrams present a schematic overview of the
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system coordination of the design tool.

The diagram of Figure 5.1 is basically Algorithm 2 in diagram format. The smaller darker line indi-
cates the route which the design tool follows, while the larger brighter line indicates the in- and output
connections between the processes of the design tool. The input to the design tool is the mission
requirements. After these have been entered by the user the design tool generates a Q-table, either
through random initialisation or through loading a previously trained Q-table. The design tool cycle
is then initiated. Here the number of cycles depends on the number of episodes and the iterations
per episode. Every episode the agent is allowed to take a certain number of actions, determined by
the number of iterations. At every episode, the state [Cy, C5, ..., C,,] is initialised randomly. The state
indicates the components that are selected and can therefore be seen as the CubeSat concept. So
at every episode, the agent starts off with a random CubeSat concept. At every iteration, the agent
takes an action which changes the state. This concept is the input for the concept evaluation where
the performance of the selected concept is determined for the user entered mission requirements. A
reward is returned by the concept evaluation which is used to calculate the Q-value for the state-action
combination and with which the Q-table is updated. The agent then takes an action again, completing
an iteration. The actions that the agent takes are determined by either the Q-table, where the agent
would take an action that maximises the reward that will be obtained, or a random action is taken to
promote exploration of the design space. The cycle can be explained as trying to map a maze and
learn which direction to take at a crossroads. When the agent is taking actions purely based on the
Q-table, it will take actions that have the result of retrieving the best rewards. In this way, the agent
should end up with the best performing CubeSat concept for the mission requirements. The output
of the design tool is obtained by storing the concept performance that is evaluated at every iteration.
Hereby, after processing this data, it can be identified what is the best performing concept based on
the rewards that were returned for the concepts. How many times specific components are selected
for every component type over an entire design tool cycle is also stored.

In the diagram of Figure 5.1, the lines between the boxes have the same definition as before. In
this diagram, the concept evaluation part of the design tool is divided into the different subsystem
analyses that are performed. The user entered mission requirements provide specific input for each
subsystem/component type(s) analyses, where the performance of the components is determined. An
individual reward is returned for each subsystem which are combined into the system reward. The
environment, input to the design tool, state, actions, reward system and the state dimensions analysis
will be further elaborated upon after this section.

Design Tool Schematic Legend
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Figure 5.1: Schematic of the design tool
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Figure 5.2: Schematic of the concept analysis section of the design tool

5.1.2. Environment

In chapter 4, it was concluded that for future versions of the tool, state space option 1 of the experiments
should be used. This means that the components are used directly in the design tool. In the final setup
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of the tool, 8 different types of components are used. The component types are; camera, ground
station, antenna, transceiver, attitude determination, attitude control, power control unit and battery.
These component types make up the environment of the design tool, and the design tool will be able
to select a component for each type to create a satellite configuration.

The design space of the design tool is therefore every possible combination of components that the
agent can select. The components are entered into a component database by providing several spec-
ifications of each type of component. The specifications that are used will be indicated in the relevant
section in this chapter. The components that are used for generating the results for this thesis have
been selected as such that they provide a decent range in the relevant specifications. A set of common
specifications exists for every component in the database, which can be seen in Table 5.2. The type of
specifications that are specific for each component type will be given in the relevant sections. Further-
more, the exact specifications of the components in the database can be found in Appendix A.

Table 5.2: General component specifications

Component Specification Unit

Power consumption w
“Voltage V.
"Mass kg
"Size  m

For each component type, a distinct number of discrete components are used. The number varies
between the different types, but is aimed to be at least 3. Note that with an increase in number of
components per component type, the design space increases exponentially. A large number of com-
ponents is not possible for the Q-learning method because of RAM memory limitations. The number
of around 3 components per type was found after tests of the tool with varying numbers. This number
per type allows for a similar number of components per type.

5.1.3. Input

The design tool should select a configuration of components for certain requirements. For these re-
quirements, the performance of the configuration can be determined. There is a set of requirements
that can be entered by the user of the design tool. This set of requirements determines the mission pro-
file and the system and subsystem requirements. For each component type, specific requirements and
parameters should be entered which are specified in the relevant sections section 5.2 to section 5.7.
The mission profile is determined by entering the orbital parameters of the mission for which the design
tool should identify the optimal configuration of components. The orbital parameters that should be
specified by the user are listed in Table 5.3.

Table 5.3: User entered orbital parameters for the design tool

Parameter Unit
Orbit Altitude  km

RAAN degrees

5.1.4. State

The state of the design tool in the final setup is the set of components that the agent has selected. The
state is simply a list of length equal to the number of component types. Each index in this list indicates
what component is selected for every component type, with every type being a specific index of the
list. The values that can be encountered in this list are determined by the number of component for
each component type. For example, the state list [1, 0, 2] would indicate a configuration of the second
component of the first type, first component of the second type, and third component of the third type.
The actions that the agent can take will change the values in this list and thereby change the state and
change the selected components.
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5.1.5. Actions

The actions that the agent can take is similar to the actions that the agent could take during the initial
experiments. The choice is again either going up, down, or staying at the same location in a list. In this
list, the location determines which component is selected by the agent. For each component type, 3
actions exist. Because the agent now has to select a multitude of components it can perform an action
for each component type as well. The action space of the agent is then created by every possible
combination of actions for each component type. This means that the number of actions is governed
by Equation 5.1.

— Qn
Nactions = 3Mcomponents (5-1)

5.1.6. Reward System

The analysis of the configuration should provide a reward to the Q-learning algorithm. The reward
should take the performance of the different component types into account. A reward is therefore
established for every component type or component type set. The reward of the complete satellite
configuration is the sum of these individual rewards. An example of this system is shown in Equa-
tion 5.2.

Rsystem = Rpay + R + Rag + Ry (5-2)

In chapter 4, the results showed that using a continuous reward system improved the performance
of the design tool. The component rewards that are used for the final setup of the design tool are
generally obtained by using a semi-continuous reward system. The reward system per dimension
is based on the performance of the components with respect to the user entered requirements that
are present on the component type or component type set. A reward of 1 is returned to the agent
when the component’s performance meets the requirements. If the performance is below the required
performance for the requirements, the reward that is obtained follows is a continuous straight line
between 1 and 0. The point where a reward of 0 is obtained is generally dictated by the outermost data
from the components database. For example, for the attitude determination this point is determined
by the component with the least accurate attitude determination angle. The reward system for the
attitude determination subsystem can be seen in Figure 5.3. This semi-continuous reward system is
selected because it is desired that the design tool can construct the reward functions without having to
perform an extensive analysis of the complete component set. If such an analysis would be required, it
might be required to analyse every possible configuration of components because of the reward could
depend on the performance, which in turn could depend on the complete concept. This would demand
extensive computations in order to construct the reward functions, which is not desired. The minimum
reward point of 0 is determined by a parameter that can be obtained easily. This point determines the
slope of the continuous section of the reward function.

The only component type reward that does not follow this semi-continuous reward system is the reward
that is given for the PCU performance. Because this system can either support the required voltage
range or cannot, a reward of 1 or 0 is obtained. In this chapter, the reward system figures will be
provided for every component type or component type set in the relevant sections.

5.1.7. Determining Performance

As explained in the previous section, the reward that is returned to the agent for the state which is
currently selected is determined by estimating the performance of the state. The reward as used by
the Q-learning algorithm is composed of the individual component type(s) rewards, which are based on
their individual performance. The performance is estimated for the user entered requirements relevant
to the component type. In section 5.2 to section 5.7, the implementation of the different component
types are elaborated upon. The required input for every type will also be stated.

5.1.8. Concept Dimensions Analysis
The agent of the design tool selects a component for every component type and thereby selects a
complete configuration of the satellite. For the analysis of some component types the size and mass
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Figure 5.3: Reward system for the attitude determination component type

are inputs, which should therefore be estimated. In this section, the analysis that is performed to
estimate the satellite size and mass is given.

In Table 5.2, it is stated that the size is one of the general component specifications that is known for
each component in the database. The individual sizes of the components can then be used to estimate
the complete size of the satellite. The size of a component that is obtained from the specifications is
given in three-dimensional space, which is the length of each side. Most components for CubeSats
are placed on PC104 boards, which allows the stacking of components inside the satellite. A PC104
board has a form factor of 90x96mm and therefore fits inside a single unit. For the size analysis, it is
assumed that the direction of stacking the component is along z-axis. The x and y dimensions of the
components are rounded up to complete units since it is assumed that all components are placed on
PC104 boards which take up at least a complete unit. Because the components are stacked in the
z-direction, the z-dimension of the components is used as an exact number. With the rounded x and y
dimensions and the exact z-dimension the required volume in units is determined for each component.
The required total volume of the satellite is then determined by summing up the individual component
volumes.

Based on the required volume of the satellite, a satellite configuration is determined. If the volume of
the satellite is below 3U, a 1x1x3U configuration is used. If the volume is between 3 and 6U, a 2x1x3U
configuration is selected. If the volume is bigger than 6U, the configuration is determined through an
automated method. The base on the xy-plane of the configuration is determined by rounding down
the cube root of the required volume. This means that for for example a required volume of 12U, the
configuration on the xy-plane would be 2x2U. The configuration in the z direction is then determined
by adding a unit until the required volume can be satisfied by the configuration.

The final part of determining the size of the configuration is checking whether the z-dimension of the
determined size complies to the maximum z-dimension of the components. If this is not the case, the z-
dimension of the size is increased by a unit until the required dimensions can be accommodated.

The satellite’s dimensions that result from this approach are used by other parts of the design tool
that perform analyses for the different component types. The expected mass of the satellite is also
estimated based on the determined size. The expected mass is determined using Equation 5.3.

Mgqr = 2+ Sizegy: (inl) (5.3)

5.2. Payload Component

The payload that is used in the design tool is similar to the design tool of the experiment, an EO pay-
load, and more specifically a camera. The analysis that is performed is similar to the analysis that was
performed in the basic scenario in chapter 4. The analysis methodology is shortly revisited in subsec-



54 5. Design Tool Final Setup

tion 5.2.1, and the implementation of the analysis into the tool is elaborated upon in subsection 5.2.2.
Here, the reward system is also shown.

5.2.1. Payload Analysis

The component type for the payload subsystem is a camera component. The requirements that are
provided by the user which determine the performance of the camera are listed in Table 5.4. The
specifications of the components are provided in Table 5.5.

Table 5.4: Payload user requirements

Identifier User Requirement Unit
REQ-PAY-01  Ground Sample Distance m
" REQ-PAY-02 Swath m

Table 5.5: Payload component specifications

Component Type Specification Unit
Camera Focal Length m

Number of Pixels -

The performance of the selected camera is evaluated by calculating the achieved GSD and swath
with the camera that is selected by the agent. The calculations that are performed are described in
section 4.1. The equations that are used are Equation 4.1 to Equation 4.2.

5.2.2. Implementation

To complete the implementation of the payload into the design tool, the performance that is returned
from the analysis that was described in subsection 5.2.1 should be coupled to a reward. The reward is
then returned to the agent which will influence the future actions that the agent takes. The pseudocode
of the implementation of this part of the design tool is provided in Algorithm 3.

Algorithm 3 Payload Analysis

Determine required focal length and number of pixels
if Component focal length > Required focal length then:

Rf =1
else .
Rf = Efcomp
end if
if Component number of pixels > Required number of pixels then:
Rpop =1
else
Rnop = mnopcomp
end if
R _ Rf+Rnop
PAY — 2

In Figure 5.4 and Figure 5.5, the sub-rewards that are given for the focal length and number of pixels
of the selected camera against the required values are shown. These sub-rewards are then combined
into the payload reward, with both sub-rewards having equal weight in the final payload reward. The
required focal length and number of pixels are determined for the entered orbit parameters and payload
requirements in terms of GSD and swath. The payload components that can be selected by the agent
can be found in section A.1.

5.3. Telemetry, Tracking & Command Components

The first component types that are included after the payload are of the Telemetry, Tracking and Com-
mand (TTC) subsystem. For this subsystem, to limit the complexity of the model, only the downlink
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Figure 5.5: Reward system for the payload subsystem

is analysed and the components are also selected solely for downlink compatibility. The three com-
ponents that are selected in this part of the tool are the antenna, transceiver and ground station. In
subsection 5.3.1, the methodology behind the analysis of this part of the tool is explained, after which
the implementation of this analysis into the tool is described in subsection 5.3.2.

* Number of components.

+ List of components in appendix.

5.3.1. Telemetry, Tracking & Command Analysis

The three components that are selected by the tool for the TTC subsystem are the antenna, transceiver
and ground station. These three options are included all at once because of the analysis depends on
all three, and can not be performed without one of the three. The requirements on the TTC subsystem
that are entered by the user of the design tool are listed in Table 5.6. Next, the parameters of the ground
station that should be provided by the user are listed in Table 5.7. The specifications that are provided
for each component type are shown in Table 5.8.

Table 5.6: Telemetry, Tracking & Control user requirements

Identifier User Requirement  Unit
REQ-TTC-01 Daily Data Downlink MB

REQ-TTC-02 Achieved EzN, dB
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Table 5.7: User entered ground station parameters

Parameter Unit
_Longitude ~ degrees
Latitude degrees

Simulated Orbits -

Table 5.8: Telemetry, Tracking & Control component specifications

Component Type Specification Unit

Antenna Frequency MHz
) Antenna Gain ~ dB
7777777777777 Beamwidth ~~ degrees
~ Transceiver | Frequency =~ MHz
7777777777777 RFPower W
" Ground Station ~ Frequency ~ MHz
T Ground Station Gain dB
7777777777777 Beamwidth ~ degrees

Noise Figure -

As stated previously, only the downlink is used as capability measure for the TTC components. To
analyse the downlink, a link budget is established using the Ez N, method. The equations that are used
within this method are obtained from [22]. The basic form of the link budget calculation can be seen in
Equation 5.4 and in decibels in Equation 5.5.

E, PLG.LsL,G,

o _tsTaTr 5.4
N, kT,R (5.4)
NO L =P+ L +G+Ly +Ls+ Ly + G, +2286 — 10logT; — 10logR
P+L,+ G, =EIRP (5.5)
f}—’; = EIRP + Ly, + Lg + Ly + G, + 228.6 — 10logT, — 10logR
In this equatlon —= is the ratio of received energy per bit to noise density. P is the transmitter power,

L; is the transmltter to antenna line loss, G; is the gain of the transmitter antenna, L; is the free space

loss, L, is the transmission path loss and G, is the gain of the receiver antenna. Below the denomina-

tor, parameter k is the Boltzmann’s constant, which is 1.38064852 - 1023 mz kf, Ts is the system noise

temperature and R is the data rate. As will become clear further on in thls section, the only param-
eter that the link budget depends on after selecting components is the data rate. The required data
rate is known from the user entered requirements and the capability of the selected components can
therefore be measured by determining the achievable data rate and comparing this to the required data
rate.

In the link budget equation, G, and G, are component inputs, k is a constant and the line loss L; and
transmission path loss L, will be assumed. This leaves the free space loss L, pointing loss L,, and
the system noise temperature T, as parameter which remain to be determined before the link budget
can be calculated.

The free space loss L; can be calculated by using Equation 5.6. 1 is the wavelength in m and is
determined using Equation 5.7. In this equation, c is the speed of light and f is the transmitter frequency.
The distance between the satellite and the ground station is the slant range rg;4,,:, Which is determined
using Equation 5.8. The slant range is dependent on orbit altitude » and minimum elevation angle ¢,
which is a user enter assumed value.
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2
L = 10lo 5.6
° g ( T[rslant) ( )
c
A== (5.7)
2
+
Tstant = Te \j(’”r—zre) — cos?e — sine (5.8)
e

The pointing loss L,, is calculated using Equation 5.9. The pointing loss depends on the pointing error e
and the antenna half-power beamwidth 6. Because the pointing errors on both the ground station and
in general on the satellite are close to zero, the pointing loss is not expected to contribute significantly
to the losses in the link budget.

L =-12 (2)2 (5.9)

The system noise temperature T is determined using Equation 5.10. The system noise temperature
depends on the antenna noise temperature T,,;. Next to that, the reference temperature T, the line
loss between the antenna and receiver L, which are both assumed values and can be changed by the
user of the tool. The noise figure F is calculated using Equation 5.11. In this equation, T, is the noise
temperature of the receiver.

Ts = Tane + (TO (1L_ LT)) + (TO (i_ 1)) (5.10)
F=1 L 5.11
=1+ (6.11)

The assumed parameters in Equation 5.5 were stated to be the line loss L; and transmission path loss
L,. The transmission path loss consists of several terms, namely the atmospheric loss Lgimos, the
polarisation loss L,,;, the ionospheric loss L;,, and losses caused by rain in the transmission path
L,qin- The assumed values for these losses can be seen in Table 5.9.

Table 5.9: Link budget assumed parameters’ values

Loss Assumed Value Unit

Required Data Rate Estimation

To estimate the required data rate from the user entered daily data rate, the amount of time that the
satellite is in view of a ground station should be determined. The ground station location is specified by
the user as well. This set of parameters, together with the entered orbital parameters of the satellite,
enables the calculation of the time in view of the satellite for the ground station.

The time in view is calculated by determining the elevation angle of the satellite with respect to the
ground station. If the elevation angle is larger than the minimum elevation angle, the satellite is in view
of the ground station and communications can be established. To determine the elevation angle of the
satellite its position on the globe should be known. The equation with which the elevation angle of the
satellite is determined is Equation 5.12 [31]. The Earth-satellite geometry on which these calculations
are based can be seen in Figure 5.6.
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. Rg
SinE = [cos¢ - —] J(R/T) (5.12)

r

(R/r) =1+ (Rg/1)? — 2(Rg/T)COSP (5.13)

Figure 5.6: Visualisation of Earth-satellite geometry, from [31]

The unknown in Equation 5.12 is cos¢, which is determined using Equation 5.14. This equation is a
function of longitude and attitude positions of both the satellite and the ground station.

cos¢ = cosLcospcosl + sinpsinl (5.14)

For a selected number of orbits, the longitudinal and latitudinal position of the satellite on the Earth is
established for every full degree in its orbit using Equation 5.15 and Equation 5.16. The parameters in
these equations are visualised in Figure 5.7. A good estimate for the orbit period of a general CubeSat
is 90 minutes, this would mean that the time between measurements is 15 seconds, which is seen as
able to provide an accurate enough assessment of the time in view.

A= 2Ag —AX (5.15)

@ = arcsin [sinisin(w + v)] (5.16)

Using the calculated elevation angles for the satellite with respect to the ground station, the average
daily time in view can be calculated. When the satellite is in view is determined by Equation 5.17. From
this, an average daily time in view is determined, which in turn is used to calculate the required average
daily data rate in Bps with Equation 5.18. Note that this data rate is in Bps, to convert it to bps for the
link budget calculations, we simply multiply by 8.

E <90 — Epin (5.17)

DAT Agaity,,

Time — in — viewgg;y

(5.18)

5.3.2. Implementation

In the previous section, subsection 5.3.1, the analysis of the TTC subsystem was explained. This sec-
tion will treat the implementation of this analysis into the Q-learning algorithm. To enable the algorithm
to take the TTC performance into account, the performance influences the reward that is returned to
the algorithm. The pseudocode for the implementation of the TTC into the design tool is shown in
Algorithm 4.
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Figure 5.7: Visualisation of the latitude and longitudinal satellite parameters, from [31]

Algorithm 4 TTC Analysis

Check frequency compliance
if frequency complies then:
Check previously calculated performance
loop Calculate achievable data rate:
Calculate achieved link margin with required data rate
Vary data rate until a link margin of 3 is achieved
end loop
if Achieved data rate > Required data rate then:
Rrre =1
else .
Rrre = DRyeq DRgcn
end if
else frequency does not comply:
Rrre =0
end if

The components that have to be selected by the tool are the antenna, transceiver and ground station.
To limit the number of components in the component database but still enable different configurations,
three distinct frequency configurations are created. The three frequency bands that are used are VHF,
UHF and S-band. Each component type has an option for each frequency band. On top of that,
two different ground stations are entered for the S-band frequency, to see whether this influences the
training of the agent. This results in three component options for the antenna, three for the transceiver,
and four options for the ground station. Their specifications can be seen in section A.1.

The required data rate of the downlink is known from the user entered required daily data rate and the
time in view of the satellite with respect to the ground station. This required data rate is independent
of the selected components and it should therefore be evaluated what data rate can be achieved with
a certain configuration of components. First, there is an elemental parameter which determines if the
components can communicate at all which is the frequency at which they operate. For this version of
the tool, it is allowed to select the antenna of the satellite and the ground station. The transceiver of
the satellite is chosen automatically based on the frequency of the antenna. This is possible because
of the low number of components. For future versions, this should be implemented as a variable
option as well. If the antenna and ground station operate at a different frequency, a reward of 0 is
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immediately given. If they operate at the same frequency, the performance of the selected configuration
is evaluated.

It is desired to implement a continuous reward system for this subsystem to be able to compare the
performance of different configurations. It should therefore be investigated what the capability of the
current configuration which the agent has chosen is. In stead of using the required data rate to deter-
mine the link budget of this configuration, which would only indicate whether the system is capable of
achieving the data rate or not, the analysis is performed as such to determine the maximal data rate
that is possible with the configuration. In this way, a continuous reward can be given. For a given
configuration, the tool will iterate over the used data rate in the link budget calculations until a desired
link margin is achieved. If the achieved data rate is larger than the required data rate, a reward of 1 is
given. If the achieved data rate is lower than the required data rate, the reward is calculated with Equa-
tion 5.19. An example of this reward system for certain parameters can be seen in Figure 5.8. Note
that this iteration is computationally expensive, the results of the different configurations are therefore
saved and re-used when the agent selects those configurations again, saving computation time.

1
Rpre = R_ “Rach (5-19)
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Figure 5.8: Reward system for the TTC subsystem

5.4. Attitude Determination Component

The next component type that is treated, is the attitude determination (AD) component type. Different
options exist for this component type, ranging from star trackers to horizon sensors. In this section,
the analysis methodology for this component type is explained in subsection 5.4.1 and the method of
implementation into the tool is explained in subsection 5.4.2.

5.4.1. Attitude Determination Analysis

The only component type that is added during this dimension increase is the AD type. A multitude of
different options exist for this type, but they can be expressed in similar specifications.The requirement
for the AD dimension is shown in Table 5.10. The specifications that are used for this component
type are shown in Table 5.11. No extensive analysis is required for the implementation of the AD
dimension.

Table 5.10: Attitude determination user requirements

Identifier User Requirement Unit
REQ-AD-01 Pointing Accuracy  degrees




5.5. Attitude Control Component 61

Table 5.11: Attitude determination component specifications

Component Type Specification Unit
Attitude Determination AD Accuracy  Arcsec

5.4.2. Implementation

From the user entered requirements, it is known what pointing knowledge accuracy should be achieved.
Using this requirement, it can be directly assessed whether the component complies to this requirement
from the component specifications. The pseudocode for the implementation of the AD dimension can
be seen in Algorithm 5. The reward system for the AD dimension can be seen in Figure 5.9. This
figure is created for an example required attitude determination knowledge accuracy of 0.2 degrees,
which is indicated by the dotted line in the figure. A reward of 1 is given when the component complies
to the required accuracy and follows a continuous slope towards 0 if it does not. The point where a
reward of O is given is determined by the outermost component. The components that are entered
into the database are selected as such that the database provides a broad range in the performance
of AD components. This ranges from star trackers to horizon sensors. The database can be found in
section A.1.

Algorithm 5 AD Analysis

Obtain component pointing accuracy
if Achieved pointing accuracy > Required pointing accuracy then:

Ruyp =1
else .

Ryp = _(maccach) +1
end if

1.0 ; ‘
1 —— Reward
1
! ---- Required Accurac
08, i q y
!
1
- 0.61 i
© i
2 |
] 1
& 0.41 :
1
1
1
0.2 E
0.0 : |
0 1000 2000 3000

Pointina Knowledae Accuracy [Arcseconds]

Figure 5.9: Reward system for the attitude determination component type

5.5. Attitude Control Component

The attitude control (AC) component type is also included in the satellite configuration. AC can be
achieved by using a variety of components, such as solely magnetorquers, reaction wheels or a combi-
nation of different components. Since these different types of AC components achieve attitude control
through different means, the tool should be able to differentiate between the different types. In this
section, the analysis methodology of the AC component type is explained in subsection 5.5.1 and the
implementation of this analysis with the reward system is explained in subsection 5.5.2.

5.5.1. Attitude Control Analysis
To analyse the performance of an AC component, performance parameters which defines whether the
component is able to provide the required level of control should be established. The two performance
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parameters that are defined for the component are the torque and momentum storage capabilities. To
determine these parameters, an analysis of the torques that are required should be performed. Next
to that, the user of the tool will input several user requirements that serve to determine the required
performance parameters. The user requirements are listed in Table 5.12. The parameters in which the
components are specified can be seen in Table 5.13.

Table 5.12: Attitude control user requirements

Identifier User Requirement Unit
REQ-AC-01 Number Control Axes -
" REQ-AC-02 Maximum Slew Angle ~ degrees
"REQ-AC-03 SlewTime ~ seconds

REQ-AC-04 Momentum Storage Margin Factor -

Table 5.13: Attitude control component specifications

Component Type Subtype Specification  Unit
Attitude Control Magnetorquer Axis Control -

Momentum Nms

The torques that the AC component(s) should be able to provide are to counteract external torques that
are acting on the satellite throughout the mission and to perform manoeuvres. The external torques
are called disturbance torques. The disturbance torques that are assumed to relevant for the analysis
are the effects caused by solar radiation pressure (SRP), atmospheric drag, the magnetic field and
the gravity gradient. Next to these disturbance torques, the satellite should be able to perform slew
manoeuvres for which the requirements are determined by the user.

Torque Estimation

The disturbance torques depend on the geometry and other specifications of the satellite, such as
mass. Because the agent selects a complete configuration at every step, these specifications can be
determined before initiating the AC analysis. At this dimension however, the satellite configuration is
not yet complete since there are still components missing which will be included in further dimensions.
This incompleteness will affect the selection process of the agent, since the AC component will be
selected for an incomplete satellite. The equations to estimate the disturbance torques are obtained
from [50].

Solar Radiation Pressure

The first of the disturbance torques is the torque generated by the solar radiation pressure. This pres-
sure is caused by the the transfer of momentum of the sunlight to the satellite. Because this momentum
is transferred differently on different parts of the satellite, an external torque can be generated. This

torque can be estimated using Equation 5.20. Here, @ is the solar constant, set at 1366 n% c is the

speed of light and A; is the sunlit surface area of the satellite. For the sunlit surface area, the maximal
phase area of the satellite is used. q is the reflectance factor, which is 0 at perfect absorption and 1
at perfect reflection. The reflectance factor is assumed to be uniform across the satellite [50] and is
assumed at 0.6. cp; and cm are the centers of SRP and mass and cp, — cm is the distance between
those centers. The worst case distance for this term is assumed to be half of the largest phase area
of the satellite. ¢ is the angle of incidence of the incoming sunlight and for a worst case analysis is
assumed to be 0.

)
Tsrp = ?As 1+ q) (cps — cm) cosO (5.20)
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Atmospheric Drag

An external torque can also be generated by the atmosphere through which the satellite is moving. A
satellite in LEO, which is mostly the operating region for CubeSats, encounters the atmosphere at a
density which can not be neglected. The particles of the atmosphere impact the satellite and similar to
the SRP can cause an external torque. This torque can be estimated using Equation 5.21. Here, p is
the atmospheric pressure, C; is the drag coefficient which is assumed at 2.2 [33], [50]. A, is the area
facing the ram or flight direction and is again assumed to be the maximal phase area of the satellite. V
is the velocity of the satellite, which depends on the orbit altitude and can be determined for a circular
orbit using Equation 5.22, where G is the gravitational constant, M is in this case the mass of the Earth
and r is the orbit radius. cp, — cm is the distance between the center of atmospheric pressure and the
center of mass, respectively. A worst case distance for this term is used as half of the maximal distance
of the largest phase of the satellite.

1
T, = EpCdAer (cpg — cm) (5.21)

GM 5.22
r ( - )
Magnetic Field

Due too the electronic devices on a satellite, a satellite can generate its own magnetic field. When
this field is not aligned with the Earth’s magnetic field, an external torque acts on the satellite that
attempts to align both fields. This external torque can be estimated using Equation 5.23. Here, D is the
satellite’s residual dipole moment, a measure of the strength of the satellite’s magnetic field. B is the
magnetic field strength of the Earth, which can be calculated by the term in brackets in Equation 5.23.
Between the brackets, M is the magnetic moment of the Earth times the magnetic constant which
results in M = 7.8 - 1015Tm3. R is the radius of the satellite’s orbit and finally, 1 is a function of the
magnetic latitude, which is 1 at the magnetic equator and 2 at the magnetic poles. 1 is therefore
directly dependent on the orbit’s inclination and can also be calculated using Equation 5.24.

M
Tmm =DB =D <F)l> (5.23)
A=2—cosi (5.24)

Gravity Gradient

The final disturbance torque that is considered is caused by the gravity gradient. This torque is caused
by a misalignment between the center of gravity and center of mass of the satellite. The torque can be
estimated using Equation 5.25. Here, u is the Earth’s gravitational constant, R is the radius of the orbit.
I, and I, are the moments of inertia about the Y and Z axis, respectively. 6 is the angle between the
local vertical and the Z principle axis, which is can be determined by the user of the tool.

2p .
Ty = 5p 1z = 1| sin20 (5.25)
Slew Torque
The AC component should be able to counteract the disturbance torques that were explained previ-
ously. Next to that, it should be capable of performing manoeuvres that adjust the attitude of the satel-
lite. These manoeuvres could be required during communication windows where the satellite should
point towards the ground station, or for pointing towards an area of interest for the payload. Such a
manoeuvre is called a slew manoeuvre. The torque required for a certain slew manoeuvre can be esti-
mated using Equation 5.26. Here, 6 is the angle around a specific axis for the slew manoeuvre and I is
the moment of inertia of the satellite corresponding to this manoeuvre direction. t is the time in which
the manoeuvre should be performed. Both the angle 8 and tme t are user entered requirements.
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401
Tsiew = 2 (5.26)

After the estimation of all disturbance torques and slew torques, the maximum required torque is defined
by the maximum torque that acts on the satellite or should be exerted.

Momentum Storage Estimation

Torques acting on, or exerted by, the satellite causes momentum to build up. This momentum needs
to be stored and periodically dumped in order to maintain attitude control. Both the disturbance and
slew torques require a momentum storage capability. The requirement to this capability is determined
by the maximum of the momentum build ups. The momentum that builds up during a slew manoeuvre
can be estimated using Equation 5.27, from [50]. The momentum is assumed to not build up after a
full manoeuvre, since a reverse rotation is required to obtain the nominal attitude, thereby cancelling
out the momentum that was build up.

t
M = me} (5.27)

The momentum buildup causes by the disturbance torques depends on the type of disturbance torque
and the attitude of the satellite. It is assumed that a disturbance torque accumulates its maximum mo-
mentum in 1/4 of an orbit. The equation with which this momentum is estimated is Equation 5.28, from
[50]. This momentum build-up caused by the disturbance torques is calculated for every disturbance
torque individually.

0.707
4

h=TpP (5.28)
After all the momentum build-ups caused by the various torques have been estimated, the largest
number is used as the requirement for the attitude control components. Both the requirements on the
amount of torque and momentum storage are used to assess the components in the database.

5.5.2. Implementation

In subsection 5.5.1, the analysis method to estimate the required torque and momentum storage ca-
pability of the AC components are explained. The tool should then assess the performance of the
component that is currently selected by the agent against the requirements, and provide a reward
based on this performance. The pseudocode for the implementation of the AC dimension can be seen
below in Algorithm 6. In Table 5.13, it can be seen that the component type is subdivided into magne-
torquers and reaction wheels. This means that the components present in the database can be both
magnetorquers or reaction wheels. The components that can be selected by the agent are provided
in section A.1. Depending on the type of component, determining the performance of the compo-
nent with respect to the user requirements changes. If the component is of the reaction wheel type,
the performance can be evaluated simply by obtaining the torque and momentum capability from the
specifications. For the magnetorquer type however, the torque and momentum capability has to be
estimated. This is done using Equation 5.29, from [22]. The inclination i is included to account for the
inclination of the orbit.

M
T = Dmth—g(Z — |cosil) (5.29)

The reward is divided into two parts, one part of the reward is given for the torque capability and
the other part for the momentum storage capability. Both rewards are given through the same semi-
continuous reward system as encountered before, where a reward of 1 is given when the component
satisfies the requirement. If the component does not satisfy the requirement, the reward is given based
on a continuous slope of 1 to 0 with the point where this line crosses 0 is the outermost point of the
components database. An example of reward graphs are shown in Figure 5.10 and Figure 5.11. For
the magnetorquer subtype, the reward for the torque and momentum capabilities is the same, since the
system will prevent a momentum build up if the system can cope with the torque requirement.
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Algorithm 6 AC Analysis

Determine the maximum required torque
Determine the maximum required momentum storage
if Component axis control >= Required axis control then:

Determine/obtain torque and momentum capability of the component
if Achieved torque > Required torque then:

Rtorque =1
else .

Rtorque = _(mTach) +1
end if

if Achieved momentum > Required momentum then:

Riomentum =1

else .
Ryomentum = _(M - Mach) +1
. lim
end if
R _ RtorquetRmomentum
ac = 2
end if
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Figure 5.10: Reward system for the torque capability of the attitude control component
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Figure 5.11: Reward system for the momentum capability of the attitude control component

5.6. Power Control Unit Component

The first component of the EPS that is included is the power control unit (PCU). The inclusion of the
PCU does not require significant analyses, since the requirements for this component can be obtained
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directly from the other components’ specifications. The analysis part of this dimension is explained in
subsection 5.6.1 and the reward system is explained in subsection 5.6.2.

5.6.1. Power Control Unit Analysis

The PCU has to ensure the delivery of power to the entire satellite configuration. Each component
has its own specific operating voltage and the PCU should accommodate for that. The analysis part is
therefore to establish the operating voltage range of the satellite configuration. This is done by retrieving
the operating voltage from every component in the satellite configuration. Using this, the selected PCU
component can be checked for compatibility for the voltage range. The requirements for the PCU are
determined by the configuration of components that is selected and therefore no user requirements are
provided for this dimension. The specifications in which the components are entered into the database
are shown in Table 5.14.

Table 5.14: Power Control Unit component specifications

Component Type Specification Unit
Power Control Unit  Output Voltage V

5.6.2. Implementation

The reward for the PCU component is given based on its capability to supply the satellite configuration
at the right operating voltages of the components. Because the PCU can either comply to this range,
or is infeasible for supplying this voltage range, the rewards that are given are either 1 or 0. A reward of
1 is given by the agent if the PCU is able to supply the correct voltages and a reward of 0 is given if this
is not the case. The PCU components that are available to the agent are listed in section A.1.

5.7. Battery Component

A battery component is included in the final setup of the design tool. To analyse the performance of
the EPS, the parameter that indicates the performance is taken to be the depth-of-discharge (DoD).
The desired DoD can be specified by the user of the tool. The DoD can be estimated by analysing the
power consumption and generation of the satellite. Establishing these aspects is the main goal of the
analysis for this dimension. This will be explained in subsection 5.7.1. After that, the implementation
of this analysis in terms of rewarding the components is elaborated upon in subsection 5.7.2.

The incorporation of the battery component means that the configuration of components that the agent
selects influences the DoD reward by changing the power consumption. Next to that, the size of the
satellite for the selected configuration of components also has influence on the AC subsystem and its
reward and the power generation of the satellite with again the EPS reward. In all, the configuration
of components selected by the agent influences the different rewards that the agent will obtain. This
has the result that the agent no longer only tries to maximise the subsystem rewards, but looks for a
solution that is the global maximum. It is easier to explain this through an example. For the payload
requirements, a certain camera might get the best reward, however this camera might also be very
power consuming, which would influence the EPS reward. The goal is that the agent will select the
camera that has the best overall reward, and not only the best payload reward.

5.7.1. Battery Analysis

The analysis of the battery component consists of two parts. The first part is establishing the power
consumption of the satellite throughout the mission. The next part is establishing the amount of power
the satellite can generate using solar panels. These will be explained separately and then combined
in the section where the DoD is discussed. The requirements for the EPS that can be entered by the
user are listed in Table 5.15. Several parameters have to specified by the user, which are listed in
Table 5.16. The specifications of the components in the database are shown Table 5.17.

Power Consumption

The power consumption of the satellite depends on several factors. First, there is the configuration of
the satellite itself, with the power consumption of the different components that make up the configura-
tion. Next to that is the configuration of the mission orbit. A regular mission orbit, which will be called an
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Table 5.15: Electrical Power System user requirements

Identifier User Requirement Unit
REQ-EPS-01 Payload Duty Cycle %
" REQ-EPS-02 Dumping Duty Cycle %
" REQ-EPS-03 Maximum Depth of Discharge %
- REQ-EPS-04 Prepositioning Tme s
" REQ-EPS-05 Mission Lifetme ~—~ yr

Table 5.16: User entered solar light angles

Parameter Unit

X positive - angle degrees
" X positive - time factor -
" Xnegative -angle ~ degrees
" X negative- time factor -
Y positive -angle ~ degrees
Y positive - time factor -
Y negative -angle ~ degrees
Y negative- time factor -
" Znegative -angle  degrees

Z negative- time factor -

Table 5.17: Electrical Power System component specifications

Component Type Specification Unit
Electrical Power System Capacity Wh

operational orbit, contains several segments during which a combination of components can be active.
To establish the power consumption of the satellite, an operational orbit has to be established.

Operational Modes

The operational orbit is divided into segments during which specific operational modes are active. The
length and type of operation mode for each segment depends on the mission requirements. The user
entered requirements, which can be seen in Table 5.15, that are applicable here are the duty cycle of
the payload and dumping, and the prepositioning time. The operational modes that are used to create
an operational orbit are IDLE, DUMP, COMM and OPS. The IDLE operational mode is the mode where
no specific activities or manoeuvres are performed, and can therefore also be seen as the mode where
the batteries can be recharged. The DUMP mode is the mode during which the excess momentum
that is stored in the satellite is dumped, using the attitude control components. The COMM mode is
the mode during which communications with a ground station is established and data can be uploaded
and/or downloaded. Finally, the OPS mode is the mode during which the payload is being used and
therefore the mode during which the mission data is being obtained. The components that are active
during each operational mode, can be seen in Table 5.18, with components that are active marked with
a 1 and inactive with a 0. Using this table, the tool is able to specify the power consumption of each
operational mode. This can be done because each component’s specifications include the maximum
power consumption. At the moment, only the maximum power consumption of the components are to
analyse the power consumption. The components are therefore either fully on or off, meaning they use
the maximum power consumption or do not consume any power at all. For future versions of the tool,
the tool could be expanded to use different component power consumption modes.

Operational Orbit

With the operational modes known, the time these modes are active throughout an orbit define the
operational orbit. The operational orbit is divided into segments in each of which an <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>