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b Airbus Netherlands B.V, The Netherlands

ABSTRACT

Liquid hydrogen (LH>) is a promising candidate for zero emission aviation, but its cryogenic properties make the refuelling process fundamentally different from that
of conventional jet fuels. Although previous studies have addressed LHj; storage and system integration, detailed modelling of the refuelling process remains limited.

This paper presents the first part of a two-part study focused on simulation of the refuelling process for an LHy-powered commercial aircraft. An existing tank
model is substantially modified to more accurately capture relevant physical phenomena, including heat transfer and droplet dynamics during top-fill spray injection.
Newly available experimental data on LH; no-vent filling enables direct validation of the model under conditions that match the experimental setup.

A sensitivity analysis identifies the most influential parameters that affect model precision, including loss coefficient, droplet diameter, radiative heat ingress, and
vent-closing pressure. The validated model forms the basis for Part 2 of this study, in which it is applied to a representative LHy-powered commercial aircraft to
simulate refuelling times, quantify venting losses, and assess the impact of key operational settings. These results support the design of efficient LHy refuelling
systems for future aircraft and airport infrastructure.
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(continued)

fQ) function of

g free-fall acceleration due to gravity EZ
s

Hy height at the interface between the liquid and the vapour m

H height m

h specific enthalpy J
kgK

J mass flow rate kg/s

K loss coefficient

L length m

m mass kg

N grid size -

n dimensionless exponent for saturated hydrogen vapour -

Pe critical pressure Pa

Pr Prandtl number -

P pressure bar

q heat flux w
m2

Q vapour quality -

Ttop—to—bottom ratio between top and bottom fill -

Ra Rayleigh number -

Re Reynolds number -

r radius m

Sir transfer line valve cross-sectional area m

S area m?

Ts temperature of the saturated film K

T, critical temperature K

tfinal final time of the interval of integration s

T temperature K

u specific internal energy J
kgK

\% volume m®

v velocity m
s

Subscripts

0 initial condition

atm atmospheric conditions

avg average

boil boiling after the vaporiser

cd condensation

cond conduction

conv convection

el from the environment to the liquid phase

ET external tank

ev from the environment to the vapour phase

ew from the environment to the tank wall

f fluid

I+v liquid and vapour

Ly interface interface between the liquid and the vapour phase

l liquid max maximal

ST stationary tank or supply

tot total

tr transfer line

vap vaporisation

vent vent line

1 vapour

w tank wall

1. Introduction

Technological innovations in aircraft, such as lighter materials,
better engines, improved aerodynamics, etc., have resulted in a reduc-
tion of 70 % in passenger-km consumption since the beginning of the jet
age in 1960 [1]. However, despite the significant reduction in aircraft
passenger km consumption over the past several decades, the contri-
bution of commercial aviation to global greenhouse gas emissions is
increasing and this growth has not yet been stabilised with the current
state of technological advancements. In 2018 - just before the COVID
pandemic — commercial aviation contributed to 2.4 % of global COy
emissions from fossil fuel use [2]. This might be considered insignifi-
cant, but with the projected future growth of aviation, these emissions

International Journal of Hydrogen Energy 195 (2025) 152168

and their influence on the health and well-being of the public and the
environment can be substantial [3]. In addition, research indicates that a
significant part of aviation’s climate impact is due to non-CO, emissions.
If no mitigation actions are taken, it is highly probable that aviation
alone will contribute to a temperature increase of 0.1 °C by 2050 [4].
The Paris Agreement - which came into effect on December 4, 2016 -
prescribes that the emission of greenhouse gases from the aviation in-
dustry must be net zero in 2050 to keep global warming below 1.5 °C.

The passenger market demonstrates that the revenue passenger kil-
ometres (RPKs) grow at an average annual rate of 3.6 % for both do-
mestic and international demand from 2018 to 2050 (using the
midCOVID-19 recovery scenario). The worldwide freight tonne kilo-
metres (FTKs) forecast is expected to increase by 3.5 % annually, while
the international FTKs forecast are expected to expand by 3.4 % annu-
ally [5]. This projected growth underscores the urgent need to innovate
and introduce new aircraft into the commercial aviation sector in order
to reduce its environmental impact. New technologies have already been
broadly investigated in previous research. Liquid hydrogen (LHy) is a
promising alternative fuel for commercial aircraft due to its high energy
density and low emissions. The use of LH; as fuel has the potential to
significantly reduce carbon emissions and help combat climate change
[6].

Since the 1970s, studies have been carried out on the overall impact
of LH; on airport infrastructure and aircraft design [7,8]. The main as-
pects of the fuel system, fuel containment system, engine characteristics,
and aircraft characteristics have been identified, as well as their oper-
ating conditions. However, the modelling process and method have not
been shown.

The natural boiling point (NBP) of hydrogen is extremely low cryo-
genic temperatures, namely at 20.4 K or —252.8 °C. Due to both the
cryogenic temperature and the inherent properties of hydrogen, the
fuelling process for an LHy powered aircraft is significantly different
compared to Kerosene. The refuelling process for LH; is of concern, since
it has the potential to significantly impact the economic feasibility of
future aircraft [9]. However, a detailed analysis of the refuelling process
has received little attention in the literature.

Recently, Mangold et al. [10] presented the boundary conditions,
calculation methods, and analysis of the refuelling system. It is
concluded that the LH; refuelling procedure does not have a negative
impact on the aircraft turnaround times. An LH; refuelling rate of 20
kg/s is considered based on assuming the same energy flow as for an
equivalent Kerosene aircraft to obtain the same refuelling time. How-
ever, this assumption is in contradiction to the Clean Hydrogen Joint
Agreement [11], which assumes the same flow rate of LHy as an
equivalent Kerosene aircraft, resulting in 1-3 times longer refuelling
times (depending on the range of the aircraft).

The primary focus of this research is to simulate the refuelling pro-
cess, specifically by using detailed numerical modelling, to understand
the thermal aspects involved during the process. Unlike preliminary
calculations, which may lack precision, a comprehensive and accurate
model can significantly impact the design of the refuelling process. By
reducing flow fluctuation, pressure oscillations, and irrational safety
considerations, a precise thermodynamic model can lead to the devel-
opment of lighter systems and consequently more fuel-efficient aircraft
[12].

This paper constitutes the first part of a two-part study on the nu-
merical simulation of LH; refuelling for commercial aircraft. The pri-
mary objective of Part 1 is to establish a methodology for simulating LH,
transfer and to validate the resulting model using experimental data.
The model development and validation approach is presented, incor-
porating key physical phenomena such as heat transfer and droplet
evaporation.

Part 2 applies the validated model to a representative case study of a
future LHy-powered commercial aircraft. The focus is on quantifying
refuelling times, evaluating venting losses, and performing a sensitivity
analysis of key operational parameters. By distinguishing between
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model development and validation (Part 1) and practical application to
a case study (Part 2), this two-part approach aims to provide both a
rigorous numerical modelling framework and practical insights to
inform future aircraft design and airport operations.

2. Literature review

The objective of the literature study is to determine the most suitable
numerical model that can be validated against experimental data
available in the literature.

2.1. Numerical models in literature

The Generalized Fluid System Simulation Package (GFSSP) [13] and
SINDA/FLUINT [14] are two of the most widely used thermal/fluid
codes to design, analyse and research systems that could experience
cryogenic two-phase flow. For modelling heat transfer and fluid flow in
large multicomponent systems like feed systems, spacecraft, and pro-
pellant tanks, these programmes are preferred. However, their accuracy
is limited: Hartwig et al. [15] assess how well those correlations perform
in predicting cryogenic flow boiling in pipe quenching (or rapid cooling)
experiments. The two-phase correlations used in SINDA/FLUINT and
GFSSP indicate large mean absolute errors (MAE) with data from
cryogenic quenching.

As GFSSP and SINDA/FLUINT are considered unsuitable for model-
ling the LH; refuelling process, more research is performed. The work of
Al Ghafri et al. [16] and the work of Petitpas [17] are found to be the
only models developed for simulating LH, behaviour in tanks.

The model from Al Ghafri et al. [16]. includes realistic heat transfer
mechanisms, takes into account heat transfer from the vapour to the
liquid phase, and calculates thermodynamic properties using reference
equations of state. However, this work considers only the boil-off
behaviour of a static tank and, therefore, does not consider a refuel-
ling case. In addition, chill down is not considered. This model is
equipped with an easy-to-use user interface and can be downloaded for
free, which is a big advantage. However, it is not possible to analyse and
modify the source code, which implies that it is not possible to add or
modify features and, therefore, is not considered suitable.

Osipov et al. [18] develop a two-fluid model to simulate the complex
heat transfer modes that occur during LHy rocket propellant loading.
This model considers the dynamic process of condensation and vapor-
isation due to conduction and convection between the saturated film
and the vapour and liquid volumes by using dynamic equations. The
thermodynamic states of hydrogen are described by the ideal gas
equations of state. NASA [19] implements this model in MATLAB to
perform simulations, which is published as open-source. Petitpas [17,
20] uses this MATLAB model as the basis for an LH transfer model. The
LH, pathway considered in the study consists of a large storage tank at
the liquefaction plant, a fuel tanker that transports LH; from the lique-
faction plant to the fuel station and the fuel tank at the fuel station.
Petitpas [17] improves the accuracy of the model of NASA in several
ways. First, hydrogen is considered as a real gas instead of an ideal one.
In addition, the state properties of the MATLAB code are now coupled to
a thermodynamic REFPROP database to improve accuracy. Then, for
both the supply and receiving vessels, equations are added to simulate
changes in temperature in the bulk liquid phases.

Next, the specific heat of the vessel’s wall is assumed to have a
constant thermal inertia when the code is first written. To account for
the changing specific heat capacity, this term is modified to change as a
function of temperature. In addition, the ability to supply LHs through
the top of a vertical cryogenic tank is included. However, the physics
behind LH; droplet vaporisation in a cryogenic vapour environment is
found to be quite complex. Therefore, a relatively straightforward
strategy is chosen in which only a small portion of the LH; can be fed
into the top of the receiving vessel which vaporises and contributes to
the mass and energy balances of the vapour control volume [17].
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Therefore, significant top filling is likely to require additional modifi-
cations in order to be simulated properly.

The model of Petitpas [20] is transient but has no spatial de-
pendency. Therefore, the temperature distribution is not taken into ac-
count (other than the nodes in the vapour and liquid on both sides of the
saturated film). Additionally, the model does not consider the effects of
flashing within the transfer line, nor does it account for the thermal mass
or imperfect insulation of the transfer line. Then, the wall of the vessel is
considered to have a uniform temperature. Next, it is assumed that the
trailer is used sufficiently frequently and that the bulk fluid temperature
is moderately low and stable. As a result, the wall of the trailer is not
given any thermal mass.

In addition, while the original NASA [19] model considers modelling
the thermal stratification in the fuel tank [21], it is not kept in Petitpas’
[20] tank model. However, it is assumed that the duration in which the
refuelling process is completed is much shorter than the timescale
required for (significant) thermal stratification.

Moreover, no para-ortho conversion is considered, which is justified
by the typically low temperatures and short timescales. Petitpas [20]
considers 100 % parahydrogen, which is considered valid as at the NBP
of hydrogen, the equilibrium composition is 99.8 % parahydrogen.
However, it is stated that experimental measurements are required to
confirm the relevance of the approach and validate the MATLAB code
presented in Ref. [17].

Despite these limitations, this tank model from Petitpas [20] is
considered promising as a basis for the numerical simulation of the LHy
refuelling process, as the source code can be analysed and modified as it
is published open source. A schematic representation of Petitpas’ [20]
tank model is shown in Fig. 1.

In summary, Petitpas’ [20] tank model is a simplified lumped
parameter approach based on fundamental conservation laws, capable
of modelling multiphase mass and energy transfer, including dynamic
condensation, vaporisation and tank pressurisation. A tank model flow
chart, based on the work of Petitpas [20], is displayed in Fig. 2. The
transient problem is resolved using an ordinary differential equation
(ODE) solver, indicated by the red block in the figure. This ODE solver
requires as input the initial state variables and the state derivatives,
which are indicated by the set of blue and yellow blocks, respectively.
The green block indicates that when the ET vent valve changes state
(open < closed), the ODE solver stops. Each block of this flow chart is
discussed in detail in Appendix A.

2.2. Experimental data from literature

The objective of the paper is to find a methodology to simulate LHy
transfer and validate it with experimental data. Hartwig et al. [22]
performed LH; transfer tests on a thin-walled flightweight aluminium
(Al) tank, which are performed at the NASA Glenn Research Center.
According to Hartwig et al. [22]: Up to this point in the historical litera-
ture, the chilldown and fill process had never been optimised to conserve
time.” To determine whether the rapid chill-down and fill method, fol-
lowed by a no-vent fill (NVF), is feasible, four tests are carried out.

The study consists of four tests, each of which includes a tank
evacuation phase (during which the tank is pumped down to vacuum), a
vented chill-down phase (during which the tank is chilled down with the
vent valve open), and a NVF phase. Each test considers LHy as the
transfer fluid. Although the chill-down conditions for all four tests are
the same, there are some differences in the NVF phase parameters, such
as the initial fill level of the receiving tank (RT) and the initial mass
averaged wall temperature of the RT.

The supply tank (ST) has a capacity of 5.678 m® and a maximum
expected operating pressure of 4.14 bar. The supply tank is connected to
the receiving tank (RT) using a vacuum-jacketed supply line that has a
diameter of 2.54 cm and contains pressure taps that open an inline
emergency relief valve when pressure exceeds 5.17 bar.

The RT is a spherical aluminium flight weight tank, depicted in
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Fig. 1. Schematic representation based on Petitpas’ [20] tank model.
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Fig. 2. Flowchart of the tank model by Petitpas [20].

Fig. 3. Aluminium receiver tank [22].

Fig. 3. The tank has a mass of 40.37 kg, with a wall thickness of 1 mm
and an exterior diameter of 1.372 m. The tank can store up to 1.39 m®
fluid. It is designed to withstand a proof pressure of 6.21 bar and a
maximum allowed working pressure of 4.46 bar. To reduce heat leakage
into the RT during testing, the tank is suspended inside a cylindershaped
vacuum chamber. A spray bar is used to inject liquid into the receiving
tank.

The fourth test is found to be the optimal rapid ventilated chill and
fill method, achieving the necessary fill level quickly and without
encountering any significant technical issues due to sensors, operator
error, etc. The test matrix for this fourth test is shown in Table 1.

Due to the cooling of the transfer line, the two-phase flow always
persists throughout the initial phases of the transfer process, making it
impossible to determine the flow’s entrance condition. The equation for
the average wall temperature (avg) is shown in Eq. (1).

n
> TiAm; + TiigMya
Tyg="t———— (€]
“e Mgy + Miig

The results of Test 4 are shown in Fig. 4.

The purpose of the experimental data is to use them to validate the
capability of Petitpas’ [20] tank model to simulate the actual refuelling
phase after the system is chilled down. First, the parameters used in the
experimental setup, such as tank material and dimensions, must be
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Table 1
Test matrix for Test 4 from the experiment conducted by Hartwig et al. [22].
Phase Time Variable Value Unit
Chill-down Start Time 40 s
RT pressure 0.2184 bar
RT ullage temperature 285.1 K
Mass average RT temperature 278.66 K
RT lid temperature 285.15 K
During Avg inlet pressure 2.1142 bar
Avg inlet temperature 25.94 K
NVF Start Time 179 H
Mass flow rate 0.41 kg
s
RT pressure 1.164 bar
RT ullage temperature 20.86 K
RT liquid temperature 20.98 K
Mass vapour 0.67 kg
Mass liquid 36.75 kg
Liquid level 45 % fill
Mass averaged RT temperature 32.77 K
RT lid temperature 125.33 K
During Avg inlet pressure 2.3387 bar
Avg inlet temperature 25.94 K
Final Time 338 s
RT pressure 1.4569 bar
RT ullage temperature 21.48 K
RT liquid temperature 21.84 K
Mass vapour 0.12 kg
Mass liquid 87.75 kg
Liquid level 91 % fill
Mass averaged RT temperature 24.6 K
RT lid temperature 40.05 K
4.0 T T T T T T 100
35 L p—
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v » 80
3.0 + P v1 "-" / /w'
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translated into the Petitpas’ [20] tank model, as well as the initial
conditions of the NVF phase, as shown in Table 1.

Although the final values in Table 1 can be compared fairly easily,
the transient data must be obtained from Fig. 4, which is expected to be
less accurate. A comparison between the experimental data and the
numerical model at the end of the NVF process is presented later in this
paper in Table 5.

2.2.1. Limitations

By comparing the transient behaviour during the NVF test, as shown
in Fig. 4, with the final parameters at the end of the NVF test at t = 338s,
it is immediately observed that the transient data is not displayed be-
tween t = 320 s and t = 338 s. Therefore, it is considered that the
comparison between the experiment and the model could show
discrepancies.

Another observation is made by considering the pressure in the
receiver tank. Until around t = 307 s, the pressure in the RT increases to
a maximum value of 3.345 bar. However, later, the pressure decreases to
3.18 bar, followed by some oscillating behaviour. The decrease in
pressure is unexpected, as the no-vent fill test implies that the vent valve
in the RT stays closed during the filling process.

Especially when considering the pressure at the end of the NVF
process att = 338 s in Table 1, the pressure is decreased to an even lower
value of 1.46 bar. Therefore, it is predicted that after t = 307 s, the vent
valve opens, causing pressure to decrease.

3. Tank model modification and validation

While Petitpas’ [20] original tank model is based on physical

0.4

Flow Rate [kg/s]

0.1

L

80

1 1 1
160 200 240

Time [s]

40 120

(b) Mass flow rate

— D1 (2%)

- = SDS5 (50%)

240 $D6 (50%)

200

160

120

80

40

I i | | .
160 200 240 280 320

Time [s]

120

(d) Wall temperature

Fig. 4. Results of test 4 in the RT [22].
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principles, the model was unable to accurately simulate the refuelling
behaviour observed in Test 4 of the experiments by Hartwig et al. [22].
Therefore, this section aims to outline the modifications carried out and
the validation of the modified tank model for the no-vent filling (NVF)
case.

One of the key modifications involves the implementation of a spray
model to replicate the spray bar used in the experimental setup. In
addition, a sensitivity analysis is conducted to identify the model pa-
rameters that best align with the experimental data, based on compar-
isons of the fill level, receiver tank pressure, and transfer line mass flow
rate.

3.1. Implementation in Python

First, Petitpas’ [20] tank model is rewritten from MATLAB to Python
code. MATLAB's stiff ode15s solver is replaced by Scipy’s solve_ivp solver,
using the BDF integration method, as this method is suitable for solving
stiff ODEs.

3.2. Modifications to the numerical model

Fig. 5 shows a schematic representation of the LH, transfer pathway
from the supply tank, through a transfer line, to the receiving tank, as
used in the experiment. Compared to the schematic based on the Petit-
pas’ [20] tank model, shown in Fig. 1, this set-up differs in the way LHy
enters the receiving tank and the geometry of both tanks.

The following sections provide a detailed description of the modifi-
cations introduced to enhance the accuracy of the model.

3.2.1. Heat transfer correlations

Lloyd and Moran [23] present a correlation for the Nusselt number
describing natural convection adjacent to horizontal surfaces in both
laminar and turbulent regimes, as shown in Eq. (2) and Eq. (3),
respectively. These correlations are used to determine the heat transfer
between the saturated film and the liquid and vapour phases. Although
these correlations are well known in the open literature and are also
used in the original NASA model [19], Petitpas’ [20] tank model does
not consider these. Therefore, the correlations of Lloyd and Moran are
preferred. Furthermore, flow over the spherical tank wall is considered
free convection over a vertical plate, since the liquid flows mostly in the
vertical direction during refuelling. Churchill and Chu [24] developed a
correlation for the Nusselt number for the free laminar and turbulent
convection over a vertical plate, displayed in Eq. (4) and Eq. (5)
respectively. Compared to Petitpas’ [20] tank model, it is preferred to
use the correlation of Churchill and Chu since a distinction is made
between laminar and turbulent flow, and the correlations are considered
well known in open literature, which is not the case for the correlations
used in Petitpas’ [20] tank model.

)\vent_gT

Supply Tank
me'zT

Vaporiser
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3.2.2. Friction factor

It is considered to modify the friction factor ys used as a function of
the Re number instead of assuming it to be constant. Usually, the friction
factor for turbulent flow pipes or ducts is approximated using the
Colebrook-White equation. However, the Colebrook equation can only
be used to model turbulent flow in pipes when the Re number is higher
than Re ~ 4000 [25].

As the refuelling flow rate and thus the Re number are low close to
the start and end of the refuelling process, it is desired to obtain a
relation that is also capable of accurately predicting the low friction
coefficient Re numbers. Churchill’s [26] equation, as displayed in Eq.
(6), is able to compute the friction factor for both high- and very
slow-flow (Re < 1) Re numbers, and is therefore preferred.

8\" 1
ol
f Re | 16 3

(sl (@) 0 9)

3.2.3. REFPRORP versus empirical relations

Petitpas’ [20] tank model occasionally uses correlations to deter-
mine thermophysical properties instead of retrieving them directly from
REFPROP. These correlations were derived from REFPROP version 9.1.
The first advantage is that the computational cost of using a correlation
is significantly lower compared to using REFPROP in every iteration
[27]. Secondly, some properties, like the liquid temperature and density
as functions of internal energy, are not directly accessible in REFPROP
but can be determined using correlations. However, it is important to
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Fig. 5. Schematic of the LH; transfer between supply and receiving tank of the experimental set-up.
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Fig. 6. Cryogenic hydrogen properties computed by REFPROP versus empirical relations.

assess whether these correlations align with REFPROP output within the
range of conditions relevant to this study.

Fig. 6a and b present empirical correlations for liquid temperature
and density as functions of internal energy, both showing good agree-
ment with REFPROP data. The correlation for liquid density as a

function of internal energy is given in Eq. (7) [20]. Two correlations for
liquid temperature as a function of internal energy are used, shown in
Eq. (8) [20] and Eq. (9) [20], and are referred to as the ‘First’ and
‘Second’ correlations, respectively. Looking closely at Fig. 6a, it is
observed that the second empirical relation is closer to REFPROP both at
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lower temperatures (~20 K) and higher temperatures (=25 K) cryogenic
LHy. Therefore, Eq. (9) is preferred to Eq. (8).

U
1000

pi= — 512074746107 ( )371.56628367»10’5< u )2

1000 o

u
1000) +7.06218354 - 10"

~1.18436797 107" (

5 2
T, =1.44867559 - 10”7 (Jﬁ) —2.53438808-107* <_1(;l(1)0)

8
4+1.05449468 - 107! (

u
1000) +2.03423757 - 10!

2
T, = —0.0002041552 (15‘(’)0) i 0.1010598604(l 8‘60)

+ 20.3899281428 ()]

Fig. 6¢ shows the correlation for the saturated vapour temperature as
a function of pressure, as shown in Eq. (10) [20], where Fpgi_.pqs =
6894.75729. Although in general a good similarity is observed, around
10 bar the difference between the relation and REFPROP suddenly in-
creases. Since 10 bar is significantly higher than the expected operating
pressure, the correlation is considered suitable for the application in the
model.

P 6
T,=0.1+ ( —1.603941638811-107 1 <—> +7.830478134841 - 10*9<
FPSI—»Pa
P 4
—1.549372675881 -107° (—) +1.614567978153 - 10*4<
FPSIaPa

P \? P \!
—9.861776990784-1072 <—> +4.314905904166 - 10! (7)
PSI—Pa F PSI-Pa

The relation between saturated liquid density versus vapour tem-
perature is visualised in Fig. 6d, for which the empirical relation is
displayed in Eq. (11) [20]. Overall, a good resemblance is observed
between REFPROP and the correlation, however, below 16 K a
discrepancy can be observed. As this is lower than the expected oper-
ating temperature, this correlation is considered suitable for the model.

Pry, = —5.24588-107° - Tf +7.39502-107° - T; — 4.29976-10"" - T, +1.31922-10' - T}

—2.25208-10%- T2 +2.02705 - 10% - T, — 7.43508 - 10°

Fig. 6e shows the empirical relation, as shown in Eq. (12) [20], for
the enthalpy of vaporisation. One can observe that around 18 K, a large
discrepancy is observed between REFPROP and the correlation, which is
very close to typical operation conditions. Consequently, this correlation
is excluded from the model in favour of using REFPROP data directly.

Ah, =1000- ( — 0.002445451720487T¢ + 0.3629946692976T° — 22.28028769483T; +723.6541112107T>
—13116.31006512T2 + 125780.2915522T — 498095‘5392318)
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Fig. 7. Relation between the discretised length scales and the number of nodes.

3.2.4. Optimal number of nodes

To ensure accurate modelling of heat transfer near the saturated film,
it is essential that the spatial resolution of the computational grid is
sufficient to capture thermal gradients that occur across very short
distances. As discussed in Section A.9, the characteristic length over
which thermal diffusion occurs is known as the diffusion length, which is

P )5
FPSI—>P¢1

P )3 (10)

PSI-Pa

+1.559843335080 - 10* )

defined at the midpoint between the first and second grid points.

In previous work by Petitpas [20], the number of grid points in the
vapour and liquid phases was arbitrarily set to 4 and 3, respectively,
without verification of whether this resolution adequately resolved the
diffusion length near the interface. This raises the question whether a
higher number of nodes is needed to properly capture the heat transfer
behaviour at the saturated film.

To address this, the discretised length scales from Fig. 27 are eval-

an

uated for different node counts and compared to the analytically
calculated diffusion length at the midpoint between the first and second
grid. The results, shown in Fig. 7, indicate that a node count of N = 11
provides the closest match to the diffusion length. This ensures that the
thermal boundary layer is physically resolved, avoiding unnecessary
computational cost. Furthermore, it is observed that the optimal number
of nodes is the same for both the vapour and liquid phases.

12)
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Fig. 8. Diagram showing the balance of forces acting on a water droplet in a
horizontal steam line that is flowing under gravity [29].

3.2.5. Droplet model

To accurately simulate the experiment conducted by Hartwig et al.
[22], in which LH; is injected into the ullage of a cryogenic tank using a
spray bar, it is necessary to revise the tank model developed by Petitpas
[20]. In this tank model, the top-fill injection process was represented in
a highly simplified manner, assuming that only a small fraction of the
injected LHy vaporises immediately upon entering the tank and con-
tributes directly to the balances of the vapour phase. Although this
assumption reduces model complexity, it neglects the physical interac-
tion between the falling droplets and the surrounding cryogenic vapour.
As a result, the droplet dynamics during top-fill operations is not accu-
rately captured in the tank model.

To address this limitation, the current work integrates an established
droplet model, originally developed by Wang and Ju [28] for LNG ap-
plications, into Petitpas’ [20] tank model. This integration enables a
more physically accurate representation of mass and energy exchange
during top-spray filling by explicitly modelling the droplet dynamics,
heat transfer, and phase change as the droplets fall through the ullage
gas.

The following section provides a detailed overview of the droplet
model and shows how it is embedded within the tank’s mass and energy
balances. The goal is not to introduce a new droplet model, but to
improve the existing tank model by integrating a physically realistic
spray-filling approach.

The force balance on the droplet, as shown in Fig. 8, is shown in Eq.
(13). In order to determine the terminal velocity vg, Eq. (13) is rewritten
to Eq. (14). In this equation, the left term is gravity, while the first and
second terms on the right side are, respectively, buoyancy force and drag
force. The droplet diameter is denoted by Dg.

p&(2D3) =r8(ED3) + Co (305) (ﬂé) as

J('(I’,,-h('(l,,v

Fig. 9. Energy transfer in a single droplet.

International Journal of Hydrogen Energy 195 (2025) 152168

Jir | her + 7

2
Jir 2,
i Jvent Jvent | Pvent + %
|4 A
My, Pv m
E 0 bw,v
Tww 77| .
T Vullage €—Qcw,
s L T. ‘
= Jml J(‘(ZJ < L (Jw(/ o Jm{,;)
' o m —Q
m, my m, ) Y
Ty Tus|>Ou -
8
¢ T, p

(a) Mass transfer (b) Energy transfer

Fig. 10. Mass and energy transfer for the receiving tank including
droplet model.
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The droplet’s time of fall is determined by Eq. (15).

D-h
-

ta (15)
The number of incoming droplets per unit time is calculated as Eq.
(16). Vg4 is the volume of a single droplet. As the droplets are assumed to
be perfect spheres, V; = LzD3.
N
N=—1" 16)
PVa
The Ranz-Marshall correlation is used to determine the amount of
convective heat transfer between the vapour and the droplet freely
falling [30], as shown in Eq. (17).

aqDq

11
K = 2 + 0.6Re2Pr3 a7)

Nu

The energy transfer in a single droplet is shown in Fig. 9. It is
assumed that the droplet-vapour interface is saturated at ullage
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<>
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Fig. 11. Schematic showing the injection of LH, in the gaseous phase.
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pressure. Therefore, the heat transfer from the vapour to the droplets is
displayed in Eq. (18), where T is the saturated interface temperature
and S is the surface area of a single droplet, which is for a sphere equal
to Sy = JTD%.

Qusa = [@aSa(T, — Ty)tg]N 18)

Conduction inside a solid sphere subjected to an abrupt change in
surface temperature is used to represent the heat transfer inside the
liquid droplet [30] as shown in Eq. (19).

> 6 —n2Fo N
Q=11 -3¢ (picpiVa) (Ts — T))N (19)

T4 is the droplet temperature, which is considered equal to the bulk

temperature of LH, at the end of the transfer line. Fo is the Fourier

number, so that Fo = "l‘;—’d‘d. q; is the thermal diffusivity, which is equal to

= Given that energy is conserved at the droplet-vapour interface,
the phase change mass flow on the droplet is expressed as Eq. (20),
where positive values indicate condensation and negative values indi-

cate evaporation.

T = QLsd+std
W=\ ha
cdq

a

(20)

The mass and energy transfer for the receiving tank including droplet
model is displayed in Fig. 10a and b respectively, which are adapted
from Ref. [28].

Based on Fig. 10a, the mass transfer in the liquid and the vapour
phase is derived in Eq. (21) and Eq. (22) respectively.

Jy= —dyent —Jea — chd (21)

Ji=Jyp +Jeq + Jeg, (22)

Based on Fig. 10b, the heat transfer in the liquid and the vapour
phase is derived in Eq. (23) and Eq. (24) respectively.
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QV = — ngm (hygnt + ernf) - hcd : (ch +chd) + Qwv - st - std - pdV
23)

Q =Jp(he +V2) +hea» (Jea +Jeq,) + Qui—Qs— Ql.s,i +pdV (24

A correlation for calculating the drag coefficient, Cp, in Eq. (14) is
proposed by Brauer [31], which is shown in Eq. (25).

24 3.72 4.83.107%\/Re
Cp=p 222 D9 VO (25)
Re  \/Re 1+ 3-10-5RevRe

The Re number of the LH; droplets when injected in the ullage of the
tank can be calculated by Eq. (26) [32]. Here, D;; is the diameter of the
capillary tip, which is assumed to be D;; = 0.8Dq.

A schematic of the LH; being injected into the ullage is displayed in
Fig. 11

PaDtiva
Ha

Red = (26)

By combining Eq. (14), Eq. (25), and Eq. (26), and applying the root-
solver fsolve in Python, the drag coefficient can be determined. A drag
coefficient of 0.47, which corresponds to a three-dimensional sphere in
laminar flow at approximately Re ~ 10° [33], is used as an initial guess
for the solver. Under typical operating conditions of 21 K, the resulting
drag coefficient, Reynolds number, and terminal velocity are plotted as
functions of droplet diameter in Fig. 12. It is observed that for droplet
diameters smaller than 0.1 mm, the solver exhibits poor convergence
behaviour.

Although these results offer valuable insights into the aerodynamic
behaviour of droplets as a function of their diameter, it is equally
important to consider the thermodynamic and operational implications
of droplet sizing in the context of top spray filling. Smaller droplets have
a larger specific surface area, which enhances the efficiency of vapour
condensation and cooling during the fill process. However, reducing the
droplet diameter also increases the flow resistance in the spray nozzle,
requiring a higher pressure drop to maintain the same top fill rate [28].
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Fig. 12. Droplet properties versus diameter.
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To balance these effects, a droplet diameter range of 0.4-8 mm is
selected. Below 0.4 mm, the drag coefficient increases sharply, leading
to significantly higher flow resistance; above 8 mm, the effectiveness of
spray dispersion decreases. Therefore, this range is adopted as input for
the sensitivity analysis described in Section 4.1.

3.2.6. Transfer line

As mentioned in Section 2.1, the effects of flashing, thermal mass,
and imperfect insulation of the transfer line are not taken into account in
the tank model. Therefore, the temperature of LH; at the end of the
transfer line entering the receiving tank is equal to the temperature of
LH; in the supply tank. However, as a simplified methodology to ac-
count for the decrease in pressure in the transfer line, it is assumed that
the temperature at the end of the transfer line is equal to the LH;, tem-
perature in the receiving tank. Therefore, the fluid temperature on the
transfer line is the average LH; in the supply and receiving tank, as
shown in Eq. (27).

The properties of the fluid in the transfer line are assumed to be
saturated at this LH, temperature. This assumption is considered valid,
since the inlet saturation pressure during NVF in Fig. 4a is from t = 200 s
significantly lower than the inlet pressure, implying that the liquid is
subcooled and no two-phase flow is present in the transfer line. How-
ever, between the start of the NVF process at t = 179 s and t = 200 s,
some two-phase flow might be present in the transfer line, which could
cause discrepancies between the model and the experimental results.

o TlRT + Tlsr
o 2

The tank is modelled such that, when the final fill level is reached,
the supply valve closes and the leftover flow in the transfer line is
transferred using the (same) pressure difference between the supply and
receiving tank. However, in reality, the driving force due to the higher
supply pressure vanishes as the supply valve closes. As a result, a pres-
sure surge occurs in the pipe. Therefore, in reality, the supply valve
requires time to close, thus showing a similar flow rate behaviour in the
transfer line.

Therefore, this methodology is still implemented in the model. The
refuelling process is assumed to be completed when the transfer line
flow rate is less than 1.1073 &,

In addition, since no pump is specified to transfer the liquid from the
supply tank to the receiving tank, it is assumed that the transfer is fed
pressure, where the pressurised gas is GH. As mentioned in Section A.6,
Petitpas’ [20] tank model is simulating the pressure drop using a pres-
sure feed system. Therefore, no modifications are required for modelling
the feed system.

Next, the so-called transmission line delay constant is a model
parameter used to model the transfer line state derivative. Although
Petitpas’ [20] tank model assumed a value of 10, it is of interest to find
this constant based on the experimental results.

T, (27)

3.2.7. Specific heat and specific heat ratio

In Petitpas’ [20] tank model, the specific heats and the specific heat
ratio are considered constant. This is, however, modified using
REFPROP so that those are determined by real equations of state.

3.2.8. Wall area

As said, a distinction is made in the temperature of the receiving wall
that is in contact with the liquid and the vapour. Therefore, it is
necessary to compute the corresponding wall areas. The area of the tank
wall in contact with the liquid is calculated using Eq. (28) [34].

Swall,liquid =27Rh (28)

Knowing that the surface area of a sphere Syp. = 47R?, the area of
the tank wall in contact with the ullage is calculated as Syauyapour =

Sq)here — Owall liquid+

11
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The average tank temperature is calculated using Eq. (29).

Swall.vupour Twall.vapaur + Swall.liquid Twall.liquid

Twall,average = (29)

Sxphere

3.2.9. Heat ingress

In the original tank model by Petitpas [20], heat ingress from the
environment was treated as a fixed input, both for the liquid and the
vapour in the supply tank and for the tank wall of the receiving tank. In
this work, the transfer of environmental heat to the receiving tank wall is
instead calculated explicitly, based on the conditions described in the
experimental setup by Hartwig et al. [22].

The tank in the experiment was suspended within a vacuum chamber
to minimise heat ingress into the tank. The vacuum chamber could
achieve continuous vacuum levels up to 6.7-10~3 Pa, which is consid-
ered a medium-high vacuum. As a result, heat ingress by means of
conduction and convection is assumed to be negligible.

What remains is heat transfer by radiation. As no form of insulation
to reduce radiation, such as MLI, is mentioned in Ref. [22] nor is visible
in Fig. 3, it is assumed that radiation is the dominant mode of heat entry
from the environment into the aluminium light weight tank. Heat
transfer from radiation can be calculated by Eq. (30).

Qrad = eo-s(Tg - T?) (30

The emissivity for some material at cryogenic temperatures is ob-
tained from Ref. [35]. The aluminium tank is assumed to be mechani-
cally polished. In addition, the ambient temperature (T5) is assumed to
be 15 °C (or 288 K), while the tank wall temperature (T;) was around 20
K. Therefore, it is assumed that the emissivity is equal to the emissivity
of 290 K — 77 K plus the emissivity of 77 K — 4.2 K, so the emissivity is e
=0.10 + 0.06 = 0.16.

As mentioned in Section A.17, the tank wall is considered to be
divided into two parts; one in contact with the liquid phase and one in
contact with the vapour phase. Therefore, dev is depending on the area
and temperature of the tank wall in contact with the vapour, Sy, and T,
respectively. The same holds for the liquid phase. The heat ingress into
the supply tank is assumed 100 W, which would result in a heat flux of
q =55 3.

3.2.10. Loss coefficient

The calculations for the steady flow through the transfer line are
already presented in Section A.6, but are displayed here once more for
clarity. Again, as shown in Eq. (31), the mass flow rate is dependent on
energy losses during steady flow in the transfer line, indicated as a,.

Jiry = Aegr\/ ADtor

The energy losses are calculated by Eq. (32) and can be divided into
two categories as shown in Eq. (32), namely the major and minor energy
losses.

(3D

1

Qeff = (av’ 24 a;i;e)z (32)

The major losses are due to friction in the pipe, indicated by ey, and
are calculated according to Eq. (33), where p¢ is calculated in Section
3.2.2.

Dyie\ >
o 2e(2)

Minor losses are due to a variety of reasons, such as pipe fittings and
bends, indicated by a, and are calculated using Eq. (34). ay is the so-
called loss coefficient, which is commonly called K. The loss coefti-
cient is a constant that is directly proportional to the pressure drop
across the component. As the K-factor increases, the resistance to flow
through the component also increases.

(33)
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Table 2
Additional input parameters.
Based on the experimental setup Parameter Value Unit
described by Hartwig et al. [22] Vst 5.678 m3
Vrr 1.39 m?
by 1.39:10°3 m
Rgr 1.372 m
m2 40.37 kg
Dy 2.54.102 m
D, 1.27-1072 m
St 2211072\ m?
(5% -
Assumed Ly 20 cm
€ 1 um
Tamb 15 °C
Pamb 1 ATM
g 9.81 m
s2
2p
oy =Sy | (34)
(1%
Here Sy is calculated in Eq. (35).
D, \?2
S, =27 <%) (35)

In the experimental set-up, some pipe fittings and valve can be observed.
However, it is unclear what exact pipe fittings are present in the system,
which makes it difficult to compute the total loss coefficient. Petitpas
[20] considered a loss coefficient of K = 4 in the model for a transfer line
diameter of 2 inch or 50.8 mm, which is 338M0 — ] 7 times greater than
the diameter considered of 30 mm. However, most of the fittings and
valves showed a negative logarithmic trend between the diameter of the
component and the corresponding loss coefficient. As a conservative
approach, a linear increase is considered, which results in a loss

Table 3
Relevant parameters and values for the sensitivity analysis of the model modi-
fication and validation.

Parameter Symbol Unit Value
Loss coefficient K (=) 9

10

11

12

13
Droplet diameter Dy mm 0.4

1

2

4

6

8
Tip capillary-to-droplet diameter ratio Dy (=) 0.8

Dy

0.4
Transfer line length Ly cm 20

200
Heat ingress by radiation Qrad % 50

100

150
Transfer line roughness €r pum 1

10
Transmission line T (=) 3
delay constant 5

7
Vent-opening pressure PRT by 1—0 bar 1.1

2

2.5

3

3.18

12
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coefficient of K = 6.8. However, because of the logarithmic trend, the
loss coefficient obtained from the experiment is predicted to be higher.

3.3. Additional model input parameters

As noted in Section 2.2, Test 4 from the experiment by Hartwig et al.
[22] is identified as the most reliable implementation of the rapid vented
chill-and-fill method. The initial, boundary and final conditions for this
test, used as input for the numerical simulation, are listed in Table 1.
These values are taken directly from the experimental test matrix and
correspond to the beginning and end of the no-vent fill (NVF) phase. As
discussed in Section 2.2.1, it is observed that the maximum pressure in
the RT is 3.345 bar, which decreases afterwards to 3.18 bar, after which
some oscillating behaviour is noticed. Based on this, the venting valve is
modelled such that it opened after the RT pressure increases above
3.345 bar and closes again when the pressure decreases to 3.18 bar.
However, this is not in line with the information provided in the
experiment, which described that the vent valve closed when pressure
was reduced below 1.1 bar [22]. Some of the required model input
parameters are directly available from the experimental data of Test 4,
while others are not explicitly reported. For the latter, reasonable as-
sumptions have been made. An overview of all additional input pa-
rameters used in the numerical model is provided in Table 2.

3.4. Simulation of the refuelling process for the experimental setup

Using the results from the sensitivity analysis, the Petitpas’ [20]
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(a) Fill level in receiving tank

K=9
K=10
K=11
K=12
K=13
Experiment

0.1
0.01
180 200 220 240 260 280 300 320 340
t(s)
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(c) Pressure in receiving tank

Fig. 13. Loss coefficient.
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Fig. 14. Vent-closing pressure in receiving tank.

model is validated against the experimental data by Hartwig et al. [22],
and the experimental data at the end of the NVF is compared with the
model data. A complete list of model inputs used for the model modi-
fication and validation is provided in Table 6.

The simulations are performed using Spyder IDE 5.1.5 using conda
Python 3.9.7 and REFPROP DLL version 10.0, on a laptop PC running on
64-bit Windows 10 Enterprise (2023), with an 12th Gen Intel(R) Core
(TM) i5-1245U @1.60 GHz and a 16.0 GB DDR4 RAM.

4. Results

The results of the modification and validation of the model are
provided in this section. First, the results of the sensitivity analysis are
displayed in Section 4.1. Second, the results of simulating the experi-
mental setup using Petitpas’ [20] modified tank model are shown in
Section 4.2.

4.1. Sensitivity analysis

A sensitivity analysis is performed to identify the model parameters
that best align with the experimental results of Test 4 by Hartwig et al.
[22]. The parameters considered and the values for which the sensitivity
is examined are listed in Table 3. The sensitivity of those values on the
transfer line mass flow rate, receiver tank pressure and fill level is
analysed, as those are displayed in Fig. 4 during the NVF process and are
also output parameters of Petitpas’ [20] modified tank model. The re-
sults are summarised in this section. The label ‘Experiment’ in the

13
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Fig. 15. Droplet diameter.

figures refers to the experimental data from Test 4 reported by Hartwig
et al. [22], against which the numerical results are compared.

4.1.1. Loss coefficient

In Fig. 13, one could observe that the loss coefficient significantly
affects the transfer line mass flow rate, for which a lower loss coefficient
resulted in a higher mass flow rate in the initial state of the NVF. In
addition, the pressure in the RT is affected by modifying the loss coef-
ficient, which is expected as the transfer line mass flow rate and RT
pressure are related by the pressure drop. However, the fill fraction is
not noticeably influenced. A loss coefficient of 11 is considered to match
best the experimental data, which is significantly higher than the pre-
dicted value of 6.8 in Section 3.2.10. However, it is already argued that a
higher loss coefficient is expected due to the logarithmic trend.

4.1.2. Vent-closing pressure in receiving tank

The vent-closing pressure in the RT showed to have a very significant
impact on both the transfer line mass flow rate and the pressure in the
RT, and to a lesser extent also on the fill fraction, as shown in Fig. 14.
Although a vent-closing pressure of 3.18 bar matched best with the
experimental data for the RT pressure, this value implied significant
discrepancies with the experimental results for the transfer line flow
rate. When considering the mass flow rate, a vent-closing pressure of 3
bar resulted in the best match to the experimental data. In addition, a
vent-closing pressure of 1.1 bar, as mentioned in the experimental setup
[22], resulted in even greater discrepancies for both the transfer line
flow rate and the pressure in the RT. However, it is considered that a
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Fig. 16. Percentage of heat ingress by radiation.

vent-closing pressure of 3 bar showed the best overall results with the
experimental data.

4.1.3. Droplet diameter

As shown in Fig. 15, significant discrepancies can be observed with
the experimental data for the mass flow rate of the transfer line and the
RT pressure. The largest discrepancies are observed for a droplet
diameter of <4 mm. The results for a droplet diameter of 6 mm and 8
mm are quite similar, but those of 6 mm are found to provide slightly
better results with respect to the experimental data.

4.1.4. Heat ingress by radiation

Modifying the assumed heat ingress by radiation by +50 % showed
some variation in the results for the pressure in the RT and the transfer
line mass flow rate towards to end of the process, as displayed in Fig. 16.
The assumed heat ingress is however providing the best matching results
and so it is considered that no modifications are required.

4.1.5. Transfer line delay constant

The delay constant of the transfer line was shown to influence the
mass flow rate in the transfer line and the pressure in the RT, mostly
towards the end of the process, as seen in Fig. 17. It is observed that a
value of 5 provided the best results compared to the experimental re-
sults, which is 50 % lower than the value of 10 considered in Petitpas’
[20] tank model.
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Table 4
Sensitivity analysis results for selected parameters.
Parameter Symbol Unit Value
Loss coefficient K (=) 11
Droplet diameter Dy mm 6
Tip capillary-to-droplet diameter ratio D (=) 0.8
Dq

Transfer line length Ly cm 20
Heat ingress by radiation Qrad % 100
Transfer line roughness € um 1
Transmission line delay constant T (-) 5
Vent-opening pressure PRT hyon 1—0 bar 3

4.1.6. Other parameters

The sensitivity analyses for the remaining parameters, including the
tip capillary-to-droplet diameter ratio, the transfer line length, and the
transfer line roughness, did not result in significant differences in the
simulation outcomes; therefore, no figures are presented for these cases.
As a result, the default assumptions of a tip capillary-to-droplet diameter
ratio of 0.8, a transfer line length of 20 cm, and a surface roughness of 1
pm are considered appropriate.

4.1.7. Summary of sensitivity analysis results

A summary of the results of the sensitivity analysis is presented in
Table 4, and the corresponding parameter values will be used to simu-
late the refuelling process for the experimental setup in Section 4.2.
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Table 5
Comparison between experimental and numerical data at the end of the NVF process.
t(s) Prr Trry Mgry Trr1 mgr) < \4 ) Tw RT,avg
vtotal RT
(bar) ) (kg) X) (kg) (%) )
Experimental results [22] 338 1.4569 21.48 0.12 21.84 87.75 91 24.6
Model results 372 3.1203 25.84 0.44 21.51 87.63 91 227
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Fig. 18. Results of model modification and validation.

4.2. Simulating the refuelling process for the experimental set-up

The computational time is 12 min and 33 s using the hardware as
specified in Section 3.4. A comparison between the experimental data
from Test 4 by Hartwig et al. [22] and the numerical results of the tank
model at the end of the no-vent filling (NVF) process is presented in
Table 5. Large discrepancies can be observed between the results of the
experiment and the model. Those discrepancies are expected to
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originate from the opening of the venting valve in the RT that are not
expected for a non-vent fill, as explained in Section 2.2.1. The graphs
showing the transient behaviour in the refuelling system are shown in
Fig. 18.

First, the final refuelling time is 34 s longer for the model. As
mentioned in Section 3.2.6, it is assumed that the refuelling process is

completed when the mass flow rate of the transfer line is less than 1-

1073 1% to account for the time it takes to close the valve of the supply
tank. In the model, the supply tank valve closes at t = 348 s and so 24 s
are modelled to be required to close the supply tank valve. Therefore, in
reality, the time required to close the valve is considered much shorter.
However, even considering that the valve supply tank valve would close
immediately, a discrepancy in fuelling time of 10 s is observed, implying
a percentage difference of 6.1 %.

When comparing the results of the experiment and the model, it is
found that the temperature and mass of the liquid have a 1.52 % and
0.14 % percentage difference, which are considered reasonably low.

However, comparing the vapour pressure, temperature and mass,
larger percentage errors are observed, namely 72.3 %, 18.4 % and 114.3
% respectively. The pressure, vapour temperature, and vapour mass in
the model at the end of the NVF are namely found to be significantly
higher than in the experiment. However, the transient behaviour be-
tween the model and the experiment is considered rather similar until t
= 307 s, as shown in Fig. 18c.

A vent-closing pressure of 3 bar is considered to show the best match
with experimental data, however, this vent-closing pressure would not
allow the pressure in the RT to be 1.4569 bar at the end of the experi-
ment. Since temperature and pressure are dependent variables, a
reduction in pressure also results in a reduction in vapour temperature.
As the experimental data between t = 320 s and the end of the experi-
ment are not provided, it is difficult to explain the behaviour of the RT
vent valve during this time interval and therefore why the pressure (and
therefore the temperature of the vapour) is so significantly reduced
during this time interval. In addition, reducing the RT pressure would
imply more venting and, therefore, a lower vapour mass in the tank.

In addition, the model considers the vapour temperature in the top
node of the tank. The experiment determines the vapour temperature
using a sensor at 91.5 % of the tank level [22], which is not at the top of
the tank. As the highest GH, temperatures are obtained at the top of the
tank, some temperature differences are expected to originate from this
offset in sensor location.

Next, a percentage error of 8.0 % is observed between the mass
averaged RT wall temperature when comparing the model and the
experiment. As shown in Eq. 3.2.8, the averaged RT wall temperature is
calculated using the area of the tank wall in contact with the vapour and
liquid and their corresponding wall temperatures. However, the exper-
iment by Hartwig et al. [22] also takes into account the mass and tem-
perature of the lid. Although the thickness of the lid is unknown, it is
considered that the lid makes a significant contribution to the total mass.
As the lid is in contact with the top part of the tank and therefore with
the GH; with the highest temperature, it is assumed that the combina-
tion of significant mass and high temperature causes the lid to increase
the RT wall temperature averaged by mass in the experiment compared
to the model.

Finally, as shown in Fig. 18d, the venting frequency of the model is
significantly higher than in the experiment. This is expected to originate
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from two major aspects, which both involve the vaporiser. pressure had the most significant impacts on the model’s output. A lower
The first aspect is the vaporiser valve flow coefficient, which de- loss coefficient resulted in higher mass flow rates and affected the
termines the flow into the vaporiser; a higher valve flow coefficient receiver tank pressure due to the pressure drop relationship. A vent-
results in a higher mass flow rate entering the vaporiser. As a result, the closing pressure of 3 bar is found to be the best overall match of the
pressure in the supply tank is increased faster, and so a higher venting experimental data, although it resulted in some discrepancies with the
frequency is observed. Based on the results, reducing the valve flow flow rate of the transfer line.
coefficient of the vaporiser would result in a better venting behaviour in Other parameters, such as droplet diameter, transfer line delay
the supply tank according to the experiment. constant, and heat ingress by radiation, had notable effects, but varied in
The second aspect is the initial condition of the vaporiser. An attempt significance. Specifically, the change in droplet diameter affected the
is made to give some non-zero initial conditions to the vaporiser, but as mass flow rate of the transfer line and the pressure of the receiver tank,
the focus of the model modification and validation is rather on the with a diameter of 6 mm providing the closest match to the experimental
receiving tank than on the supply tank, those input parameters are not in data. However, it could be argued that the diameter of the droplets
detail optimised. obtained is relatively large, since the literature typically reports LHy
droplet sizes on the order of magnitude of 0.15 mm [36,37]. The delay
5. Discussion and conclusions constant of the transfer line influenced the mass flow rate and the
pressure of the receiver tank towards the end of the process, with a value
Recently, Mangold et al. [10] analysed the LHj; refuelling system and of 5 being the most accurate. In contrast, parameters such as the length
concluded that the procedure did not negatively impact aircraft and roughness of the transfer line had a minimal impact on the results.
turn-around times. They established a refuelling rate of 20 1% based on Although some discrepancies are observed towards the end of the
the assumption that energy flow rates should match those of refuelling process, the model’s transient behaviour is consistent with the
kerosene-powered aircraft, thereby ensuring similar turnaround times. experimental data for the majority of the process. These discrepancies
However, this assumption contradicted the findings of Clean Hydrogen may be attributed to factors not fully captured by the model or un-
Joint Undertaking, who reported that LH, refuelling times are 1-3 times certainties in the experimental setup.
longer than those for kerosene, depending on the range of the aircraft. In conclusion, the modified tank model has shown its effectiveness in
The primary focus of this study is to simulate the LH, refuelling simulating the LH, refuelling process. Sensitivity analysis provided
process through detailed numerical modelling to gain insight into the valuable insight into the impact of various parameters, leading to
thermal phenomena involved. Petitpas’ [20] tank model served as the improved model accuracy. Despite some remaining discrepancies, the
foundation for these simulations; however, it had not previously been model effectively captures the essential dynamics of the LH; refuelling
validated against experimental data. With the recent availability of Przﬁesza&d serves as a useful tool for further analysis and optimisation
in the field.

experimental results from Hartwig et al. [22], it is possible to directly
compare simulation outcomes with appropriate experimental test data.

Petitpas’ [20] original tank model cannot accurately reproduce the CRediT authorship contribution statement
refuelling behaviour observed in the experiments without significant
modification. Most importantly, the inclusion of a droplet spray model L. ten Damme: Writing — original draft, Validation, Formal analysis.
proved essential to realistically capture the top-fill injection method M. van Put: Writing - review & editing, Supervision, Resources, Project
used in the experimental setup. administration. A. Gangoli Rao: Writing — review & editing, Validation,
Without this addition, the simulation results deviated substantially Supervision, Investigation, Conceptualization, Visualization, Writing —
from the experiment. Moreover, several model parameters had been original draft.
assumed without clear justification. To address this, a sensitivity anal-
ysis is performed to assess the impact of these assumptions on key out- Declaration of competing interest
puts such as tank pressure, fill level, and mass flow rate. Further
improvements included replacing the original heat transfer correlations The authors declare that they have no known competing financial
with more appropriate formulations from the established literature. The interests or personal relationships that could have appeared to influence
sensitivity analysis highlighted that the loss coefficient and vent-closing the work reported in this paper.
Appendix

A. Detailed Explanation of Petitpas’ Model

Each block of the model flow chart, as shown in Fig. 2, is discussed in detail in this appendix. The purpose of this appendix is to provide a
comprehensive and transparent explanation of the methodology used, as well as to offer a detailed scientific foundation for each part of the tank model
developed by Petitpas [20]. Although the implementation by Petitpas [20] resulted in a functional numerical model, it often lacked explicit references
to the underlying scientific principles. Therefore, this appendix aims to clarify the model structure and to explain the rationale behind the equations
used, by linking them to established physical laws and published scientific formulas. This helps ensure the model can be properly understood, tested,
and improved in future work.

A.1. The ODE Solver

The system of ODEs was considered stiff, implying that certain numerical methods involved are numerically unstable, and so small steps must be
taken to obtain satisfactory results. The considered solver was MATLAB’s odel5s solver, for which the detailed working principle is outside the scope
of this study, but an in-depth analysis can be found in Ref. [38].

The initial value problem that must be solved was derived from Ref. [39] and is shown in Eq. (36).
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dx
E :f(tvx)

t = [to, tinal]

X(t()) = Xp

(36)

The goal is to obtain x for ty < t < tfpq by solving the initial value problem.

As mentioned earlier, the green block in Fig. 2 indicates that when the vent valve of the ET changes state (open < closed), the ODE solver stops.
This is required as the state of the ET vent valve influences the mass and energy balance in the ET. The odel5s incorporates a function to detect when
certain events occur during the solution of an ODE and then stops the solution. Considering that the ET vent valve changes state at (t+1), the ODE
solver stops at t and x is obtained for [to,t]. However, as one wants to solve x for [to, tfnq], X must yet be solved for (¢ tgnq]. Therefore, the ODE solver is
again executed with a changed ET vent state, however now the initial condition is taken at t, such that xo = x(¢). This process is repeated until x is
obtained for [to, tfinail-

A.2. Computation of xg
The blue block is used to obtain the initial state variables. The components of the initial state variables are displayed in Eq. (37).

Xo = [szTD s Wigr s Myg s Wygr s Togr s Jirg , Mhyap, 37)
Jvoity s Mgy, » Wiy s Mgy s Wy s Ty 5 Twno]

The input variables are shown in Fig. 19. For some parameters, such as the critical pressure and temperature of parahydrogen, the values were
provided because these were considered generic. In addition, equations are provided to show how some initial parameters are dependent on others.
The starting time of the integration interval was set to Os, and the final time was set to tanar.

Constant parameters Tank geometry parameters LH2 parameters
ET =
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Fig. 19. Input variables

A.3. State Derivatives

The yellow blocks are used to obtain the state derivatives. This part of the model is most extensive and complex, which makes it rather difficult to
discuss in a concise manner. Each yellow block as shown in Fig. 2 is discussed in this section, for which some blocks cover only a few lines of code and
are rather straightforward, while others cover much larger parts of code. As the dynamic behaviour in the ET was of the most interest and because of
the similarity between the ET and ST, most of the equations were only derived for the ET.

A.4. Initialisation of calculations
Next, the initial calculations for ET are performed in Fig. 20. In the following, it is discussed what happens in every step in the ET.

1. First, the initial state variables are obtained simply by considering that x = xq.
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2. The bulk liquid density is calculated as a function of its internal energy in the bottom node, which was provided in REFPROP based on the work of
Younglove (1982) [40]. Now, the tanks and ullage volumes can be calculated as well as the density of the vapour.

3. The vapour temperature and quality are calculated by REFPROP on the basis of the vapour density and internal energy in the top nodes. As
REFPROP cannot handle two-phase flow, if 0 < Q < 1, then REFPROP calculates the vapour pressure based on the saturated vapour temperature.
The amount of liquid in the two-phase flow is calculated and added to the bulk liquid volume. To do so, the density of a saturated liquid at the
temperature of the vapour was computed using a correlation. When Q > 1 the vapour pressure is again calculated by REFPROP based on the vapour
density and the internal energy at the top node of the tank. For the ET, the height of the bulk liquid is now calculated. Finally, the pressure of the
bulk liquid is computed so that the total pressure can be determined.

4. The liquid is assumed to be in its saturated state. The temperature in each node of the liquid is calculated using a correlation, as there is no direct
relation for the saturated liquid temperature as a function of internal energy in REFPROP. The temperature in the vapour nodes is determined by
REFPROP based on the pressure and the internal energy in each node, with the exception of the top, as this one was already calculated, where the
internal energy was divided by a factor of 1.5. However, this was considered a mistake and was therefore not used.

5. The interface area between the liquid and the vapour for the ET is simply the cross-sectional area.

Initial calculations (ET)

Pigr = f (Wigr (Nigr)) 1
mlE‘TO
o =
- Pipr

VullageET = WotET - ‘/ZET
mvET

Pvpr =
Vullage BT
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Fig. 20. Initial calculations (ET)

A.5. Surface Temperature (ET)

Now, the state derivatives for the saturated film temperature in the ET is computed, as well as the state derivative for the mass flow rate through the
transfer line. The equations are displayed in Fig. 21. The temperatures of the saturated film of ET is computed by equation (8) of [18], followed by
computing the corresponding state derivatives.

Surface temperature (ET)
i

Py »
TsETo =T.- <p—ET>
c

dT: (TSETO - TSET)

SET __

a Aty

Fig. 21. Surface temperature (ET)

A.6. Transfer Line
1. For slow fill, the transfer line chill down valve is open and the transfer line fill valve is closed, resulting in a A, = 0.5, while for (reduced) fast fill,

both valves are open, resulting in A, = 1. Then, the state of the vaporiser valve was calculated as a function of the vapour pressure in the ST and the
set pressure in the ST to meet the fill requirements, as shown in Equation (A11) of [18]. Also, the vent valve in ST might open if the vapour pressure
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in the ST becomes too high, and so is a function of the vapour pressure in the ST and the set pressure in the ST, as indicated in equation (A12) of
[18]. The temperature in the transfer line was considered to be equal to the temperature in the bottom node of the ST. The corresponding density
was calculated using REFPROP at this temperature for a quality of zero.

2. The steady mass flow rate in the transfer line was calculated using equation (40) of [18]. The pressure drop between ST and ET is based on a gas
pressure input system where the pressurised gas is GHy. The mass flow rate through the transfer line is influenced by the friction in the line, which
is composed of the friction in the pipe and valve, as shown in equation (41) of [18]. The friction in the pipe is calculated according to equation (35)
of [18]. The friction in the valve is calculated according to equation (34) of [18].

3. Finally, the state derivative for the mass flow rate was based on equation (44) of [18].

Transfer line
A = 0.5/1 1
Avap = f(Dogps Prittgy)
)\ventST = f(pv5T7pfillsT)
Ty = Tigy (NlST)

pir = REFPROP (Tyy, Qi = 0)

Jirg = Qeffy/ Ptotsp — Ptotpr 2

1
o) 2 \2
Qeff = (av + apipe)

D ipe 2
Qpipe =27r< gp )

1.3
Hf=—""3%
ln( R")z
€Etr
2ptr
ay = )\tr‘s)\tr o
a/\tr
D, \*
S/\tr . 2W<Tt>
thr o Jtm - Jtr 3
dt Ttr

Fig. 22. Transfer line

A.7. Vaporiser (ST)
Then, the state derivative for the vaporised mass and the boiling mass flow rates in the ST are calculated in Fig. 23, as shown in the following steps.

1. The mass flow rate through the vaporiser valve was derived in equation (22) of [18].
2. The state derivative for the vaporised mass is calculated in accordance with Equation (21) of [18].
3. In addition, the state derivative for the boiling mass flow rate is computed according to equation (21) of [18].

Vaporiser (ST)

1
Jvap = cvapAvap\/zplsqw (ptotST - patm)
Myap <0 2
Jboity = 0 JTvoit = maz(0, Jpoi)
dm
— 2 - mam(O, Jvap - Jboil)
dt
Myap > 0
Jboilo = Jvap
dm
d:ap = Jvap - Jboil
Jooit  Jboity — Jboil 3
dt Tvap

Fig. 23. Vaporiser in ST
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A.8. Vent Flow (ET)
Here, the mass flow rate for the ET vent line is calculated in Fig. 24 by considering whether the flow is choked or not [41]. It must be noted that this
equation is based on flows through holes and not pipes.

Vent flow (ET)
JventET = AventETf (SventETa’Ya vaTvvaTypatm)

Fig. 24. Vent flow (ET)

A.9. Heat Transfer between the Saturated Film and Vapour and Liquid Phases (ET)
The heat transfer between the saturated film and the vapour and liquid phases is now calculated for ET in Fig. 27. The step-by-step approach is
given below.

1. First, the quality of the flow is calculated by REFPROP based on the vapour density and the internal energy in the top node. If 0 < Qgr < 1, then PRy,
Ky Jlys Cyy, Cpy and f, are computed by REFPROP based on the vapour temperature in the top node and a quality of 1. If Qgr > 1, then PRy, ky, fiy, Cyy,
cpy and p, are computed by REFPROP based on the vapour pressure and the internal energy in the top node. PRy, «j, pi1, ¢y, ¢y and f; are computed by
REFPROP based on the liquid temperature in the bottom node and a quality of 0.

2. The grid size for the vapour phase for the ET was set to 3 and 4 respectively. The relation between the discretised length scales and the number of
nodes is displayed in Fig. 26. For the ET, Ly, is the diffusion length within the vapour, which determines length scale for the midpoint between the

first and second grid. The diffusion length Ly = /Dt and the thermal diffusion length D = p%p

Then, the distance between the saturated film and every other vapour node is computed, for which N;, is the top vapour node.

3. The grid size for the liquid phase for the ET was set to 3. Again, the relation between the discretised length scales and the number of nodes is
displayed in Fig. 26. For the ET, Ly, is the diffusion length within the liquid, which determines length scale for the midpoint between the first

and second grid. The diffusion length Ly = /Dt and the thermal diffusion length D = ﬁ Then, the distance between the saturated film and every
other liquid node is computed, for which Nj is the bottom liquid node.

4. By considering that Q.ong = Qcony = AAAT = <487 the heat transfer coefficient due to conduction between the saturated film and the vapour,/liquid

can be determined as a = &, where Ax is the diffusion length which was determined to be L(H ) . The convective heat transfer coefficient for the
2

1
liquid and vapour is based on Nu = 0.156(Ra)3. The Rayleigh number is calculated according to equation (A4) of [18].

5. For the ET, the net heat transfer between the vapour/liquid to the saturated film due to conduction is calculated by Q.ong = Qgen + %. Qgen =
CcondSty—interface AT — %, where AT is the temperature difference between the first vapour node L(Hj) and the saturated film. ‘% is the change in

internal energy. For the net heat transfer between the vapour and the saturated film %’f =L,(Hp)cy, /)vdd—Tt‘. For the net heat transfer between the liquid
and the saturated film,

% =1 (Ho)cp,/)l‘%‘. As one can observe, the current unit of ‘é—f is m—“ﬁ This is considered a

mistake in the work of Petitpas, as it is evaluated that the interface area S;,—interface must be included.

Again, for the ET, the heat transfer from the vapour to the saturated film due to convection is calculated according to equation (4) from Ref. [18],
where H is the Heaviside step function. The heat transfer from the saturated film to the liquid due to convection is calculated according to equation (5)
from Ref. [18], where again H is the Heaviside step function. The final heat transfer between the saturated film and both the vapour and liquid is
calculated by equation (6) of [18], which is graphically displayed in Fig. 25. For example, if Ts > Tj, Qicony = O (due to the Heaviside function), and the
only possible mode of heat transfer in the liquid phase is conduction, as displayed in Fig. 25a and b.

X X X X
Vapor 4 4 Vapor A Vapor Vapor 4
P Ty T’V P Tl' g ; Ty
Conduction Convection Convection Conduction
Ts Ts Ts Ts
I T 1 . o
Convection/ Convection/
Conduction Conduction Conduction Conduction
I Liquid T Liquid Liquid i Liquid I
aTl,>T¢>T, b)T,>T,>T, T, >T¢>T, d)T,>T,>Tg

Fig. 25. Possible modes of heat transfer between the saturated film and the liquid and vapour phases [18]
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Top
Lv (HNl‘fl)a TU(N’U)
L, (27 ) R —1 (1), T+(2)
jﬁ‘S 4 e L’U(HO)aTv(]-)
Li(H )| i L,(Hy),Ty(1)
B L;(Hy),Ti(2)
Bottom Li(Hpy,-1), Ti(N:)

Fig. 26. Schematic of the discretised length scales in the liquid and vapour phase with respect to the tank
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Heat transfer between saturated film and vapour and liquid phases (ET)
Qpr = REFPROP (vaT’u'UET(NUET)) 1
0<Qpr<1
Pry,. = REFPROP (T,;,(Ny,,),Qer =1) ¢, = REFPROP (B Q 1
Kogr = REFPROP (Typ(Nop ), Qer = 1) Cpypy. = REFPROP (T (Nuyy ), Qr = 1)
Pogr = REFPROP (T,,,(Nyy,), Qer = 1) Bvgr = REFPROP (T4 (Nygr), Qer = 1)

Qer > 1
Pryg, = REFPROP (vaT7uUET(NvET)) Coypr = REFPROP (vaT’quT(NvET))
Rygr = REFPROP (vaTaquT(NvET)) Cpvpr = REFPROP (vaT7quT(NvET))
pogr = REFPROP (p'UET’u’UET(NUET)) Bvgr = REFPROP (vaT’quT(NvET))
Pri,, = REFPROP (TZET(NlET)7 Qer=0) T REFPROP (T, (Nig,), Qer = 0)
Kigy = REFPROP (T13; (Niyp ), Qer = 0) Cpipp = REFPROP (Ti;(Niyy), Qer = 0)
Higr = REFPROP (TIET(NIET),QET = 0) ﬂlE‘T = REFPROP (TIET(NZET)aQET . 0)
L - M Ly (H%) = Lo inzr :
UminET ~—
Cpypr Pver —
L (H ) LvmmET LUET (Her%) = LUET (Hi*%)e S A {1’2’ . "NUET - 1}
opp (Ho) = —————
- e(z\/;”—ET> Loy, (H;) = \/LUET (Hiy) Loer (Hivy) 6 € {1,200, Nogy — 1}
5 B mETtmin,ET Ly (H%) = 3
minET ~
Cpiyp Pler =
. Lig (HH%) = Ly, (Hl,l)e Pisri e {1,2,..., Niyy — 1}
LlET (HO) — min ET
1+ 6(2,/NWZET> Ly, (H;) = \/LlET (Hz—%) “Ligy (HH%)i €{1,2,..., N — 1}
K K
UsETczmd = h lsETcond = . 4
Loer (M) Ligr (13)
Kogr NUospr,,,, Kigr Nispr,,,,
astTwm; = L hlsETcom) = L
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Ny, = 0.156(Raysp) ¥

NuUSETwm; e 0.156(RastT)
_ nglET (|T1ET - TSET (NlET)|)L3PTlET

— gIBUET (TSET - TUET (NUET))L3P7'UET

R vs Ra s
Qyspr VgET lsgr VIZET
1 1
_ Kugp 0-156(RastT) S _ Kigp - 0156(Ra15ET) 3
astTctmv - L alSETcom) - L
dT B

SET

= astTcmdSl,U—interfaceET (TUET (HO) - TsET) - LvET (HO)CUUETPUETT
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Quspr,,, = Xvspr,,,, Sty—interfacepr (Tvpr (Ho) — Togr)H (Tspr — Togr (Nvgr))

: » Questim, } o
leETcnnd = sBT oy Sto-interface gy (Tigr (Ho) — Tspp) — Ligy (HU)CPIETplET%
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QUSET
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cond

Fig. 27. Heat transfer between saturated film and vapour and liquid phases (ET)

A.10. Heat Transfer between the Wall and Vapour and Liquid Phases (ET)
The heat transfer between the wall and the vapour and liquid phases in the ET is now evaluated, for which the formulas are shown in Fig. 28.

Detailed explanation is now given.
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1. First, the kinematic viscosity of the vapour is calculated. The Rayleigh number for the vapour is calculated by equation (A4) in Ref. [18], for which
the typical length is the height of the ullage. The coefficient of convective heat transfer for the vapour connected to the side of the tank is based on

1
Equation (A3) of [18], so that Nu = 0.68 + 0.503(Ra-¥)4, where V¥ is calculated using Equation A6) from Ref. [18].

2. The kinematic viscosity of the liquid is then calculated. Again, the Rayleigh number for the vapour is calculated by equation (A4) in Ref. [18], for
which the typical length is now the height of the liquid.

The convective heat transfer coefficient for the liquid is based on equation (A3) from Ref. [18], so that.

1

Nu = 0.68+ 0.503(Ra-¥)4, where V¥ is again calculated using equation (A6) from Ref. [18]. For the
bottom, the Rayleigh number for the vapour is once again calculated by equation (A4) in Ref. [18], for which the typical length is now the diameter
of the external tank. Then, the Nusselt number for the bottom is computed using an empirical relation from DeWitt et al. (1990) [42] for natural

1
convection of the upper surface of a cold plate Nu = 0.27(Ra)4, which is used to calculate the convective heat transfer along the bottom in the liquid.

3. The heat transfer between the wall and the liquid and the vapour is calculated according to equation (17) of [18]. For the vapour, both the area of
the wall subjected to the vapour and the top of the tank are considered by the same heat transfer coefficient. For the liquid, also the wall and the
bottom are considered, but a different heat transfer coefficient is used as calculated in the former step.

Heat transfer between the wall and vapour and liquid phases (ET)

Hvpr Higr 2

1% = 121 —

et Pvpr = Plgr

3

R _ gﬁ'UET (‘TWET - T’UET (NUET)‘)(HET - HlET)3PrUET Ra _ gﬂlET (‘TWET B TlET (NZET)l)HlETPTlET

Gvpre = 2 BTy — "12

ET
0.492 \ © 0.492 \ 16

\IIUETgide = |:1 + <PTUET) :| ‘IJIETgide = |2 + <PrlET> :|

B
N

Nty =068+ 0.503 (Ra,ETn_de : ‘I’IETM)

NulETside Kigr

Nty = 0.68 +0.503 (Ravmm : ‘I’UETW)

Nu K
VETgiq, “VET

o =—— App =
VETgide Hpr — Hy,, Elside H.,
3
Ra _ 9By (Twer — Tigr (Nigr))(2RET)" Prigy
LT ottom — 2
lgr

Bl

NulETbnttam =02 (RalETbﬂ“‘”" )

_ NulETthtom Figpr
QBT ppom 2Rpr
QvaT = (TwET — Togr (NUET)) *Qopr,, (27TRET (H - HlET) a5 SETbottom) 3

Quipr = (Twpr — Tigr (Nipr)) (alET,m“mSETbmm + Qg - 27TRETHIET)

Fig. 28. Heat transfer between the wall and vapour and liquid phases (ET)

A.11. Condensation Flow (ET)
The condensation flows in the ET are determined, for which the formulas are shown in Fig. 29 and an explanation is now provided.

1. The enthalpy of vaporisation is computed for ET as a function of the saturated film temperatures using a correlation.
2. The mass flow rate over the saturated film due to condensation in the ET is displayed in Fig. 29 and calculated according to equation (14) of [18].

Condensation flow (ET)
hvapET = f(TsET)

(stET e stET> 2

ch ET — h
vVapET

Fig. 29. Condensation flows in the ET

A.12. Mass Balances (ST) and (ET)
The mass balances are displayed in Fig. 31 and the corresponding equations are shown in Fig. 30 and are derived from Fig. 1. These are now

discussed step by step.
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1. The mass flow rates for the stationary tank are shown in Fig. 31a. The mass flow rate of the vapour is computed by considering the conservation of
mass in the vapour. The same principle holds for the liquid.

2. The mass flow rates for the external tank are shown in Figd. 31b. Again, the mass flow rate of the vapour is computed by considering the con-
servation of mass in the vapour. The same principle holds for the liquid.

3. The pressure-volume work rate is calculated as W = — PoyernaAV. The external pressure is the vapour pressure.

4. The velocities of the vapour leaving the vent lines are now calculated. It should be noted that S, is the cross-sectional area of the orifice area of the
corresponding vent valves.

5. The specific enthalpies in the ST are determined. For the transfer line at the exit of the ST, the specific enthalpy is obtained using REFPROP based
on the liquid temperature in the bottom node and a quality of zero. The condensation enthalpy is determined by REFPROP based on the film
saturation temperature and a quality of 1. Finally, the specific enthalpy at the exit of the ST vent line is calculated using REFPROP on the basis of
the vapour temperature in the top node and the vapour density.

6. The specific enthalpies in the ET are determined. The condensation enthalpy is determined by REFPROP based on the film saturation temperature
and a quality of 1. Finally, the specific enthalpy at the entrance of the ET vent line is calculated using REFPROP on the basis of the vapour
temperature in the top node and the vapour density.

7. The specific enthalpy of the at the interface between the vapour hydrogen and the boiling hydrogen after the vapourizer is determined by REFPROP
based on a considered boiling temperature and a quality of 1.

Mass balances (ST) and (ET)

JvST = Jboil - JventST - JCdST 1 JvET = Ttop—to—bottom * Jtr - JventET - JCdET 2
JIST = —Jy — Jvap - +J5dST JlET = (1 - Ttop—to—bottom) ' Jtr I JCdET
. Ji . Jq 3
pdVsr = —Pugy <i> pdVET = —Pupr < ET)
Plsr Plgr
Jvent ST JventET 4
Vventsr = o Vventpr = o
SventST vaT SventETvaT
hirsy = REFPROP (T (Nig,), Qs = 0) | 5 ey = REFPROP (Typ, Qur = 1) 6
heagy = REFPROP (Tyyy, Qsp = 1) hventyy = REFPROP (Ty,(Nuyy)s Pogy)
hvents; = REFPROP (TvST(NUST)’ pUST)
hyoit = REFPROP (Tyi1, Qs = 1) 7
Fig. 30. Mass balances (ST) and (ET)
Jz'(’/z/w~ J
? T'top—to—bottom * ']/r +1'171,1L‘1-
Pugy ¢ I
My Pupr
i ‘/ul/uz/(‘gv, Moer
T, - ‘/ul/am
T T, geET
~ ST ST d et Ty
Dl W
Mg, Pler
‘ i
Z'/\, Wi T/;
- Twer Vier
. A
Ji (1 Ttop—to—bottom ) * ']/r'
(a) Stationary tank (b) External tank

Fig. 31. Mass transfer
A.13. Heat Flows to Vapour and Liquid Phases in (ST)
The energy balance in the ST is shown in Fig. 34a and the corresponding equations are listed in Fig. 32.

1. The velocity in the transfer line is determined.
2. The heat transfer into the vapour is calculated using the conservation of energy in this phase.

The same principle is applied for the liquid phase.
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Heat flows to vapour and liquid phases in (ST)

T 1
i =
" Strptr

2

2
Voent ST

QUST = QevST - QUSST - pdVST - JventST <hvent5T + ) - JCdSTthST o Jboilhbail

2
. . . . v
QZST = QelST - QZSST +pdVST - ']tTST (htTST + %) =+ JCdSTthST - JvaphtTST

Fig. 32. Heat flows to vapour and liquid phases in (ST)

A.14. Heat Flows to Vapour and Liquid Phases in (ET)
The energy balance in the ET is shown in Fig. 34b and the corresponding equations are listed in Fig. 33. The heat transfer into the vapour is

determined by applying the conservation of energy, which is also done for the liquid phase to obtain the heat transfer into the liquid.

Heat flows to vapour and liquid phases in (ET)
2

N . N y v
QUET = QvaT - QUSET - pdVET + TtOP*tU*bOttU’mJtT (htTST + %
_chEThchT

2
vvent ET

- hvapET) - JventET hventET + T

2
: ; ; ; v,
QIET = QvaT - QZSET +PdVET = (1 - rtopftofbottom)*]tr (ht’!‘ST EE 7t> + JCdETthET

Fig. 33. Heat flows to vapour and liquid phases in (ET)
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(a) Stationary tank (b) External tank

Fig. 34. Energy transfer

A.15. Variation of Internal Energies
The heat conduction equation in the Cartesian coordinate system is displayed in Eq. (38) [33], where g* is the generation of specific internal heat

per unit volume and c is the specific heat.

o°T T &T] .

Since the nodes in the vapour and liquid phases are one-dimensional and there is no internal heat generation, Eq. (38) can be reduced to Eq. (39).

%

0*T oT
) {ﬁ} o (39)
Eq. (39) can be rewritten so that the state derivative of the temperature is obtained in Eq. (40).
oT « [°T
o pe {F} (40)

The specific internal energy is considered to be proportional to its temperature, so that u = cT. Using this relation, Eq. (40) can be transformed to
the state derivative of the internal energy as shown in Eq. (41).
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du_r[0°T) _x 9 (0T 1)
ot plox2|  pox\ox
4T can be approximated using the central difference method. The equations for the variation of the

internal energies in the vapour and liquid nodes of both ST and ET are shown in Fig. 35. The calculations are explained in the following. Again, the
relation between the discretised length scales and the number of nodes is shown in Fig. 7.

1. The state derivative for the top vapour node in the ET (N,gr) was determined by comparing the calculated heat flow in the vapour phase to the
current heat flow in this node.

2. The state derivative for the bottom liquid node in the ET (Nig7) was determined by comparing the calculated heat flow into the liquid phase with the
current heat flow in this node.

Variation of internal energies (ET)
Topr (0)= Topr 1
p,,iET(i) = REFPROP (pyy, Yoy (i) : 1€ {1,2,..., Ny, — 1}

dquT(i) _ T’”ET(i 7 1) — TWET(i) _ T’”ET(i) 7 TUET(Z 1) . Kugp ‘e {1 2 N _ 1}

at Logr (Hivy) Logr (H, ) Lom s 1)o@ ) L € WP Noar

vET ‘H—% vET i—% ET
Uvpr (Nogr) = REFPROP (Typr(Nogr)s Pupr)
dquT(NvET) _ Q _ JUET ! u'UET(NUET)
dt ver Moy
TlET(O) = TSET 2
pliET(i) = REFPROP (Ti,,(1),Qer =0):i € {1,2,...,N;,, — 1}
sy (i) _ [ Tigp(+1) = Tipg () Tign (i) ~ Tin (i = 1) | ( Figr ) AL, oss N — 1}
— i . . » geesy ET
dt LlET (Hz+%) LlET (H17%> LlET (Hz—l)PliET(l)

Uigp(Nigy) = REFPROP (Ti,,(Nigy ), Piir)

dulET(NlET) _ Q _ JlET ) ulET(NlET)
dt ler Mgy

Fig. 35. Variation of internal energies

A.16. ET Wall Temperature

The equations for the wall temperature in the external tank are shown in Fig. 36. c¢,,, and d;V}" are material properties, which were already identified

for stainless steel 304. Q,,, can be obtained from experimental data or by assuming a certain heat inflow.

ET wall temperature
Ay

dT

B dTw Qew - Qw - Qwv
= f(Twg) Cuwpr= f (Twpr) Qewer = f (Vigr) thT = - - dchTT
Muwgr (cwET + (TwET ' _dT__)>

Fig. 36. ET wall temperature

A.17. Tank Wall

In contrast to Petitpas’ model, a distinction was made between the part of the receiving tank wall that is in contact with the ullage and the liquid,
which is in line with the original NASA model [19]. As the temperature of the ullage is likely higher than the liquid temperature, a temperature

gradient is expected in the tank wall, resulting in conduction in the tank wall. Like in the Petitpas’ model, both the temperature of the tank wall in
contact with the ullage and the liquid are assumed uniform.

A.18. Conduction

Using the one-dimensional thermal resistance shown in Fig. 37a, the heat transfer due to conduction can be calculated using Eq. (42), where Ty =
Tw,vapour and Ty = Tw,liquid-

T] - Tz

42

R (42)

The thermal resistances of the two parts of the wall are in series, so that Eq. (43) holds.
R=R; +R;

Qw.cond =

(43)
The thermal resistance equation for conduction is shown in Eq. (44).
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L
R=— (44)

Combining Eq. (42), Eq. (43) and Eq. (44) resulted in Eq. (45), where x; = x(T1), k2 = k(T2) and S=S1=S8y, as indicated in Fig. 37b. L; and Ly are
determined by taking the midpoint of the distance between the liquid/vapour interface and the top and bottom of the tank for the vapour and liquid
phase, respectively, shown in Fig. 37c.

T, — T,

Qw.cond =7 N 7 N (45)
()

)
Rl @ w,cond Ll
Tw v | @ Tw,vapour
R2 @ l @ Tu‘.li(]u'i({ L2
TU v
(a) Thermal resistance model  (b) Cross-sectional area (c) Conduction lengths

Fig. 37. Conduction in the tank wall

A.19. Time Derivative for Tank Wall

To take into account the thermal mass, a similar approach was considered as suggested by Petitpas, which was discussed in detail in Section A.16.
However, since the wall temperature is now modelled as consisting of two different temperatures with conduction as result, some modifications were
implemented, as shown in Eq. (46). Qy, cong is + for the part of the tank wall that is in contact with the liquid and — for the part that is in contact with the
ullage.

d(cwiyTwi : : :
mw.l/vw = Qew,l/v - Qw,l/v + Qw.cond

d(Cw.l/val/v) _ Qew,l/v - Qw.l/v + Qw,cond
dt My 1y

(46)

Using the product rule of differentiation, Eq. (47) is obtained.

Tw,l/v _ Qew‘l/v - Qw,l/v + Qw.cond (47)
dt My 1)y

dTw‘l/V dcw.l/v
dt Cwilfv +

Again, as the heat capacity is a function of temperature and not of time, the chain rule was used as indicated in Eq. (48).

dTw /v de /v dTwl/v Qewl/v - Qw /v + chond
e : VT 1y = —2 : : 48
a AT a Mot “®

To obtain the transient wall time derivatives for the temperature of the receiving wall in contact with the liquid and the ullage, Eq. (48) was
rewritten to Eq. (49), where meld was derived in Eq. (45).

dTw.l/v _ Qew.l/v - Qw.l/v + Qw,cond

dt deywyyy (49)
My 1jv (Cw,l/v + ( dji/ Tw.l/v))

B. Model Inputs

Table 6
Inputs for the tank model modification and validation

General Value Transfer Line Value
fluid REFPROP::PARAHYD Dtr 2.54E-02
p_atm 1.01E+05 Ltr 0.2
T_amb 288.00 drtr 1.00E-06
g 9.81 tau_tr 5

(continued on next page)
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Table 6 (continued)
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General Value Transfer Line Value

psiToPa 6894.76 dE 1.27E-02

sigma 5.67E-08 kE 11
Aircraft Tank Value
VTotal2 1.39

Tc 32.94

pec 1.32E+06

Lambda 5.00 tw2 1.00E-03

DD 6.00E-03 R2 0.69

Dti_DD 0.80 epsilon2 0.16

nL1 11.00 H2 1.37

tminL1 0.10 p20 1.16E+05

nL2 11.00 Tv20 20.86

tminL2 0.10 TL20 20.98

nV1 11.00 TwL20 32.77

tminV1 0.10 Twv20 32.77

nv2 11.00 pet_VL20 0.45

tminV2 0.10 Ts20 20.28

tStart 179.00 VL20 0.63

tFinal 600.00 hL20 0.65

relTol 1.00E-04 rhoL20 70.27

Supply Tank Value mL20 43.96

VTotall 5.68 rhov20 1.51

R1 0.80 mv20 1.15

Al 2.01 ratio_top_bottom 1.00

Leyll 2.82 mw2 40.37

plo 3.38E+05 MaterialTank2 Aluminum5083

TL10 25.12 S_valve2 3.84E-04

Tv10 25.21 ETVentState 0.00

rhovl0 4.09 p_ET low 3.00 + 05

rhoL10 64.29 p_ET high 3.35E+05

pct_VL10 totalmass10 0.80 TopET 0.85

292.05

Vullagel0 1.21

mL10 292.05

mv10 4.64

Ts10 25.09

Jboilo 3.00E-02

Jtr0 4.10E-01

Qdotconstant1 5.49

mVap0 3.00E-02

Tboil 25.12

tau_vap 0.20

c_vap 5.00E-05

VapValveState 0

S_valvel 3.84E-04

STVentState 0

p.ST fill 3.39E+05
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