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Abstract

Crucial to the behaviour of a Nitrogen-Vacancy (NV) centre are its excited state cyclicities, determining
the ability to perform high fidelity readout, spin-photon entanglement generation or fast spinpumping. This
work presents a unified model to predict these excited state cyclicities over a wide range of strain, electric
field, magnetic field and temperature, a useful tool for a model based predictive engineering approach towards
the development of new NV qubits.

A set of measurements was performed to verify the prediction made by the model and improve the
model over a wide range of perpendicular strain up to 7.5GHz. An automated photon detection efficiency
measurement was implemented, showing an average PSB photon detection efficiency of 2.8(3)% in the given
setup. The cyclicities of the |Ex⟩ and |Ey⟩ excited states were measured over the given strain range for a
single NV centre, showing a severe drop in cyclicity towards higher strain for both transition, a convergence
of cyclicities towards zero strain, and a consistently higher cyclicity for |Ex⟩ compared to |Ey⟩, as predicted
by the model. However, clear differences were discovered between predictions and measurements, with the
recommendation to repeat the measurement at a lower sample temperature of 4K where temperature mixing
is negligible. A framework was developed to measure the excited state branching ratios into and out of the
singlet states, and were measured for the |E1,2⟩ states, showing that significant singlet branching remains
present at high strain. However, a broken optical device prevented accurate measurements.

Furthermore, an optimisation framework was developed, implemented and verified for a mirror coupling
light out of a quantum frequency converter into a telecom fibre; one of the final steps towards an operationally
autonomous NV quantum network node.
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1 Introduction
With a long march up, quantum mechanics is aiming to move from a fundamental research topic towards a
tool in an engineer’s toolbox. One of the important tools will be the ability to transfer quantum information
long distances: the quantum internet [1]. Similar to the classical internet allowing for bits to be moved between
locations far apart, the quantum internet aims to do the same with quantum bits, or qubits, generating quantum
entanglement between distant quantum computers. This has all the benefits of working with quantum states:
from quantum key distribution to large-scale distributed quantum computing networks. A battle is ongoing
between multiple types of quantum computers with their own strengths and weaknesses. One such platform, the
Nitrogen Vacancy (NV) centre in diamond, is particularly suited to lead the path towards a quantum internet.
This type of qubit interacts with light particles, photons, to control and share its information. These photons
can then be captured into optical fibres, and sent to other NV centres to generate entanglement between them.

This work is performed in the context of the QLink Demonstrator project, a project which aims to set the
next step towards a quantum future by providing the first elementary quantum network link at metropolitan
distance: generating entanglement between two independent nodes in Delft and The Hague, using a midpoint
in Rijswijk; see Figure 1.1. A critical innovation towards this goal is the use of quantum frequency converters
(QFC), where the frequency of the NV centre’s photons is transformed to the telecom frequency band for im-
proved range, while keeping its quantum information. The core challenges in this project are centred around
the indistinguishability of the photons coming from the NV centres, and around operational autonomy and
long-term reliability of the two independent setups. This requires numerous automated calibrations, such as
frequency, time and polarisation calibration of the photons, and position and charge calibration of the NV
centres. One such calibration is implemented as part of this work: the calibration of the mirror coupling the
light of the frequency-converted light into the fibre towards the midpoint.

Zooming in, it is crucial for entanglement generation to have good control over the qubits themselves. Particu-
larly, reading out the state of the qubit, and generating a photon entangled with the state of the qubit are two of
the most basic and critical operations. Focusing on reading out the state, this is performed by sending in a light
pulse resonant with one the the NV centre’s excited state transitions, to which the NV centre only responds by
emitting a photon when in the correct ground state. The detection of a photon then tells us the qubit’s state.
However, the probability to actually detect an emitted photon is very low. Therefore, the emission process
needs to be repeated many times to get a good chance to detect such a photon, and thus know the qubit’s state.
The ability to repeat the operation many times before the qubit state jumps away is called the cyclicity, and
it is also crucial to generate good entanglement between the qubit’s state and a photon sent out. This work
presents a unified model to predict the NV centre’s excited state cyclicities for different environmental variables,
such as strain, electric field, magnetic field and temperature, and tries to verify this model by investigating the
cyclicities when sweeping the strain. This is especially useful for a model based system engineering approach
towards the development and fast characterisation and assessment of new NV qubits.

This work is structured as follows: firstly, the theory of the NV centre and the QLink demonstrator setup
are presented in Chapters 2 and 3. Then, the QFC output mirror optimisation framework and results are
discussed in Chapter 4. Next, the excited state cylicity model is presented in Chapter 5. The measurements to
verify the model are explained in Chapter 6 and the corresponding results are presented in Chapter 7. Finally,
the results are discussed in Chapter 8.
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Figure 1.1: Schematic representation of the QLink demonstrator setup to generate remote entanglement
between two NV centers located in Delft and The Hague (Den Haag), mediated by a midpoint station located
in Rijswijk. Light from the nodes is converted to the telecom waveband using Quantum Frequency Converters
(QFC) to minimise photon loss. Image taken from [2].
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2 Theory
This theory section will first explain the working and control of NV centre qubits and how to transform them
to telecom wavelength, and secondly explain the two protocols used to generate entanglement between two such
qubits. The detailed theory relevant for the excited state cyclicity model is omitted from this section, and
instead taken up in Chapter 5 presenting the cyclicity model itself.

2.1 NV centre
An NV centre is defined as a local defect in a diamond lattice, where two neighbouring carbon atoms have been
replaced by a single nitrogen atom and a lattice vacancy. We are interested in the negative charge state of this
centre (NV−), in which the NV centre has six unbound electrons (two from the nitrogen atom, three from the
carbon atoms neighbouring the vacancy, and one from the environment), which occupy orbitals with energy
levels between the valence and conduction band of the diamond. The electrons form a spin-1 system, in which
the system’s ground state triplet (3A2) and excited state triplet (3E) are of interest to us [3–6].

2.1.1 Energy levels

The ground state can be in one of three spin states, ms = −1, 0, 1, with a zero-field splitting of Dgs ≈ 2.88GHz
between ms = 0 and ms = ±1. In an aligned external magnetic field, the ms = ±1 states get a further Zeeman
splitting of γe ≈ 2.802MHz/G. With this splitting, a qubit can be defined by taking ms = 0 and one of ms = ±1
as qubit states, defining ms = 0 as |0⟩, and one of ms = ±1 as |1⟩. The complete energy level diagram is shown
in Figure 2.1.

The ground states can be optically excited to the excited 3E state. This can be performed resonantly us-
ing a wavelength of λ ≈ 637 nm, or off-resonantly to a higher energy level, which in turn quickly decays to the
3E state. This 3E state will decay back to the ground state triplet either directly, via a phonon level, or via the
singlet states. In the first two cases, respectively, either a photon is emitted with the exact resonant wavelength
(Zero Phonon Line, ZPL) or with a larger wavelength (Phonon Side Band, PSB), both with a decay time of
12 ns. The singlet state decay occurs without emission of a visible photon, and on a longer timescale of around
400ns. Around 3% of visible decay is in the ZPL line, with the remaining 97% being PSB decay [7].

The excited states themselves are split into multiple levels by spin-spin and spin-orbit interactions, and are
sensitive to strain and electric fields. There are two excited levels with spin ms = 0, Ex,y, and four with spin
ms = ±1, E1,2, A1,2, each of which with different energies and strain/electric field dependencies. Optical tran-
sitions between the ground and excited states are only allowed for the same value of ms, and each transition
can be addressed individually at cryogenic temperatures. ZPL and PSB decay maintain the value of ms, while
it is randomised for singlet decay, meaning a chance to get state randomisation after excitation. The ms = ±1
states are more likely to decay via the singlet path, with a large probability to end up in the ms = 0 ground
state. A more detailed theory of excited state decay is presented in Chapter 5.

2.1.2 Qubit readout and control

The energy levels and transitions can be applied to selectively initialise and read out the |0⟩ and |1⟩ states
defined earlier. Choosing one of the transitions Ex,y and A1,2/E1,2 for |0⟩ and |1⟩, respectively, allows for selec-
tive excitation of only one of the two spin states. Driving one of these transitions will therefore only generate
photons if the NV is in the corresponding spin state, providing a way to read out this state. Particularly the
|0⟩ → Ex,y transitions yield high photon counts due to their high cyclicity, making them ideal to read out
the qubit spin state. Careful tuning of the excitation pulse even allows for single-shot readout (SSRO) with a
fidelity up to around 95% [2,6, 8].

Conversely, pumping the |1⟩ → A1,2/E1,2 transitions for longer periods of time yields a large probability for
the final state to end up in |0⟩ through singlet decay, making it a good way to initialise (‘pump’) the state to
|0⟩ with fidelities up to 99.7 ± 0.1% [7]. Hence, the |0⟩ → Ex,y and |1⟩ → A1,2/E1,2 transitions are called the
Readout (RO) and Spin Pump (SP) transitions, respectively. The simplified energy level diagram is shown in
Figure 2.2.

Further control of the spin state can be achieved through Rabi driving of the |0⟩ ↔ |1⟩ transition: provid-
ing a microwave signal with the precise frequency of the transition (∼ 2.88GHz) gives a stable magnetic field in
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Figure 2.1: Electronic level structure of a negatively charged NV centre. (A) Resonant (ZPL, bright
red arrow) and off-resonant (PSB, green and black arrow) excitation and emission between the spin triplet
ground state 3A2 and excited state 3E. The excited state can also decay via the singlet states, with the emission
of photons with frequencies far from the excitation frequency. (B) The splitting of energy levels at cryogenic
temperatures, without external magnetic field. At cryogenic temperatures, the ms = 0 and ms = ±1 states can
be excited separately, represented by the bright red and dark red arrows, respectively. (C) Energy splitting of
the energy levels of the excited triplet state due to lateral strain or an external electric field. (D) Lifting of the
ms = ±1 energy level degeneracy by application of a magnetic field applied along the NV main axis. This allows
to define a qubit within the ground state triplet. Image taken from [8].
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Figure 2.2: Simplified schematic of the electronic energy levels showing transitions which can be driven
by Readout (RO) and Spin Pump (SP) lasers, as well as Microwave (MW) radiation. The dotted lines imply
lower probability transitions.

the rotating frame, causing a rotation around an axis in the x/y plane. This angular velocity is dependent on
the signal strength and detuning. Well-timed microwave pulses can accurately rotate the state, with of particu-
lar interest being π-pulses (flipping |0⟩ ↔ |1⟩) and π/2-pulses (rotating |0⟩ and |1⟩ to equal superposition states).

The transitions described in this section only hold when the NV centre is in its negative state, i.e. NV−,
and when the RO and SP laser frequencies are aligned with their respective transitions. With time, however,
the additional electron may escape, or the transitions move through shifting charges in the environment. To
restore the NV to its negative charge and keep the laser on resonance, charge-resonance (CR) checks are per-
formed intermittently throughout experiments. A thorough description of CR checking can be found in [8]. The
CR check incurs overhead in performing measurements, as a CR check round can take several ms of time.

2.1.3 Frequency down-conversion

One of the major hurdles for long-range quantum communication through fibres is attenuation of the signal.
The 637 nm ZPL light sent out by NV centres has a large attenuation of 8 dB/km [9], which makes sending
single photons over the envisioned 10+ kilometres in the QLink Demonstrator project completely infeasible [9].
The key to solving this issue is to down-convert the ZPL photons coming from the NVs to a more ideal wave-
length for fibre transmission, while maintaining the quantum properties of the photons themselves; a process
commonly referred to as quantum frequency conversion (QFC). Specifically, the ZPL photons are converted to
1588 nm in the L-telecommunication waveband, where an attenuation < 0.2 dB/km can be achieved [10].

The frequency down-conversion is achieved by frequency-difference generation (DFG) in a non-linear PPLN
crystal, pumped by an strong laser at 1064 nm. That is, under the right phase-matching conditions, the in-
coming 637 nm photon brings the system to a higher energy state, from which the pump light stimulates the
emission of two photons: a 1064 nm photon through stimulated emission, and a second photon to maintain
conservation of energy and momentum,

1

λNV
=

1

λpump
+

1

λtel
k⃗NV = k⃗pump + k⃗tel, (2.1)

where λ denotes the wavelength and k⃗ the wavevector of the light. Computing λt shows that the telecom photon
indeed has a wavelength of 1588 nm. Importantly, it has been shown that the 1588 nm photons maintain the
properties of the incoming 637 nm ZPL photons [11], and can be filtered from the other light and coupled into
a fibre toward its destination [10].

Frequency conversion has the additional benefit that outgoing telecom light can be tuned by changing the
pump laser frequency. This way, two NVs can interfere their ZPL photons without the need to have the same
frequency, meaning that DC Stark tuning of the node frequencies can be omitted [10].

2.2 Entanglement generation
A major intermediate milestone of the QLink Demonstrator project is to show entanglement between two inde-
pendent NV centre qubits over a metropolitan distance. In this section, two entanglement generation methods
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are discussed: single click [12] and Barrett-Kok [13].

A core concept for both schemes is spin-photon entanglement, which is the process of entangling the state
of a photon to that of the state of a qubit. In the case of NV centres, it can be created by exciting the spin state
exactly once using a very short (∼ 1 ns) RO laser pulse, often called an optical pi-pulse. Ideally, exactly one
photon is emitted for the |0⟩ state, and none for the |1⟩ state. When the NV centre is initially in a superposition
state, this process creates an entangled state of |0⟩ and a photon, or |1⟩ and no photon. It is important to note
that this only occurs when a ZPL photon is emitted. In case of PSB photons, the state is effectively measured
by the environment, and the superposition state collapses. To avoid unwanted states, the PSB photons can be
filtered out and detected. In case of PSB detection, the protocol is restarted.

Both entanglement generation schemes apply spin-photon entanglement similarly. In the setups, the optical
outputs of two NV centres are connected to the two inputs of an equal beamsplitter (BS), and the two outputs
of the beamsplitter are each connected to a Single Photon Detector (SPD). The NV centres are brought in a
superposition of |0⟩ and |1⟩, and spin-photon entanglement is generated. The photons from both NV centres are
then interfered on the beamsplitter, creating entanglement between the NV centres depending on SPD output.

The effect of the beamsplitter on indistinguishable photons can be described in Fock space using creation
operators. Defining the inputs as 1, 2 and outputs as A,B, the input creation operators are transformed as

a†1/2 =
1√
2

(
a†A ± a†B

)
. (2.2)

The effect on the possible scenarios of photons incident on the beamsplitter then reads

|01 02⟩ = |0A 0B⟩ ,

|11 02⟩ =
1√
2
(|1A 0B⟩+ |0A 1B⟩) ,

|01 12⟩ =
1√
2
(|1A 0B⟩ − |0A 1B⟩) ,

|11 12⟩ =
1√
2
(|2A 0B⟩ − |0A 2B⟩) ,

(2.3)

where the phases of the |1A 1B⟩ contributions of the last scenario cancel each other out, known as the Hong-
Ou-Mandel (HOM) effect [14].

To avoid naming confusion between spins and photons, the NV spin states are defined as |0⟩ ≡ |↑⟩ and |1⟩ ≡ |↓⟩
in the following sections, while numbers are used for the photonic states.

2.2.1 Single click

To start the single click procedure, both NV centres are rotated to the state

|↑⟩ −→
√
α |↑⟩+

√
1− α |↓⟩ , (2.4)

for some small value of α. This value determines a balance between entanglement generation efficiency and
fidelity. Spin-photon entanglement on the states then gives

√
α |↑⟩+

√
1− α |↓⟩ −→

√
α |↑, 1⟩+

√
1− α |↓, 0⟩ . (2.5)

These photons are now sent to the beam splitter. Right before the beamsplitter, the combined state of both
NV centres and photons reads(√

α |↑, 1⟩1 + eiφ
√
1− α |↓, 0⟩1

)
⊗
(√

α |↑, 1⟩2 +
√
1− α |↓, 0⟩2

)
= α |↑1↑2⟩ |1112⟩+

√
α− α2

(
|↑1↓2⟩ |1102⟩+ eiφ |↓1↑2⟩ |0112⟩

)
+ eiφ(1− α) |↓1↓2⟩ |0102⟩ ,

(2.6)
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where φ is a possible phase difference between the photons. The photons are then interfered on the beamsplitter
according to Equation 2.3, yielding the combined state

(α/
√
2) |↑1↑2⟩ (|2A 0B⟩ − |0A 2B⟩)

+
√

(α− α2)/2
(
|↑1↓2⟩+ eiφ |↓1↑2⟩

)
|1A 0B⟩

+
√

(α− α2)/2
(
|↑1↓2⟩ − eiφ |↓1↑2⟩

)
|0A 1B⟩

+ eiφ(1− α) |↓1↓2⟩ |0A0B⟩ ,

(2.7)

after a slight rewrite. We are only interested in situations where photons are detected, so we can select on
detecting non-|0A0B⟩ results, with a probability proportional to

√
α. Furthermore, SPDs are generally not

photon-number resolving, meaning that detecting 1 or 2 photons appears identical. Defining 1+ as 1 or 2 we
can then rewrite the total detectable state (without |0A0B⟩ contribution) as

1√
4− 2α

{
|1+A 0B⟩

[√
1− α

(
|↑1↓2⟩+ eiφ |↓1↑2⟩

)
+
√
α |↑1↑2⟩

]
+ |0A 1+B⟩

[√
1− α

(
|↑1↓2⟩ − eiφ |↓1↑2⟩

)
−

√
α |↑1↑2⟩

]}
.

(2.8)

Depending on which detector clicks, we thus get the final state

∝
√
1− α

(
|↑1↓2⟩ ± eiφ |↓1↑2⟩

)
±

√
α |↑1↑2⟩ . (2.9)

For α→ 0, this gives better-and-better approximation of the maximally entangled states

|Φ±(φ)⟩ ≡ 1√
2

(
|↑1↓2⟩ ± eiφ |↓1↑2⟩

)
. (2.10)

Hence, we find a near-maximally entangled state with a fidelity proportional to 1 − α, and a success rate
proportional to α. It should be noted that the result is phase dependent; an unknown phase term φ is detrimental
to quantum experiments.

2.2.2 Barrett-Kok

The Barrett-Kok scheme is similar to single click, with the main difference that Barrett-Kok applies two spin-
photon entanglement steps to get theoretically ideal final states and make the procedure phase independent.
In the Barrett-Kok procedure, the NV states are first initialised to an equal superposition (i.e. α = 0.5). Like
single click, spin-photon entanglement is performed on the states, but now the state is additionally flipped and
a second spin-photon entanglement step is performed. This yields a superposition of either an early or late
photon, entangled with the spin state,

1√
2

(
|↑⟩+ |↓⟩

)
sp-ph−−−→ 1√

2

(
|↑;E⟩+ |↓; 0⟩

)
flip−−−→ 1√

2

(
|↓;E⟩+ |↑; 0⟩

)
sp-ph−−−→ 1√

2

(
|↓;E⟩+ |↑;L⟩

)
,

(2.11)

where we denote a single early and late photon as |E⟩ and |L⟩, respectively. Right before the beamsplitter, the
combined state now becomes

1

2

(
eiφE |↓1;E1⟩+ eiφL |↑1;L1⟩

)
⊗

(
|↓2;E2⟩+ |↑2;L2⟩

)
=
eiφE

2

(
|↓1↓2⟩ |E1E2⟩+ |↓1↑2⟩ |E1L2⟩+ ei∆φ |↑1↓2⟩ |L1E2⟩+ ei∆φ |↑1↑2⟩ |L1L2⟩

)
,

(2.12)
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for early and late photons with a phase difference of φE and φL, respectively, and a relative phase difference of
∆φ ≡ φL − φE . The effect of the beamsplitter on the photons now reads, ignoring the global phase term

1

2
√
2

[
|↓1↓2⟩

(
|2A0B⟩E − |0A2B⟩E

)
|0A0B⟩L

+
1√
2
|↓1↑2⟩

(
|1A0B⟩E + |0A1B⟩E

)(
|1A0B⟩L − |0A1B⟩L

)
+
ei∆φ

√
2

|↑1↓2⟩
(
|1A0B⟩E − |0A1B⟩E

)(
|1A0B⟩L + |0A1B⟩L

)
+ ei∆φ |↑1↑2⟩ |0A0B⟩E

(
|2A0B⟩L − |0A2B⟩L

))]
,

(2.13)

where only two early or two late photons can show HOM interference. This time, selection is performed on
detecting both an early and a late detector click, meaning that only the middle lines are kept into consideration.
Then, only detector syndromes of |1A0B⟩ and |0A1B⟩ remain, i.e. a click in either detector A or B. The
complete syndrome then becomes one early and one late click, both times in either detector A or B. Rescaling
and defining |A⟩ ≡ |1A0B⟩, |B⟩ ≡ |0A1B⟩, and |XEYL⟩ ≡ |X⟩E |Y ⟩L (X,Y ∈ {A,B}) then yields the final
possible states

1

2
√
2

[
|↓1↑2⟩

(
|A⟩E + |B⟩E

)(
|A⟩L − |B⟩L

)
+ ei∆φ |↑1↓2⟩

(
|A⟩E − |B⟩E

)(
|A⟩L + |B⟩L

)]

=
1

2
√
2

[(
|AEAL⟩ − |BEBL⟩

)(
|↓1↑2⟩+ ei∆φ |↑1↓2⟩

)
+

(
|AEBL⟩ − |BEAL⟩

)(
|↓1↑2⟩ − ei∆φ |↑1↓2⟩

)]
.

(2.14)

Measuring the early and late clicks gives one of four possible A/B syndromes; depending on this syndrome we
get the maximally entangled spin state

1√
2

(
|↓1↑2⟩ ± ei∆φ |↑1↓2⟩

)
, (2.15)

where the sign depends on finding the two clicks in the same detector (+) or different detectors (−). If the
phase difference between the photons stays constant within the timeframe of the two pulses, then ∆φ = 0,
which yields a maximally entangled Bell state

|Φ±⟩ = 1√
2

(
|↓1↑2⟩ ± |↑1↓2⟩

)
. (2.16)

This final state therefore, theoretically, has no error, and is phase-independent (if the phase difference is con-
stant), making it more robust than single click. The limitation of Barrett-Kok is the entanglement generation
rate. The catch is that two photons need to be received by the detectors, as opposed to one for single-click.
This makes the success rate of Barrett-Kok scale quadratically with photon survival probability, as opposed to
linearly for single click. In practical scenarios, this probability can be exceedingly low, making Barrett-Kok a
far slower scheme.
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Node 1

Node 2

Midpoint

Figure 3.1: Complete QLink Demonstrator experimental setup. The Nodes contain NV centre control
and frequency down-conversion of ZPL photons to telecom wavelength. The nodes are designed to indepently
operate kilometres apart, and to only communicate with the midpoint over deployed fibre. Image taken from [15].

3 Experimental setup
In this section the current experimental setup of the QLink Demonstrator project is described. First, the Nodes
containing the NV centres are discussed, including the physical samples in which the NV centres are embedded,
the optical addressing of these NV centres, and the collection of their emission. Next, the implementation
of the NV ZPL emission conversion to telecom is described, finally followed by a description of the telecom
photon frequency locks to the midpoint’s filtering. A diagram detailing the full experimental setup of the QLink
Demonstrator project is shown in Figure 3.1.

3.1 Node setup
The nodes in the QLink Demonstrator project are responsible for the control of a single NV centre, perform
spin-photon entanglement, and send out the ZPL photons with high fidelity. This section will describe the
sample containing the NV centre, the optical addressing of this NV centre, and finally the collection of its ZPL
photons.

3.1.1 Sample

A type IIa diamond, grown using chemical vapor deposition and cut in the ⟨111⟩ direction, is used as substrate.
This diamond contains naturally occurring NV centres, from which ones in the 111 direction are chosen, such
that the Ex and Ey fields are aligned orthogonally to the diamond surface. Around promising NV centres,
a hemispherical solid immersion lense (SIL) is milled and an anti-reflection (AR) coating applied, to achieve
improved optical addressing. A stripline is added to the diamond surface and two gates are added to each
NV, such that, respectively, microwave (MW) fields and constant potentials can be applied to the NV centres,
for qubit rotations and DC Stark tuning. Detailed explanations of these processes and features are described
in [5, 6, 8, 16,17].

The diamond sample is placed on a cold finger inside a closed-loop cryostat to cool the sample to 4K, and
a permanent magnet is mounted behind the sample to split each NV’s |±1⟩ levels. Focused on the sample is an
objective, embedded within a vacuum chamber mounted to the cryostat. The objective can be moved in three
dimensions using piezo steppers to allow focusing on the sample, and a window in the vacuum chamber allows
for optical access to the objective. To optically inspect the sample, it can be viewed by flipping a mirror to a
camera into the free-space optical path.

3.1.2 Optical addressing

In order to control the NV centre, the different transitions described in Section 2.1 need to be able to be driven.
To this end, each node contains four lasers: two 637 nm lasers to drive the readout and spinpump transitions,
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(a) (b)

Figure 3.2: (a) Solid immersion lens as used in the setup. Image taken from [16], (b) Schematic of
the free-space optics in a node, prior to frequency down-conversion. Solid arrows show the path light from
the different lasers takes toward the sample, coupled into the main optical path by a 90:10 beamsampler or a
polarising beamsplitter (PBS). From left to right these laser are the yellow, spinpump, green and readout lasers.
Polarisers (pol) and half-waveplates (λ/2) ensure that the light arrives in the correct polarisation at the NV
centre. Dashed arrows show the paths followed by light coming from the NV centre. The light is first split into
two paths by a dichroic mirror (DC) of which the PSB path directly couples into an APD. The ZPL photons are
filtered by the PBS (see Section 3.1.4), an angle tunable filter (ATF) and a polarising band-pass filter (PBP).
The wavefront of the ZPL photons is corrected by a deformable mirror (DM), before before being coupled into
fiber toward the QFC. Image taken from [8]. Not shown are the two motorised mirrors used for automated
calibration of ZPL fibre incoupling, and neither is the path of the phase light; see Figure 3.1.

a 515 nm green laser to off-resonantly perform charge resets, and a 575 nm yellow laser to resonantly perform
charge resets. An additional frequency-shifted split-off from the readout laser, called the phase light, is used for
the midpoint frequency lock, and will be discussed Section 3.3. See Figure 3.1 for details.

All lasers need to be able to excite/address the NV centre, for which their outputs need to be aligned onto
the objective. To this end, the light of the spin pump, green and yellow lasers is combined in a colour combiner
and fed into the optical path via the 10% arm of a 90:10 beam sampler. This power loss is a consideration to
maximise the transmission of NV photons through the sampler. The readout light, meanwhile, is added to the
optical path through a polarising beam splitter (PBS), the details of which are discussed in Section 3.1.4.

Both the frequencies and powers of the laser require calibrations to allow for accurate NV control. The fre-
quencies are measured and locked using a wavemeter, fed by splitoffs of the light. Meanwhile, the power of each
laser is modulated by an acousto-optical moduator (AOM). Moreover, the RO laser is modulated by a second
AOM and an electro-optical modulator (EOM), such that it can attain the necessary attenuation and switching
speed for optical pi-pulses. The control and timing of the AOMs and EOM is performed by the combination
of an ADwin realtime processor and a 2.4GHz arbitrary waveform generator (AWG), synchronised within and
between the nodes by a GPS disciplined heartbeat.

3.1.3 Collecting NV emission

Since the algorithms performed by the nodes and midpoint require transmission and detection of single photons,
the setup is optimised to minimise the losses and noise in each node’s ZPL path. Starting from the NV, the PSB
photons are immediately split off and measured, while the ZPL photons are filtered from the other excitation
light and coupled into fibre toward the QFC. See Figure 3.2b for details. Not shown are the two motorised
mirrors tuning the ZPL fibre incoupling. Furthermore, the phase light is also coupled into the ZPL output by
reflecting the phase light off the PBS, see Figure 3.1.

3.1.4 Excitation and detection polarisation

Since the frequency of the readout laser and the ZPL photons is identical, they cannot simply be split by their
frequency. Instead, the light can only be split by polarisation, which is achieved by cross-polarisation rejection.
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Figure 3.3: Polarisations of the excitation light and NV transitions as projected onto the PBS. The
chosen transition Ex is rotated such that it makes a small angle θ to the detection axis, resulting in a small
fraction sin(θ) of readout light exciting the transition, while a large fraction cos(θ) of emitted ZPL light is
transmitted through the PBS.

Pump
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Figure 3.4: Optical setup for the quantum frequency conversion as implemented on the nodes. The blue
line on the left is the incoming ZPL fibre, and the blue line on the right is the outgoing telecom light. A mirror
to an APD can be flipped in at the ZPL input to optimise ZPL incoupling. Similarly, a PM can be flipped into
the QFC’s output path to optimise ppLN incoupling of ZPL and pump light. The motorised mirrors for this
purpose can be addressed remotely.

The excitation light is polarised orthogonally to the transmission polarisation of the PBS, such that reflected
readout light is split off from the ZPL path. Ideally, the NV transition’s polarisation would be rotated such that
it is maximally transmitted through the PBS for maximum signal. However, in this case, the excitation light is
precisely orthogonal to the transition, meaning that no excitation will take place. The solution is to rotate the
light from the NV centre by a small angle θ, such that an approximately linear fraction of the readout light can
excite the NV centre, while only an approximately quadratic loss is achieved in the transmission of the ZPL
photons; see Figure 3.3. To optimise for ZPL transmission, the angle θ can be decreased until the excitation
laser is barely able to excite the transition. A typical angle used in the setup is θ = 24.5◦.

3.2 Frequency Conversion
As explained in Section 2.1.3, the ZPL photons coming from the nodes are converted to telecom wavelength
before being sent to the midpoint. This difference frequency generation process is stimulated in a ppLN crystal
by a 100mW pump laser, the setup for which is shown in Figure 3.4. For the frequency conversion process to
be successful at single photon regimes, a high conversion efficiency and low noise floor are critical.

Unfortunately, with DFG, the higher frequency of the pump light creates significant noise at larger wave-
lengths spontaneous, from parametric down-conversion of the pump light of imperfections in the nonlinear
crystal. Only filtering out the 1064 nm light itself is therefore insufficient, meaning that strict filtering around
the telecom frequency is critical. Firstly, the 1064 nm pump light is filtered out within the QFC, right after the
ppLN crystal. Secondly, at the midpoint, the telecom photons are filtered more strictly by a set of two fibre
Bragg gratings (FBGs). The most narrow of these two filters, hereafter called the ultra-narrow filter (UNF),
has a FWHM of just 50MHz. This is in the same order as the lifetime limited linewidth of the ZPL photons,
to maximally limit the transmission of SPDC noise. The active feedback process to maintain indistinguishable
transmission of telecom photons through the UNFs of both nodes is described in Section 3.3. This feedback
system requires the 400MHz detuned phase light introduced in Section 3.1.2, which is also converted to telecom
frequency by the QFC and sent to the midpoint.
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(a) (b)

Figure 3.5: (a) Implementation of filtering at the midpoint. The broad FBG roughly filters out noise by
only reflecting light within a range of 1 GHz around the desired telecom frequency. The narrow FBG (UNF),
meanwhile, strictly filters out ZPL photons by only transmitting light within a range of 50MHz, close to the
lifetime limited linewidth of the ZPL photons. The two circles in the diagram represent optical circulators.
Incoming ZPL photons are reflected off the broad FBG, travel through the UNF, and continue on to the beam-
splitter (BS). Incoming phase light also reflects off the broad FBG, but is reflected by the UNF to land on the
balanced photodiode (BPD). The reference (ref) light partially travels through the UNF, also to land on the
BPD. The remainder is reflected off the UNF and travels to the BM and SNSPDs. The reference light, orders of
magnitude brighter than the phase light, creates a DC signal at the BPD, while interference between the phase
and reference light creates a high-frequency beat on top of the DC signal. (b) Laser frequencies relative to
the UNF transmission peak. The UNF has a FWHM of 50MHz, and is locked to the reference laser by
adjusting its transmission to half of the maximum Tmax, giving the reference light a 25MHz detuning from the
transmission peak (chosen at the higher side). ZPL light transmission through the UNF is optimised by locking
the frequency offset between the reference light and phase light (offset -400MHz from ZPL light) to 425MHz.
For practical purposes, this 425MHz beat is mixed down to 100MHz for locking.

To maximise conversion efficiency, the pump and signal light is strongly confined by a waveguide etched into
the ppLN crystal, and an anti-reflection coating is applied to both ends of the crystal. The internal conversion
efficiency of the ppLN crystal is dependent on pump power, and reaches a peak efficiency of ∼ 60% at a pump
power of ∼100mW. The efficiency is reduced to ∼ 10% by the strict filtering, and by crystal and fibre incou-
pling. Noise at the given pump power reaches ∼100Hz [8, 15].

To allow for correction of drifts, remotely operable motorised mirrors are included in the QFC’s free space
optics: two mirrors to keep the pump and ZPL light aligned with the crystal, and one to efficiently couple the
telecom photons into the outgoing fibre. The automation of the output mirror’s optimisation is performed as
part of this thesis project, and described in Section 4.

3.3 Frequency Lock
In order to achieve a sufficient signal-to-noise ratio (SNR) for single photons at the midpoint, strict filtering is
applied, consisting of two FBGs for each arm, briefly discussed Section 3.2. This strict filtering, however, means
that the transmission frequencies of the two narrow FBGs (UNFs) quickly drift apart when left unchecked,
diminishing any quantum effects at the midpoint beamsplitter (BS). Moreover, the frequencies of incoming ZPL
photons also quickly drift outside the UNF’s transmission range without active feedback. To solve these issues,
an active feedback system - the frequency lock - is implemented to lock the two UNFs to the same frequency,
and to lock the incoming telecom ZPL photons to the peak frequency of their respective UNF.

The frequency of the incoming telecom photons can be tuned by adjusting QFC pump laser’s frequency: chang-
ing its frequency changes the telecom frequency by the same but opposite amount. Furthermore, the frequency
of the UNF transmission peaks can be adjusted by changing the UNF’s temperature: this expands or contracts
its filter spacing, and hence changes its transmission frequency.

To generate the actual lock, the midpoint applies a single reference laser in conjunction with the phase light
from the nodes. The optical setup of the filtering is shown in Figure 3.5a, showing the paths taken by the three
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types of light and measurement of the error signals. To lock the UNFs to the reference light, the transmission
of the reference light through the UNFs is used as error signal. Meanwhile, an interference beat between the
reference and phase light is used as error signal for the telecom light. Details of the active feedback system are
described in Figure 3.5b.

It should be noted that continuously running the frequency lock completely blinds the midpoint SNSPDs,
rendering single photon detections impossible. Instead, bursts of phase and reference light are interleaved with
actual single photon experiments. The frequency lock light is synchronised with the 5 kHz heartbeat, taking up
2.5µs of each 200 µs time window. To sufficiently suppress the reference beam, three AOMs are used in series.
However, an elevated noise level after the detector blinding makes the first 45 µs of each window unusable,
leaving 155 µs per window for actual single-photon experiments.
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4 QFC Output Mirror Optimisation
In this section, the results of the first project are discussed: the optimisation framework to calibrate the output
mirror in the QFCs. Details of the QFCs are discussed in Section 3.2.

Working toward autonomy of the QLink Demonstrator project, the ability for elements of the system to calibrate
without human intervention is crucial. One of the components for which this ability was not yet implemented
in the TPQI experiments in [15], was the mirror coupling the QFC’s outgoing telecom light into a fibre toward
the midpoint.

4.1 Challenges
Although the QFC’s output mirror is motorised and an optimisation framework exists for other motorised mir-
rors within the system, the existing framework cannot simply be copied to the QFC output mirror. Specifically,
four other motorised mirrors are used per node: two for ZPL fibre in-coupling, and two for pump and ZPL light
in-coupling into the QFC’s ppLN crystal. The efficiency of these mirrors’ coupling strengths can be measured
by flipping in an APD at the QFC’s ZPL input or a PM at the QFC’s crystal output, respectively, see Figure
3.4. The light to measure the coupling is generated with green light (on the NV, generating ZPL photons) and
phase light, respectively.

However, the purpose of the QFC’s output mirror is to couple the QFC’s outgoing telecom light into the
fibre toward the midpoint, after which point there is only fibre optics until the midpoint’s SNSPDs. Conse-
quently, it is impossible to flip in an APD or PM after the fibre in-coupling, making the SNSPDs the only option
to read out the coupling efficiency.

A number of challenges arise when trying to use the SNSPDs as coupling sensor. Firstly, for light to be
able to reach them, a frequency lock needs to be established and kept alive. This creates the two-way depen-
dency that the QFC’s output mirror needs to be relatively well-aligned for a frequency lock to be able to be
closed, while the mirror can only be calibrated with the frequency lock turned on. Secondly, as described in
Section 3.3, the coupling light needs to be interleaved with phase and reference light to keep the lock alive.
Thirdly, due to photon losses encountered in telecom in-coupling, transmission, midpoint filtering and photon
detection, as well as noise introduced by these components, significantly more excitation light is required for a
sufficient signal. Finally, the midpoint is shared by both nodes, meaning that optimisation of the QFC output
mirrors of both nodes needs to be performed sequentially, or interleaved.

An additional challenge arises with the mirror’s movement: a fluctuating step size difference of up to a factor
1.5 exists between taking left (up) and right (down) steps due to inherent non-deterministic physical stepsize of
the used stick-slip piezo steppers, meaning that taking the same number of steps back and forth does not return
the mirror to its initial position. The optimisation algorithm should take this into account: taking a large step
may result in a loss of signal and hence the lock, without an option to easily return to the initial position and
no way to measure the signal.

4.2 Implementation
To generate as much light as possible for testing, the objective is moved to the stripline and illuminated with
up to 20 µW of readout light. This generates up to roughly a factor ten million more light in the ZPL path
compared to illumating the NV centre with green light at full power. The readout light is interleaved with phase
and reference light pulses at the heartbeat frequency of 5 kHz. The AWG is programmed such that, within each
200 µs window, the first 30 µs are reserved for the frequency lock pulses and noise ringoff. The remaining time
within each window is then used to interleave the light from Node 1 and Node 2, at 70 µW each. The number
of photons received within these time windows can then be integrated over multiple heartbeats to create an
effective measure of coupling efficiency.

To effectively capture the counts generated by the SNSPDs, a monitoring tool within the QMI software frame-
work is used. That is, the driver of the timetagger (counting the SNSPDs’ photon detections), has the ability to
send out live histograms, containing the counts per timebin accumulated over multiple 200 µs windows. Spec-
ifying a desired binning size and integration time, these histogram signals can then be subscribed to and used
to compute the counts within the windows of Node 1 and Node 2.
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Figure 4.1: (a) Countrate at the SNSPDs between each heartbeat, split into 5000 bin of 40 ns each, and
averaged for 1000 s. The reference light is enabled from 0-2.5 µs, the phase light is disabled from 10-195 µs,
and node 2’s readout light is enabled from 120-190 µs. The small peaks at 40, 80, 120 and 160 µs are artefacts
from splitting up the pulse into chunks due to a known bug in the AWG driver implementation, (b) Node
2 countrate over time, with inset zooming in on a typical 20 s window. The countrate shows a slow drift,
occasional jumps and a prominent 1Hz oscillation, (c) Countrate Fourier spectrum of the 10 Hz data
shown in (b). The peaks lie at precisely integer frequencies, coming from the cryostat pulse tube, oscillating
at 1Hz with harmonics, (d) Distribution of countrate relative to its mean, extrapolated from the data
shown in (b). Low frequency drifts are filtered with a cutoff of 60 s.

Within the expectation that the signal from the SNSPDs is well-behaved, a simple gradient descent algo-
rithm is used to optimise the mirror’s position. The algorithm was lightly adapted from the existing mirror
optimisation framework, and is performed as follows: given an axis (e.g. the x-axis), an initial direction is
chosen (e.g. left) and a step taken in said direction. If the coupling increases after this step, continue taking
steps in this direction. Otherwise flip the direction (right in this case). Keep taking steps in the chosen direction
for as long as the coupling improves. As soon as the coupling decreases once, stop the algorithm. Repeat for
the second axis.

4.3 Results
To show the operation of the measurement and optimisation system, first the stability of the coupling signal is
analysed, after which the mirrors are swept to investigate their sensitivity, and finally the optimisation algorithm
is run. During the time of the measurements, only node 2 was operational, meaning that the results solely focus
on this node.

An example of a histogram received from the timetagger is shown in Figure 4.1a, showing the pulse sequence
to behave as intended. Importantly, an instantaneous countrate close to 1MHz is reached per nanowire when
the node 2 readout laser is enabled. This is easily sufficient for optimisation measurements. The stability
of this countrate is shown in Figure 4.1b, showing a pronounced 1Hz beat, slow drifts and occasional small
jumps. The beat is attributed to vibrations of the cryostat, pumping at this frequency. Fourier analysis of the
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Figure 4.2: (a) QFC output mirror sweep consisting of 20 steps of size 3. Integration time per datapoints
is 1 s, skipping every second value to avoid measuring while the mirror is still moving. The sweep started out
at the optimum mirror position, and each axis was optimised between sweeps. The jump in counts during the
y sweep is attributed to random fluctuations, (b) QFC output mirror optimisation of the x and y axis,
respectively. The starting points of the optimisation are the (imperfect) returning points of the sweeps shown in
(a). The arrows direction corresponds to optimisation direction, and arrow colour indicate whether the countrate
has increased (green) or decreased (red). The final datapoint for both figures is the end point of the algorithm.
The x optimisation starts out in the correct direction, walks to the top and one step over it, and then stops.
The y optimisation starts out in the wrong direction, switches direction, and then similarly walks to the top and
one step over it.

countrate, shown in Figure 4.1c, confirms the 1Hz beat and its harmonics as the leading noise term, showing
no other contributions over the noise floor. This causes the spread of countrate data to increase significantly
when integrating shorter than 1Hz, as shown in Figure 4.1d. An integration of 1 s per datapoint is used for the
remainder of this section, to avoid the 1Hz beat but keep integration time as short as possible.

A mirror sweep is shown in Figure 4.2a, showing the countrate to halve after roughly 30 steps, and high-
lighting the unequal left/right step sizes. Importantly, though, the sweep shows uniformly increasing countrates
almost to the top, meaning that a simple gradient ascent algorithm is indeed generally sufficient to reach close
to the top with high probability. Typical results of such an optimisation are shown in Figure 4.2b. Both the
gradient ascent and direction reversal are shown to operate as desired, nearly reaching the true optimal position.

4.4 Discussion and future improvements
With the use of the SNSPDs as coupling sensors working as intended, their use as such can be expanded. Firstly,
the optimisation of the other two QFC mirrors can be performed using the SNSPDs. The QFC’s PM has a
low signal-to-noise ratio, meaning that using the SNSPDs might yield an improvement in reliability to reach
the optimum position. Implementation is near-trivial, as the nanowire coupling sensor code is made to behave
identically to the other coupling sensors.

Secondly, the SNSPDs, in combination with the ZPL APD, can be used to measure the efficiency of the
QFC, frequency lock and telecom transmission combined. Thusfar, this efficiency has only been estimated; an
actual measurement may provide insight into unknown processes, or confirm knowledge about the system. This
measurement does require a trade off in readout power: the ZPL APD cannot handle a high countrate, while
a factor 10 in photons is lost toward the SNSPDs, combined with a high noise floor there. Hence, a longer,
low-power measurement is required to get a good signal at the midpoint while not blinding the ZPL APD.
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5 Cyclicity Model

5.1 Introduction
Excited state cyclicity, meaning how well an excited state decays back to its corresponding ms ground state
after excitation, is a crucial concept for NV centre operation. High cyclicity allows for many excitation cycles
and thus many emitted photons before a spin flip occurs, as well as high correlation between an emitted pho-
ton and the qubit spin state afterwards; the defining properties for good single-shot readout and spin-photon
entanglement. Low cyclicity, meanwhile, allows for fast pumping to a different spin state; crucial for fast spin
state initialisation at high fidelity.

The behaviour of the NV centre’s excited states is well researched at low temperature, strain, and magnetic
field [18]: the ms = 0 excited states, |Ex,y⟩, as well as |A2⟩ are highly cyclic and thus suitable for readout
and spin-photon entanglement generation. The ms = ±1 excited states, |A1⟩ and |E1,2⟩, meanwhile, have low
cyclicity and are therefore ideal for spinpumping. Furthermore, the process of excited state mixing at non-zero
fields and temperature is well described [19]. This chapter presents a model unifying the two, allowing for
excited state cyclicity predictions over a wide range of external parameters. A particular focus will be placed
on the high cyclicity of the |Ex,y⟩ states, as their behaviour is generally limiting in NV centre operation.

In the remainder of this section, first the necessary excited state theory is explained in more detail in Sec-
tion 5.2. Secondly, the implementation of the eigenstate solver used to compute the excited states is detailed
in Section 5.3. Thirdly, the concept of cyclicity is presented and its impacts on readout and spin photon entan-
glement are discussed in Section 5.4. An overview of model predictions is presented in Section 5.5, and finally
a list of known model limitations is discussed in Section 5.6.

5.2 Theory
The theory towards cyclicity is discussed in three parts: first, we describe the NV’s excited state Hamiltonian,
followed by its possible decay paths back to the ground state, and finally temperature mixing effects.

5.2.1 Excited state Hamiltonian

In Section 2.1.1, it was introduced that the NV centre’s first excited state is split up into six distinct symmetry
eigenstates, Ex,y and A1,2/E1,2 with ms = 0 and ms = ±1, respectively. Their states are described by the
eigenstates of the following Hamiltonian acting on molecular orbit and spin [4],

ĤES = D∥
esŜ

2
z − λ∥esσ̂y ⊗ Ŝz

+D⊥
es

[
σ̂z ⊗

(
Ŝ2
y − Ŝ2

x

)
− σ̂x ⊗

(
ŜyŜx + ŜxŜy

)]
+ λ⊥es

[
σ̂z ⊗

(
ŜxŜz + ŜzŜx

)
− σ̂x ⊗

(
ŜyŜz + ŜzŜy

)]
,

(5.1)

where ŝi are the Pauli matrices acting on molecular orbit ex, ey, and Ŝi are spin-1 operators acting on the spin,
ms = −1, 0,+1. The constants are given in Table 5.1. The E1,2 and Ex,y eigenstates form degenerate energy
pairs, while A1 and A2 have distinct energies.

Under the influence of electric and magnetic fields, the eigenenergies are known to shift due to interactions
between the eigenstates, the effects of which are included by adding the following potential to the effective
Hamiltonian [4],

V̂ES = d∥es(Ez + χz) + d⊥es

(
(Ex + χx)σ̂z − (Ey + χy)σ̂x

)
+ µB

(
l∥esσ̂y + g∥esŜz

)
Bz + µBg

⊥
es

(
ŜxBx + ŜyBy

)
,

(5.2)

where Ei, Bi and χi represent the electric field, magnetic field and effective strain, respectively. The precise
impact of different parameters is discussed in Section 5.5. The values of the different constants are shown in
Table 5.1. In this work, the values as measured by [20] are used. Furthermore, µB = eh̄/(2meh) Hz/T ≈
13.996GHz/T.
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Parameter Value [20] Value (literature)

λ
∥
ES 5.297(9) 5.3 [21]
λ⊥ES 0.18(4) 0.14 [22]
D

∥
ES 1.402(8) 1.42 [21]

D⊥
ES 0.80(4) 0.79 [21]

l
∥
ES 0.131(5) 0.10(1) [23,24]
g
∥
ES 1.998(5) 2.01(1) [25,26](T = 300K)
g⊥ES 2.0 2.0

Table 5.1: Constants used in the excited state Hamiltonian. All values are given in GHz.

5.2.2 Excited state decay

The decay paths of the different excited states are shown in Figure 5.1(a) [19]. All excited states directly decay
to the ground state with a rate of ΓA1,2

1 = Γ
Ex,y

0 = Γ
E1,2

1 = 2π · 13.2± 0.5 MHz. This decay is spin-conserving,
meaning the |Ex,y⟩ states decay to |0⟩, while the |E1,2⟩ , |A1,2⟩ states decay to |±1⟩.

Instead of decaying directly, the |A1⟩ excited state can additionally decay to the upper singlet state 1A1 through
spin-orbit coupling, while the |E1,2⟩ states can also decay to the singlet states through electron-phonon coupling
with |A1⟩, as shown in Figure 5.1(c) [19]. The respective decay rates at low temperature are experimentally
determined as ΓA1

S = 2π ·16.0±0.5 MHz [19] and Γ
E1,2

S = 2π ·8.2±0.2 MHz [27]. The singlet rates of the |Ex,y⟩
and |A2⟩ states, meanwhile, are predicted and determined to be negligible at low temperature and strain [19].
The lifetime of the different excited states is computed as the inverse of the total decay rate,

τi =
1

Γi
G + Γi

S

, (5.3)

yielding τEx,y
= τA2

= 12.1± 0.4 ns, τE1,2
= 7.4± 0.3 ns, τA1

= 5.5± 0.3 ns.

Decay from the singlet states back to the ground states occurs at a significantly longer timescale of τSG = 371±6 ns
[28], i.e. ΓS

G = 2π ·429±6 kHz, but its branching ratio of decay to ms = 0 or ms = ±1 has not been determined
with certainty at low temperature. Theoretical models and room-temperature measurements have shown an
even 2 : 1 : 1 distribution between ms = 0 : +1 : −1 [4], while the single measurement at cryogenic temperature
yielded a ratio tending strongly towards ms = 0, at (8 ± 1) : 1 : 1, though with individual datapoints ranging
between (5±1) : 1 : 1 and (13±3) : 1 : 1 [27]. For the remainder of this section, we will take the value from [27],
to find 80± 2% branching to |0⟩.
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Figure 5.1: (a) Allowed decay paths for the different excited states. All excited states decay directly to their
corresponding ms ground state. The ms = ±1 excited states |A1⟩, |E1,2⟩ additionally decay to the singlet states,
while the singlet states decay to the ground states, with the majority to |0⟩. (b) Model for temperature mixing
between the |Ex,y⟩ states when exciting one of the two states at nonzero temperature. (c) Decay path from |E1,2⟩
to the singlet states via the |A1⟩ state. Figure taken from [19].

5.2.3 Temperature mixing

The theory thus far has assumed temperatures close to absolute zero. At temperatures above T ∼ 4K, phonon
induced state mixing starts to become significant. At temperatures T < 50K and energy splittings χ ≪ kBT ,
mixing between two states with the same spin ms can occur through the two-phonon Raman process, illustrated
in Figure 5.2(a). The probability of such mixing occurring between two excited states before decay scales with
temperature as

Pxy(T ) = Pyx(T ) ≈
1

1 + 1
CT 5

, (5.4)

for energy splittings χ≪ kBT , and with C = (9.2± 0.5) · 10−7 K−5. All allowed mixing between excited states
is illustrated in Figure 5.2(b) [18,29].

Figure 5.2: (a) Example of the two-phonon Raman process occurring between |Ex,y⟩ for χ ≪ kT , resulting in
mixing between the two states. (b) Allowed transitions between the symmetry states at low temperature (LT),
resulting in the net states at room temperature (RT). (c) Three-level model used to estimate the rate of mixing
between two excited states. Image taken from [18]
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5.3 Computational Model
5.3.1 Numerical simulation

For each external field input, the eigenstates and eigenenergies are found numerically by solving the Hamiltonian
in matrix form. That is, we write the Pauli and spin-1 operators as

σ̂x =

[
0 1
1 0

]
σ̂y =

[
0 −i
i 0

]
σ̂z =

[
1 0
0 −1

]
(5.5)

Ŝx =

0 1 0
1 0 1
0 1 0

 Ŝy =

0 −i 0
i 0 −i
0 i 0

 Ŝz =

1 0 0
0 0 0
0 0 −1

 , (5.6)

and σ̂i ⊗ Ŝj is taken as the Kronecker product of the two matrices, forming six-by-six matrices in the molecular
orbit and spin (MO) basis Ems

x,y , giving the eigenstates in the basis
[
E+

x , E
+
y , E

0
x, E

0
y , E

−
x , E

−
y

]
. However, for

cyclicity computations the symmetry basis, [E2, E1, Ex, Ey, A1, A2], is required, as this basis defines the excited
state decay characteristics. The symmetry basis functions are obtained from the MO basis functions as follows
[4],

ϕE2 =
1√
2

(
ϕE+

x
− iϕE+

y

)
ϕEx = ϕE0

x
ϕA1 =

1

2

(
ϕE+

x
+ iϕE+

y
+ ϕE−

x
− iϕE−

y

)
(5.7)

ϕE1
=

1√
2

(
ϕE−

x
+ iϕE−

y

)
ϕEy

= ϕE0
y

ϕA2
=

1

2

(
ϕE+

x
+ iϕE+

y
− ϕE−

x
+ iϕE−

y

)
. (5.8)

Furthermore, when applying a perpendicular strain or electric field, the angle θ of this field changes the Ex,y

eigenstates accordingly. To ease analysis, the effect is eliminated by rotating along in our picture,

ϕEθ
x
= cos(θ/2)ϕEx

+ sin(θ/2)ϕEy
(5.9)

ϕEθ
y
= − sin(θ/2)ϕEx + cos(θ/2)ϕEy . (5.10)

For the remainder of this work, Eθ
x,y is implied when writing Ex,y. From the superpositions principle, the

Hamiltonian eigenstates can be transformed in the same fashion, by rewriting the transformation to matrix
form as

T =


1/
√
2 −i/

√
2 0 0 0 0

0 0 0 0 1/
√
2 i/

√
2

0 0 cos(θ/2) sin(θ/2) 0 0
0 0 − sin(θ/2) cos(θ/2) 0 0
1/2 i/2 0 0 1/2 −i/2
1/2 i/2 0 0 −1/2 i/2

 . (5.11)

It is important to discern between the zero-field symmetry functions and the Hamiltonian eigenstates. When
discussing the excited states at nonzero fields, it is customary to name the eigenstates according to the symmetry
state they are perturbed from. Concretely, when discussing eigenstate compositions ϕi implies the symmetry
state, while |i⟩ implies the perturbed eigenstate.

5.3.2 Tracking states over high fields

A high electric and magnetic fields, significant mixing and (avoided-)level crossings make it nontrivial to deter-
mine what eigenstate corresponds to which symmetry state. To this end, determining the sorting is performed
by two distinct algorithms.

For smaller perturbations, the algorithm used by [20] is applied, which sorts the eigenstates by matching them
to the symmetry states one-by-one, in order of largest eigenstate amplitude. Specifically, the row and column
of the largest amplitude in the eigenvector is found, and the respective eigenstate is connected to the respective
symmetry state of that row and column, after which that row and column are cleared and the step is repeated.
This method is only valid when all eigenstates still have a majority overlap with their corresponding symmetry
state.

For more significant mixing a proprietary algorithm is applied, which tracks the eigenenergies over the looped
parameter. If two neighbouring energies cross or change from converging to diverging, their states are flipped.
Although the algorithm suffices within the context of the simulations presented in this thesis, it should be noted
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that the algorithm is not generally valid, and the switch between the two algorithms is currently performed at
a hardcoded strain threshold. Implementation of a more elaborate or elegant algorithm is recommended in case
of expanded use of the model for investigating high-field excited-state behaviour.

5.4 Cyclicity
5.4.1 Spin-flip probability

To turn the excited state decay properties into a value for cyclicity, we define the concept of spin-flip probability
pflip: the probability for an excited state to decay back to a ground state with a different spin value ms

[18]. This is the crucial parameter in cyclicity: a zero spin-flip probability means infinite cyclicity and vice
versa. Specifically, we can define cyclicity as 1 − pflip: the probability to decay back to the same ground
state after an excitation. Assuming excitation of only a single spin ground state, the value of pflip determines a
geometric distribution of the probability to remain in the original spin state for exactly k excitations: Pcycle(k) =
(1− pflip)

k−1pflip. This additionally determines the mean number of excitations before a spin flip, which in case
of a geometric distribution equals ⟨ncycle⟩ = 1/pflip.

Figure 5.3: Decay paths of the first excited states, with the possible decay paths shown. All excited states show
direct decay to their corresponding ground state. The |A1⟩ and |E1,2⟩ states additionally decay to the singlet
states with branching ratio kiS. The singlet states decay to the ground states with branching kS0,1.

Singlet decay, field-induced state mixing and temperature-induced state mixing together define the spin-flip
behaviour of an excited state. First, let us rewrite the singlet decay in terms of branching ratios into and out
of the singlet states,

kA1

S =
ΓA1

S

ΓA1

S + ΓA1
1

≈ 0.55 (5.12)

k
E1,2

S =
Γ
E1,2

S

Γ
E1,2

S + Γ
E1,2

1

≈ 0.38 (5.13)

kS0 ≈ 0.8 (5.14)

kS1 ≈ 0.2, (5.15)

as defined in Figure 5.3. We then find the following spin flip probabilities for all excited states,

pflip (|A1⟩) = kA1

S kS0 ≈ 0.44 (5.16)

pflip (|E1,2⟩) = k
E1,2

S kS0 ≈ 0.31 (5.17)
pflip (|A2⟩) = 0 (5.18)

pflip (|Ex,y⟩) = 0 (5.19)

However, we are ultimately interested in the spin flip probabilities for perturbed eigenstates. Writing the
composition of a state in the symmetry basis |ψ⟩ ≡ c⃗ =

[
cE2

, cE1
, cEx

, cEy
, cA1

, cA2

]T ≡ [c1, c2, c3, c4, c5, c6]
T ,
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the spin flip probabilities for ms = 0 and ms = ±1 can be written as

p0flip(|ψ⟩) =
(
|c1|2 + |c2|2

)
(1− k

E1,2

S kS0 )

+ |c5|2(1− kA1

S kS0 )

+ |c6|2,

(5.20)

p±1
flip(|ψ⟩) =

(
|c1|2 + |c2|2

)
k
E1,2

S kS0

+
(
|c3|2 + |c4|2

)
+ |c5|2kA1

S kS0

= 1− p0flip(|ψ⟩).

(5.21)

The effects of nonzero temperature can now be included into the spin flip value as a linear combination of the
different terms, according to the mixing rates discussed in the previous section,

pflip(|E1/2⟩) = (1− 2Pxy)p
±1
flip(|E1/2⟩) + Pxyp

±1
flip(|A1⟩) + Pxyp

±1
flip(|A2⟩) (5.22)

pflip(|Ex/y⟩) = (1− Pxy)p
0
flip(|Ex/y⟩) + Pxyp

0
flip(|Ey/x⟩) (5.23)

pflip(|A1/2⟩) = (1− 2Pxy)p
±1
flip(|A1/2⟩) + Pxyp

±1
flip(|E1⟩) + Pxyp

±1
flip(|E2⟩). (5.24)

It should be noted that these mixing rates are only valid at low electric or magnetic field strengths: due to
mixing between states with different ms values, the mixing rules presented in Figure 5.2(b) strictly do not apply
anymore. However, the setup discussed in this thesis should operate at liquid helium temperature T = 4.2K,
where temperature effects are close to negligible. Hence, a more detailed temperature model was deemed outside
the scope of this work. In case the model will be used for higher temperatures, the overlap in ms value between
excited states should be used to determine mixing instead.

5.4.2 Photon emission

The number of photons emitted by a transition during continuous driving is strongly linked to cyclicity. For an
ideal transition with unit probability to emit a photon during decay, the mean number of emitted photons is
equal to the mean number of cycles before a spin flip ⟨ncycle⟩, which in turn is precisely equal to the inverse of
the spin flip probability,

⟨ncycle⟩ =
1

pflip
. (5.25)

For a complete picture of non-ideal state, both the probability of non-radiative decay back to the correct ground
state and radiative decay to the wrong ground state are taken into account,

⟨nphoton⟩ = pphoton | no flip⟨ncycle⟩+ pphoton | flip. (5.26)

Similarly to the spin-flip probability derivation above, the probability for a visible photon to be emitted given a
decay event equals the fractional term of direct decay or singlet decay, respectively. That is, at zero temperature,

p0photon | no flip(|ψ⟩) =
(
|c3|2 + |c4|2

)
1− p0flip

(5.27)

p0photon | flip(|ψ⟩) =
(
|c1|2 + |c2|2

)
(1− k

E1,2

S ) + |c5|2(1− kA1

S ) + |c6|2

p0flip
(5.28)

p±1
photon | no flip(|ψ⟩) =

(
|c1|2 + |c2|2

)
(1− k

E1,2

S ) + |c5|2(1− kA1

S ) + |c6|2

1− p±1
flip

= p0photon | flip (5.29)

p±1
photon | flip(|ψ⟩) =

(
|c3|2 + |c4|2

)
p±1
flip

= p0photon | no flip. (5.30)

For nonzero temperatures, the same extension as presented in the previous section can be applied.
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5.4.3 Single-shot readout fidelity

Readout fidelity is defined by the probability to detect at least one photon when in the ‘bright state’ |0⟩, written
as F0, and no photons when in the ‘dark state’ |±1⟩, written as F±1. The total readout fidelity is the mean of the
two partial fidelities, F = 1

2 (F0 + F±1). The cyclicity model does not take into account any effect which could
generate unwanted light in the dark state, so no light in dark state is assumed, F±1 = 1. Then, the maximum
fidelity is limited by probability not to detect any photons when in the bright state: F0 = 1 − pno photon. The
photon distribution follows a geometric distribution. Such a distribution with mean λ has zero-probability
p(0) = e−λ, so we find the ideal fidelity readout as

F = 1− 1

2
e−⟨ndet

photon⟩, (5.31)

with ⟨ndet
photon⟩ the mean number of detected photons during a single excitation. This value is related to the

number of emitted photons by the photon detection efficiency, ηdet, as ⟨ndet
photon⟩ = ηdet⟨nphoton⟩.

5.4.4 Spin-photon correlation

Spin-photon correlation is also defined by spin-flip probability, but now selected on receiving a photon. Ideally
for spin-photon entanglement, if photon a photon is emitted, then the qubit is found in the bright ground state.
Note that the current model does not take into account accidental excitation when in the dark ground state, so
only the driven state is taken into account. An error can only error when a photon is emitted, but a spin flip
also occurs. That is,

SPcorr0,±1(|ψ⟩) = 1− p0,±1
photon | flip(|ψ⟩). (5.32)

Whats more, if strict frequency filtering is applied (more strict than the ground state splitting), then erroneous
photons are always filtered out. In that case, the model predicts perfect spin-photon correlation, with the only
downside being a decrease in photon rate. However, it should be noted that a drop in fidelity can still be en-
countered if multiple attempts at spin-photon entanglement are performed sequentially without reinitialisation,
allowing a spin flip to occur during one of the later pulses.

5.5 Simulation predictions
The implementation of the model can simulate over any of the three degrees of freedom of the three fields
χ⃗, E⃗, B⃗ with effect on the potential introduced in Equation 5.2, as well as temperature T . Due to the NV
centre’s symmetry axis in the z direction, the model is simulated in cylindrical coordinates for improved insight,
meaning we get the following degrees of freedom, [Fz, F⊥, θF⊥ ] for the fields F̂ = χ,E,B. The strain and electric
field have the same impact, but can be set and/or swept separately. The terms will be used interchangeably in
the remainder of this work.

As shown in Figure 2.1(c,d) introducing the NV centre’s energy levels over external fields, perpendicular
strain/electric field E⊥ and parallel magnetic field Bz are most relevant to an NV centre’s behaviour. Strain
is naturally occurring and can be adjusted using DC Stark tuning. While the parallel electric field component
only shifts all transition energies together, the perpendicular field has a significant impact on the excited state
behaviour. Furthermore, the angle of the strain has an impact on the specific state mixing due to the finite
rotational symmetry of the NV centre.

Meanwhile, while not naturally present, a nonzero parallel magnetic field Bz is generally applied to the NV
centre by design. This, in the first place, is to lift the degeneracy of the ms = ±1 ground states for qubit
operation, though it requires only a small field of tens of Gauss. Secondly, it is done to achieve control over
C13-spins in the environment, for which higher fields in the range of Bz = 1000−2000 Gauss are used to achieve
higher coherence times [20]. Understanding the impact on cyclicity of these high magnetic fields is therefore also
relevant. Perpendicular magnetic field is undesirable as it induces spin mixing in the NV ground state of the
eigenstates, thus fields in that direction are specifically tuned to zero for experimental purposes and therefore
not considered in this work [20].

5.5.1 Perpendicular electric field

The simulated eigenstate energies as a function of perpendicular electric field or strain are shown in Figure
5.4a. These energies have been studied for decades [24], and will therefore not be discussed in detail here.
For readout, it is relevant to note that the |Ey⟩ state crosses the |E2,1⟩ states at around χ⊥ ≈ 7.5 GHz and
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Figure 5.4: Impact of perpendicular strain on excited states. (a) energies over strain, showing energies splitting
with increased strain. The dashed orange lines show the apparent locations of the ms = 0 excited states relative
to the ms = ±1 states as measured, which includes the NV ground state splitting. The |Ey⟩ line crosses the
|E2,1⟩ lines at roughly 7.5GHz and 16GHz, respectively. (b) Eigenstate compositions over strain viewed in the
symmetry basis, at the strain angle θ = 45◦. The dips in |Ey⟩ purity and |E1,2⟩ purity correspond to the energy
crossings of the respective states. (c) Minimum energy splitting between |Ey⟩ and |E1,2⟩ as a function of strain
angle. Curves follow a sinusoidal shape with half period 120◦, offset by 60◦. (d) Overlap of the |Ex,y⟩ eigenstates
with their corresponding symmetry functions ϕEx,y

over strain and angle. Two bands of decreased overlap are
observed for |Ey⟩ at its energy crossings, while |Ex⟩ overlap always remains above 98%.

χ⊥ ≈ 16 GHz, respectively, whereas the |Ex⟩ does not cross any other lines. Indeed, as shown in Figure 5.4a,
|Ex⟩ stays nearly completely pure over strain, whereas |Ey⟩ fully mixes with |E2,1⟩ at the crossings. This mixing
has a detrimental effect on |Ey⟩ cyclicity, as will be shown further on in this section. Significant mixing also
occurs between all the ms = ±1 states, and especially between |E1,2⟩, which become almost fully mixed at
strain levels over a couple GHz. Although outside the scope of this thesis, it predicts that |E1,2⟩ should lose
their distinct ms = +1,−1 coupling at higher strain levels.

The angle the perpendicular strain makes relative to the diamond lattice does not have a direct impact on
the NV centre’s excited state energy levels. Instead, it changes the interaction strengths between the different
eigenstates. In particular, as shown in Figure 5.4c, the strain angle fully defines the interactions between |Ey⟩
and |E1,2⟩, behaving as two precisely out-of-phase absolute sinoids with a half-period of 120◦. For common
strain regimes around a couple GHz, it means that the strain angle has a large impact on the purity of the |Ey⟩
eigenstate, and hence its usability. A detailed view of |Ex,y⟩ purity, that is, the overlap between eigenstate and
its corresponding zero-field symmetry state ϕEx,y

, is plotted in Figure 5.4d as a function of strain and angle. In
the right plot, showing the purity of |Ey⟩, the crossings with |E1,2⟩ are clearly visible as bands of 50% purity.
For any angle except precisely 0◦ and 60◦ (mod 120◦), the purity drops to 50%; only the width in strain of the
drop changes. The left plot, showing |Ex⟩ purity, shows that this eigenstate remains relatively pure over strain
and angle, with a purity ranging between 98.0−99.8% at χ = 20 GHz, depending on strain angle. This angular
dependency is attributed to |Ex⟩− |A1⟩ interaction, with a suspected similar angular dependence in interaction
strength as |Ey⟩ − |E1,2⟩.
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5.5.2 Parallel magnetic field

The eigenstate energies over strain, but now with an added parallel magnetic field Bz are shown in Figure 5.5b.
The |Ex,y⟩ energies do not change, while the |E1,2⟩ and |A1,2⟩ pairs move apart in energy. In Figure 5.5c it can
be observed that the magnetic field changes which energy levels cross, and what strain level: at Bz ≈ 200 G,
the |Ey⟩ − |E1⟩ crossing disappears; at Bz ≈ 700 G, |A1⟩ starts crossing |Ex⟩; at Bz ≈ 1300 G, |E2⟩ has moved
up in energy such that it now crosses |Ex⟩ instead of |Ey⟩; and finally, at Bz ≈ 1900 G, |E2⟩ and |A1⟩ cross.
At even higher magnetic fields, |A1⟩ will switch to crossing |Ey⟩, but that is outside the general magnetic field
regime applied to NV centres.

In Figure 5.5b, the eigenstate compositions at and up to Bz = 1000 G are shown. Most notable are the
shifting strain levels at which the eigenstates cross, especially the new crossing between |Ex⟩ and |A1⟩. Whereas
without magnetic field the |Ex⟩ state remains almost completely pure over strain while |Ey⟩ mixes, it is now
strain and magnetic field dependent which state is more pure. This should be taken into account when increasing
or changing magnetic field regime. Furthermore, compared to zero magnetic field, the |E1,2⟩ states become more
pure, while the |A1,2⟩ states become more mixed. It is claimed that at higher magnetic fields, the molecular
orbit basis more accurately reflects the eigenstates [20], although deeper analysis is outside the scope of this work.

Finally, analysis of the splitting |Ey⟩ − |E2⟩ and |Ex⟩ − |A1⟩ over angle and magnetic field strength, shown
in Figure 5.5d, reveals that the angular dependence of the interaction changes with magnetic field: the former
converges to a consistently present interaction term before for higher magnetic field, while the latter maintains
its dependence and even changes sign direction at towards Bz = 2000 G. The |Ey⟩ − |E1⟩ interaction shows the
same behaviour as |Ey⟩ − |E2⟩, while the |Ex⟩ − |E2⟩ interaction does not show an angular dependence. Hence,
it is strongly dependent on exact conditions whether strain angle is important, though a full analysis is deemed
outside the scope of this work.

5.5.3 Cyclicity

Using the eigenstate compositions computed in the previous two sections, the resulting spin-flip probability of
all eigenstates over strain and magnetic field are computed and shown in Figure 5.6a. As expected, it shows
high cyclicity for the ms = 0 states |Ex,y⟩ everywhere except around energy crossings, and low cyclicity for the
ms = ±1 states everywhere except for |A2⟩ at zero strain and magnetic field. This reconfirms the common use
of the states for state readout and spinpumping, respectively. The divergent cyclic behaviour and possible uses
of the |A2⟩ state at low fields are not discussed further in this work.

To show the strain angular dependence of cyclicity at low magnetic fields, the range of cyclicity values over
strain angle are shown in Figure 5.6b for zero magnetic field and strain up to χ = 10 GHz, split by ms. It
should be noted that strain regimes higher than this value are rarely encountered or applied, and are therefore
excluded for the remainder of this discussion. Firstly focusing on the ms = 0 readout states, the cyclicity of
|Ex⟩ always remains above 99.5%, and depending on strain angle continues hovering around 99.9% cyclicity up
to χ = 10 GHz, meaning near-ideal behaviour. The cyclicity of |Ey⟩ on the other hand, while starting at the
same cyclicity for zero strain, deteriorates to below 90% cyclicity at a strain of > 7.5GHz for even its most ideal
angle; a twenty to hundred fold decrease in cyclicity compared to |Ex⟩. Moreover, for non-ideal strain angles,
the cyclicity drops down to as low as 60% around the |E2⟩ crossing at 7.5 GHz. Irrespective of strain angle,
the dip drops to the same value due to perfect mixing at the crossing; only the width of the dip changes with
strain angle. Furthermore, the |Ey⟩ − |E2⟩ crossing is similarly visible in the cyclicity of the ms = ±1 states,
where the |E2⟩ shows a comparable strain angle dependent dip in cyclicity as |Ey⟩. Generally, the |E1,2⟩ and
|A1⟩ transitions all three maintain low cyclicity irrespective of strain angle, making the strain angle irrelevant
for normal operation. Finally, the highly cyclic behaviour of the |A2⟩ transition at low strain is maintained
irrespective of strain angle.

We continue the cyclicity discussion with resulting mean photon counts ⟨nphoton⟩ for only the readout tran-
sitions |Ex,y⟩, as the other transitions are not generally used as such. The resulting ⟨nphoton⟩ values at zero
magnetic field are shown in Figure 5.6c, for strain up to χ = 10 GHz and a halfway strain angle of 20◦. Addi-
tionally, the effect of sample temperature on mean photon count is included, for temperatures up to T = 20 K.
Although not shown, the photon probability per cycle always remains close to unity, except near the |Ey⟩−|E2⟩
crossing, yet even there it stays around 80%. Consequently, viewing the mean photon number as the inverse of
the spin-flip probability is a valid approximation in most practical situations, though the figures all show data
from the full computation. Note that all values presented in this section are the number of emitted photons,
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Figure 5.5: Impact of parallel magnetic field on excited states (a) Excited state energies as a function of strain,
for a magnetic field strength of Bz = 2000 G (solid) and Bz = 1000 G (dotted). The shaded area indicates the
energy shifts compared to zero magnetic field strength. (b) Eigenstate compositions over strain for a magnetic
field strength of Bz = 1000 G (solid lines), and the shift compared to zero magnetic field (shaded area). Compared
to zero magnetic field, the |Ey⟩−|E2⟩ crossing has moved to lower strain, the |Ey⟩−|Eq⟩ crossing has disappeared
and a new |Ex⟩ − |A1⟩ crossing has appeared. The |E1,2⟩ states remain more pure over strain, while the |A1,2⟩
statesmix more significantly. (c) Strain levels at which specific energy crossings occur, given a magnetic field
strength. Above Bz ∼ 150 G and below Bz ∼ 700 G, no energy crossings exist between |Ex⟩ / |A1⟩ and |Ex⟩ / |A1⟩,
respectively. (d) Energy splittings |Ey⟩ − |E2⟩ and |Ex⟩ − |A1⟩ as a function of strain angle, for increasing
magnetic field strength. A decrease in angular dependence with magnetic field is observed for the former, while
an increase and reversal in angular dependence is observed for the latter.

not the number of detected photons. Photon detection efficiency is highly setup dependent, and is assumed
around 5% for this discussion. For sufficient readout fidelity, a mean photon detection count in the order of
⟨ndet

photon⟩ ∼ 10 is generally desirable, meaning a minimum emission of nphoton > 100.

At zero strain and zero temperature, the mean photon count starts at the same value of ⟨nphoton⟩ ≈ 350
for both |Ex⟩ and |Ey⟩, but diverges towards several GHz strain. For all temperatures, |Ey⟩ counts quickly drop
to an unusably low level around 3-4GHz of strain. Conversely, |Ex⟩ counts actually rise with increased strain
at low temperature, and maintain a usable level over the entire strain range. Only with temperature do |Ex⟩
counts drop as mixing increases, with higher strain levels becoming less usable with temperature. Low strain
levels, however, counts always remain usable.

At higher magnetic field, the situation changes significantly. While |Ey⟩ behaviour is limited by crossings
at low magnetic field, the crossings shift away when increasing the magnetic field strength, as was shown in
Figure 5.5c. At higher magnetic fields, it is actually the |Ex⟩ transition whose behaviour is limited by crossings,
particularly around Bz ∼ 1500− 2000 G; the magnetic regime commonly used for C13-spin control. As seen in
Figure 5.6d, at the common strain levels around a few GHz, the |Ex⟩ transition becomes unusable. It is then
precisely the |Ey⟩ transition which becomes more usable, though an undesirable regime exists around Bz ∼ 1500
G and low strain where both transitions are unusable. Opposite to low magnetic field, higher strain regimes
provide higher cyclicity at high magnetic field.
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Figure 5.6: Excited state cyclicity predictions over perpendicular strain and parallel magnetic field. (a) Predicted
cyclicity for all eigenstates as a function of perpendicular strain and parallel magnetic field, for a set angle
θ = 30◦. The increases in spin-flip probability correspond to energy crossings. (b) Range of possible cyclicities
over strain angle, for the ms = ±1 states and ms = 0 states, respectively, at zero magnetic field. The decrease
in |Ey⟩ and |E2⟩ cyclicity corresponds to their energy crossing. (c) Predicted mean number of photons for |Ex,y⟩
over strain and temperature, at θ = 20◦ and Bz = 0 G. At zero strain, the photon count is precisely equal for
both states. (d) Predicted mean number of photons for |Ex,y⟩ over strain and magnetic field, at θ = 30◦ and
T = 0 K.

The model and code allow for rapid investigation into these topics, which is advised for future setups applying
high magnetic fields.

5.6 Known limitations
As this model focuses on the impact of external parameters on excited state cyclicity, a number of physical
effects related to driving the transitions were not included in the model for clarity and time. Additionally, a
number of further uncertainties and omissions are known to the author. The full list of known limitations is
shown below:

• Ground state energy splitting |0⟩ − |±1⟩: beyond energy crossings in the excited state, the difference in
energy between the ground states can additionally create crossings in transition energies, such as around
χ⊥ = 3.5 GHz for low magnetic field, when the |0⟩ → |Ex⟩ and |±1⟩ → |A1⟩ energies cross. This makes
selective driving of the transitions impossible there.

• Homogeneous and power broadening: closely linked to the previous point, the lines of the transitions are
not infinitesimally small. This means that off resonant laser light may still excite a transition.

• Distinction between ms = +1 and ms = −1: at zero strain or high magnetic field, the |E1,2⟩ excited states
are selective to precise spin, both in excitation and decay [19]. For more advanced simulations, this may
be important to take into account.
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• Light polarisation: the different excited states have different polarisations, ranging from linear to circular.
Moreover, excited state mixing will change the effective polarisations. This needs to be taken into account
when driving a transition.

• Approximate temperature mixing computation: as mentioned in the main text, the temperature mixing
computation is only accurate at low mixing rates; higher mixing rates would require a more elaborate
algorithm taking the inner product between state vectors. Furthermore, the mixing equation is only valid
over a limited temperature and energy difference range. A more advanced model is required for continued
predictions at temperatures well above T = 4 K.

• Uncertainty in kS0/1: the best known literature value for the singlet branching ratio at low temperature
has a large error bar, while it has a large impact on cyclicity calculations. For more accurate predictions,
this value should be measured more accurately. Moreover, it is unknown whether the branching ratio has
a strain or magnetic field dependence.

• Unknown stability of singlet branching over external fields: similar to the last point, the excited state
decay rate into the singlet states is dependent on overlap in eigenfunctions between the triplet and singlet
states, which may cause a dependence on strain and magnetic field. This possible dependence should be
measured for a more accurate insight.

• No uncertainty calculation in model output: no attempt has been made to transform the uncertainties in
the model’s input parameters to the model’s outputs. Due to the eigenstate solver step between the input
and output values, a direct computation is not feasible. Hence, a Monte Carlo simulation is proposed.
The implementation of such a simulation is outside the scope of this work, but advised for continued use
of the model.
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6 Experimental Methods
This chapter details the measurements performed for the validation of the cyclicity model described in Chapter
5. The chapter is split up into two parts: first, common NV centre operations are described, which are required
for the second part describing the specific measurements to verify the cyclicity model, which will be executed
in Chapter 7.

6.1 Common NV operations
The section lists a number of common operations to control NV centres, and which are required for model
verification measurements. The measurements are not discussed in detail; they are mostly explained for ac-
knowledgement, clarification and referencing.

6.1.1 Strain tuning

It is often desirable to change the NV centre’s strain for experiments, particularly perpendicular strain in the
case of this work. This is generally achieved through DC Stark tuning by applying a constant voltage across
the NV centre, which induces a perpendicular electric field across the NV and thus provides effective strain. A
crucial downside of this form of strain tuning, is that no green repumping can be used when a voltage is present,
as it permanently shift charges in the environment [30]. Instead, resonant yellow repumping is required, which
requires active feedback to keep the yellow laser light on resonance with the ionisation transition.

6.1.2 Linescan

A common way to find the precise excited state transitions is to perform a sweep over a wide range of frequencies,
and to see at which frequencies the NV centre responds with light emission. Figure 6.1 shows the diagram of
such a linescan for yellow repumping. It is important to note that the yellow laser may drift off resonance during
the sweep, in which case the signal is lost after an ionisation event.

Figure 6.1: Diagram showing the operations for a linescan. At every frequency step, the NV is deionised with
a yellow laser pulse, after which the readout laser is fired while checking the PSB APD for counts. This shows
a high level of counts when on resonance with one of the ms = 0 eigenstates. Continuous microwave driving
can be added alongside to also reveal ms = ±1 transitions. This process is repeated a number of times for each
frequency step to get sufficient photon statistics.

6.1.3 Charge-resonance check

Before starting any experiment, it is important to make sure that that the NV centre is in the correct charge
state and that the lasers are on resonance with their respective transitions. These two operations are performed
together in a Charge-Resonance (CR) check. A diagram showing the operations for both green and yellow
repumping is shown in Figure 6.2.
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Figure 6.2: Diagram showing the process of CR checking, which is performed before starting a measurement.
Image taken from [8]. During a charge-resonance check, first the repumping laser is fired, which should bring
the NV to the negative charge state if it was ionised. Afterwards, the spinpump and readout laser are fired
simultaneously. If both lasers are on resonance, this should continuously excite the NV, emitting many photons
in the process. The photons detected in the PSB during this resonance check determine the next step, according
to two thresholds. If the photon count exceeds the ‘hard’ threshold, the NV is deemed on resonance and the
actual measurement is started. If the counts fall in between the ‘soft’ and ‘hard’ threshold, the NV is deemed off-
resonant but not ionised, and the resonance check is repeated. If the counts are below the ‘soft’ threshold, the NV
is deemed ionised and repumping is initiated. To keep the lasers on resonance, the readout laser frequency –and
yellow laser frequency in case of yellow repumping– are swept up and down during their driving. The counts as
a function of laser frequency as then used to generate an error signal and fed back to the laser frequencies. The
spinpump transition generally does not require this feedback mechanism due to the wider ms = ±1 transitions
and higher laser powers.

6.1.4 Single-shot readout

One of the most important operations on an NV centre is to determine its electronic spin state. The cyclicity
of the ms = 0 transitions allows for single-shot readout of the spin state, meaning a high probability to discern
between |0⟩ and |±1⟩ for single state by driving one of the ms = 0 transitions and checking for a photonic
response. Detecting no photons implies a ‘dark’ ms = ±1 state, and receiving at least one photon implies the
‘bright’ ms = 0 state. It is important to know and optimise the fidelity of this process, the calibration of which
is detailed in Figure 6.3.

(a) (b)

Figure 6.3: Diagram showing single-short readout (SSRO) calibration procedure, split into bright and dark
calibration. (a) Calibration of the bright state readout. The spinpump pulse initialises the state |0⟩. Afterwards,
the readout laser is driving while collecting photons in the PSB. This procedure is repeated multiple times to
generate the bright fidelity: the probability over time to detect at least one photon. (b) Calibration of the dark
state readout. A similar procedure to (a), but after initialisation to |0⟩ the state is now flipped to |±1⟩ using
a microwave pi-pulse. Now the fidelity is the probability to detect no photons over time. The optimal readout
pulse time is extracted as the time with the highest average fidelity.
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6.1.5 Optical pi-pulse

For entanglement generation, it is crucial to be able to send out single-photons, correlated with the NV spin
state. These are ideally generated by instantly flipping the spin state to a bright excited state when in |0⟩,
which will decay back to |0⟩ with high probability under emission of a photon. Practically, the challenge is to
make the a short pulse with the correct energy to precisely rotate to the excited state. While the discussion of
shaping the pulse using AOM and EOM timing is outside the scope of this work, the important part is that
the pulse shape is tuned separately, with the remaining parameter the height of the peak. The procedure to
optimise the power is detailed in Figure 6.4.

Figure 6.4: Diagram showing the procedure to calibrate an optical pi-pulse. The spin state is first pumped to the
|0⟩ state, and excited with the optical pi-pulse, while monitoring the counts in the PSB through the timetagger
and integrating the photon counts in the exponential light decay tail after the pulse. This process is repeated
multiple times for each optical pi-pulse power and for multiple powers. The power with the highest mean photon
count in the tail is selected.

6.2 Cyclicity model verification
One of the main goals of this thesis project is to verify the predictions made by the cyclicity model presented in
Chapter 5. This will be done in a two-pronged approach, as a function of perpendicular strain. Firstly, |Ex,y⟩
cyclicity will be measured through mean emitted photon number, and compared to the model’s predictions.
This should provide a direct check of the model’s predictive ability for the states where cyclicity is most crucial.
Secondly, the aspect of the model with the largest uncertainty will be verified: the singlet branching ratios.
The literature value for the branching ratio out of the singlet states has a notably large uncertainty, while for
both branching into and out of the singlet states it is unknown whether a strain dependence is present. These
branching ratios will be measured for the |E1,2⟩ state, the results of which can then be fed back into the model
for improved accuracy. The two measurements are discussed in detail below

6.2.1 Cyclicity measurements

In the high-cyclicity limit, valid for |Ex,y⟩, the cyclicity of a state can be found through its mean number of
emitted photons before a spin flip, ⟨nphoton⟩ ≈ pflip. In practice, where not emitted photons can be detected,
this mean emitted photon count can be found through the mean detected photon count before a spin flip, and
the probability to detect an emitted photon, ⟨nphoton⟩ = ⟨ndet

photon⟩/ηdet. To find the excited state cyclicity, these
two values will be measured. The mean detected photon number ⟨ndet

photon⟩ can be extracted from the bright part
of a single-shot readout calibration, i.e. with the scheme shown in Figure 6.3a. If the readout calibration is per-
formed with sufficient power to fully pump away the state, the state readout is precisely equivalent to cycling one
of the ms = 0 transitions and collecting its emitted photons until the state flips. Specifically, the countrate decay
curve should follow Figure 6.5c: an exponential decay with possible background, R(t) = R0(1 − exp(−t/τ)).
The desired photon count signal is found as the area under the exponential decay without background, i.e.
⟨n⟩ = Aτ . When the same procedure is repeated for the dark state measurement, it can additionally be checked
whether the state was fully spinpumped to |0⟩: if an exponential decay is visible in that measurement, the
initialisation was likely imperfect.

The more complex measurement is to find the photon detection efficiency ηdet. A procedure is presented
which extracts this value from SSRO calibrations as well, initially presented in [18]. This method applies the
fact that the instantaneous photon emission of the excited state population always equals 1/(12.3 ns). In case
of non-perfect cyclicity the excited state population quickly decays, but the zero-time brightness R0 remains
unaffected. The second crucial realisation is for saturated steady-state driving, always half of state is excited.
Hence, we expect a brightness of half the theoretical maximum rate for saturated driving, and we want to
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measure this saturation rate: the detection efficiency is the fraction of ideal saturation rate, η = 2Rdet
sat/Rsat.

For non-saturated driving powers, the zero-time rate should follow a saturation curve, R = Rmax/(1 + P/Psat),
see Figure 7.2c. Hence, we can find the saturation rate by performing multiple SSRO calibrations over different
readout laser powers, as illustrated in Figure 6.5b, find their zero-time countrates, and fit a saturation curve to
the countrate to find the saturate rate and hence the detection efficiency.

(a) (b) (c)

Figure 6.5: Mean photon emission figures. (a) Mean NV photon detection profile under constant driving. Fitting
an exponential decay with constant background to the curve allow expraction of the mean emitted photon counts,
as the surface below the decay curve excluding background. (b) Photon detection efficiency measurement: the
countrate decay of the bright state is measured for multiple different readout powers. The instantaneous zero-
time countrates should follow a saturation curve. (c) Expected countrate saturation curve, following R(P ) =
Rsat/(1 + P/Psat).

6.2.2 Branching ratio

The branching ratios into and out of the singlet states can be determined by directly measuring the excited
state decay rate into the singlet state on one hand, and measuring the total spin-flip probability on the other.
The singlet branching ratio out of the singlet state can then indirectly be computed. To measure the branching
ratio into the singlet states, we use the fact that the decay rate into the singlet states directly influences the
corresponding excited state’s lifetime, according to Equation 5.3. The branching ratio into the singlet states can
then be computed as ksinglet = 1− τNV/τmeas. We can directly measure the excited state lifetime to derive the
ratio, using an optical pi calibration: the decay in brightness after an optical pi-pulse is precisely determined
by the lifetime of the excited state. To that end, we need to be able to perform and calibrate and optical
pi-pulse on a ms = ±1 excited state, the process of which is detailed in Figure 6.6a. To measure the excited
state lifetime decay, the optical pi-pulse calibration can be rerun at a single (ideally optimal) power for many
iterations, such that a single exponential decay curve can be fit to the tail counts.

(a) (b)

Figure 6.6: Singlet branching ratio measurements. (a) Diagram showing the process to perform an optical pi-pulse
calibration on a spinpump transition, rather than a readout transition. The process is identical to that shown in
Figure 6.4, except for the addition of a microwave pi-pulse before the optical pi-pulse, and the laser on which the
optical pi-pulse is performed. Note that the spinpump transitions have a high spin-flip probability, so M must
remain low. (b) Spin-flip probability measurement for low cyclicity states. For short τ (8 ns ≪ τ ≪ 371 ns), it
is possible to measure the direct spin-flip probability, while for long τ (τ ≫ 371 ns) it is possible to extract the
total spin-flip probability.

For branching out of the singlet, we want to measure the net spin-flip probability from |E1,2⟩ to |0⟩. With the
branching ratio into the singlet state known from the previous measurement, this immediately gives a value for
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for the singlet branching ratio. To actually measure the spin-flip probability, we perform a SSRO calibration,
but with a third run where an additional optical pi-pulse is performed between initialising to |±1⟩ and readout,
see Figure 6.6b. When performing the readout block long after the optical pi-pulse (i.e. τ ≫ 371 ns), this result
can be compared to the bounds set by a normal SSRO, to get a direct measure for the net spin-flip probability.
To remove the influence of direct |E1,2⟩ to |0⟩, we could additionally measure a short time after the optical
pi-pulse (τ (8 ns ≪ τ ≪ 371 ns) to also get value for faster direct decay, as done in [27]. This final step is not
performed in this work due to time constraints, both in measurement time and implementation time.
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7 Results
In this section, the results of the cyclicity model verification are discussed, split by the specific measurements.
Firstly, the process and results of strain tuning are discussed. Then, the results of the two measurements towards
cyclicity are discussed, that is, the detection efficiency measurement and mean photon number measurements.
Finally, the attempts to verify the singlet branching ratios are presented.

All measurements were performed the NV centre in SIL2 of the QLink Demonstrator Node 2. This NV centre
has a low naturally occurring perpendicular strain of around 1.0GHz, which guarantees the ability to reach both
low and high strain with DC Stark tuning, and a constant strain angle at high strain regimes. The magnetic
field at the sample is measured at Bz ≈ 40 G, placing the |±1⟩ ground states 2.79GHz and 2.97GHz from
|0⟩. The cryostat thermometer near the sample indicated a temperature of T = 9 K during the measurements,
higher than the set value of T = 4 K. Finally, the specific sample is known to have a residual layer of chromium
left on its surface from manufacturing.

All data was obtained in a single sweep from high to low strain, at the gate voltages [−20, −19, −18, −17, −16,
−14, −12, −10, −7.5, −5, −2.5, 0] V. The smaller gate voltage steps at high strain were chosen for improved
contrast of mixing effects there. Solely the linescans shown in Figure 7.1a were performed earlier, while moving
towards high gate voltage.

7.1 Strain tuning
The perpendicular strain is increased by applying a DC electric field to the sample’s microwave stripline, while
keeping the gates grounded. The strain increases with the application of a negative voltage, which is measured
with linescans down to −10V, shown in Figure 7.1a. At −10V, the |Ex,y⟩ frequencies lie approximately 11GHz
apart, meaning a strain level of 5.5GHz and a strain tuning effect of 0.45GHz/V. No complete linescans were
performed for larger gate voltages, due to the large frequency sweep range required of the readout laser. While
tuning the gate voltage, the moving resonance peaks are continuously tracked using the CR check feedback
mechanism described in Section 6.1.3. Specifically, the gate voltage is changed slowly at 5mV/s while CR
checking on the |Ey⟩ (RO) and |E2⟩ (SP) lines. These transitions were chosen for their absence of energy
crossings over the given domain. The |Ey⟩ resonance frequencies found this way are plotted in Figure 7.1b, as
well as occasional deliberate jumps to |Ex⟩ to visually show strain increase with gate voltage.

Unexpectedly, the strain values obtained through linescans and CR checking were observed to diverge for higher
gate voltage, shown in Figure 7.1c, with a difference of around 40% percent observed at −10V. To explain
this discrepancy, it is noted that the main difference between linescans and CR checking is the difference in red
laser power, at 1 nW and 51 nW, respectively, due to the addition of a spinpump laser field for the latter. To
verify whether the laser field is responsible for the line shift, a set of linescans was performed with the addition
of an off-resonant spinpump laser field. Indeed, as shown in Figure 7.1d, a shift in |Ex⟩ resonance frequency
is observed with increased spinpump laser power. Specifically, the resonance frequency follows a logarithmic
shift as function of combined red laser power, as is shown in Figure 7.1e. When the sequence is repeated with
the fibre of the spinpump laser disconnected, the frequency shift does not occur, and the effect remains present
after deicing the sample. As shown in Figure A.1b and A.1c in the Appendix, the same logarithmic shift is
observed with increased readout power and for changing spinpump laser power during CR checking, and the
effect is highly time-symmetric. Changing yellow laser power shows a limited effect (not shown), while changing
the time between yellow and red laser power shows no effect, see Figure A.1d.

For CR checking during the remainder of the experiments, repumping was performed for 500 µs with 50 nW
of yellow laser power, while resonance checking was performed for 50 µs with 50 nW of spinpump laser power,
and 1 nW or 2 nW of readout laser power. The readout power was increased at high strain for improved line
tracking, as the automated tracking had difficulty tracking the lines for the low cyclicity and hence low photon
count observed at higher strain levels.

7.2 Detection efficiency
Photon detection efficiency measurements, as described in Section 6.2.1, were performed at multiple gate volt-
ages. The measurements were performed on the |Ex⟩ and |E2⟩ transitions for readout and spinpumping, except
at −10V where the |Ey⟩ transition was used for readout due to the |Ex⟩ |A1⟩ crossing there.
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Figure 7.1: Strain tuning results. Shown frequencies are defined relative to 470.4THz unless states otherwise.
(a) Linescans for integer gate voltages up to −10 V, performed with 1 nW RO and 50 nW yellow laser power.
Large peaks show the |0⟩ → |Ey/x⟩ transitions of the left/right. The small peaks in the middle are offset from the
large peaks by 3.0GHz, corresponding to the continuously driven |0⟩ → |+1⟩ microwave transition. The parallel
strain has been subtracted subtracted from the shown frequencies for readability, and is shown in the inset of
(c). (b) CR check resonance over gate voltage during gate voltage tuning at 5mV/s, performed with 1 nW
RO, 50 nW SP and 50 nW yellow laser power. Lower line shows |Ey⟩ line tracking, upper dots show deliberate
jumps to |Ex⟩ to show strain increase. Colors represent unique runs. The frequency jumps at gate voltages
between −15V and −20V occurred in the time between measurements. (c) Perpendicular strain extracted from
the linescans and CR checks shown in (a,b). The inset shows parallel strain over gate voltage, drifted between
the two measurements. The CR checking measurements taken alongside the linescans are shown in Figure A.1a
in the Appendix, showing parallel strain close to that of the linescans. (d) Linescans showing shifting |Ex⟩
resonance frequency when applying off-resonant SP light at different powers, taken at −20 V, i.e. 7.5GHz
strain. Multiple runs show lost signal halfway through the scan due to charge jumps. Horizontal axis flipped
for readability. (e) |Ex⟩ resonance frequency as a function of laser power, extracted from (d). Zero point set at
87.2 GHz for readability.
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The detection efficiency measurement at 0V is presented as example. The brightness decay curves obtained
in that measurement are shown in Figure 7.2a, showing an increasing exponential decay rate over laser power,
but for higher laser powers also a second, unexpected fast decay term on ∼300 ns timescale. This fast term is
suspected to be caused by coherent optical driving, and is discussed in detail in the Discussion chapter. For the
remainder of this section, the fast decay term is neglected as it violates the steady-state assumption made in
the efficiency calculation.
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Figure 7.2: Detection efficiency measurements. Spinpumping performed for 50 µs at 100 nW, while readout
performed for 20 µs and swept between 0.5-50 nW. (a) Readout countrate decay over time for varying readout
laser power. An additional fast decay term on 300 ns timescale is observed but ignored for fitting of the larger
timescale exponential decay. Shown data has been rebinned 100-fold for readability. (b) Mean number of detected
photons per excitation over laser power, extracted from the fits in (a). (c) Saturation of zero-time countrate over
laser power, extracted from decay fits shown in (a). Fit yields Psat = 3.5(2) nW and Rsat = 1.28(1) MHz. Legend
shows photon detection efficiency extracted from saturation rate. (d) Photon detection efficiencies measured at
different strain levels. A slight decrease in efficiency is observed over strain, see main text. The values in (a-c)
correspond to the upper lowest-strain data point.

The mean photon count per excitation, ⟨ndet
photon⟩, and the instantaneous countrate at t = 0, R0, are extracted

from the decay curves, and shown in Figures 7.2b and 7.2c, respectively. The shown photon count shows an
approximately constant value over laser power, while the countrate shows a saturation curve over laser power. A
fit to the latter curve yields a detection efficiency value according to Equation [EQUATION]. The detection effi-
ciency values measured at all different strain levels are shown in Figure 7.2d, yielding a mean detection efficiency
of ηdet = 2.8(3)% with individual values ranging between 3.2% and 2.4% for lower and higher strain, respectively.

The lower fitted detection efficiency values at high strain correspond with a decrease in fitted photon counts
and countrate at higher laser power there, see Figure A.2 in the Appendix. This will be discussed in detail in
the next chapter. For the remainder of this section, however, the obtained mean value ηdet = 2.8(3)% is used.

7.3 Photon count
Mean photon count measurements were performed at all gate voltage steps for both the |Ex⟩ and |Ey⟩. The mean
detected photon counts, ⟨ndet

photon⟩, were obtained by the same fitting method as used for the detection efficiency,
and the values are shown in Figure 7.3a; both with and without background counts included in the total pho-
ton count, and plotted over model predictions for measured temperature, magnetic field and detection efficiency.

The dip in measured |Ex⟩ photon count and increase in its background count around 3.5GHz strain is caused
by the crossing of the |0⟩ → |Ex⟩ and |±1⟩ → |A1⟩ transitions. There, the effective noise floor is increased
and counts with background included serve as an upper bound of true photon count. Furthermore, for all
strain values except 3.5GHz, the mean counts of |Ex⟩ exceed that of |Ey⟩, while closely approaching each other
towards zero strain.

The decrease in countrate for both |Ex⟩ and |Ey⟩ towards 7.5GHz strain and the consistently higher coun-
trate for |Ex⟩ compared to |Ey⟩ are consistent with model predictions. However, significant discrepancies are
observed between predictions and measured values. Firstly, as mentioned in Section 5.6, the model does not
take into account the |Ex⟩ transition overlap around 3.5GHz. Not expected, however, are other discrepancies:
the predicted photon counts near zero strain are significantly higher than observed, and between 1GHz and
6GHz the measured |Ex⟩ counts are significantly lower than predicted, while |Ey⟩ counts are significantly higher
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than predicted. Only above 6GHz do the measured photon counts fall within the range of predicted values.

Excited state cyclicity 1 − pflip is computed from the mean photon counts using the measured detection ef-
ficiency under high cyclicity assumption, and are shown in Figure 7.3b together with model predictions given
the measured input parameters. The same prediction discrepancies are found, as the data is effectively equiva-
lent. Attempts to improve model overlap were made by tuning the detection efficiency or sample temperature
fed into the model. The results are shown in Figure A.3 in the Appendix, though no significant improvement is
observed.
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Figure 7.3: Measured versus predicted mean photon counts and cyclicities over perpendicular for |Ex⟩ and
|Ey⟩. Readout was performed at 5 nW for 20 ns, and spinpumping was performed at 100 nW for 50 ns. The
readout power was chosen to give good saturation without significant fast decay peak. (a) Measured and predicted
mean photon counts ⟨ndet

photon⟩. Black circles show net photon count, while grey triangles show counts including
background. The model shows the range of predicted photon count values given the measured values ηdet =
2.8(3)%, T = 9 K and Bz = 40 G over all possible strain angles θ, with the dotted line highlighting the halfway
value θ = 20◦. The dip in photon count and increase in background rate for |Ex⟩ corresponds with the crossing
between |0⟩ → |Ex⟩ and |±1⟩ → |A1⟩ transitions, which is not simulated in the model. The large |Ex⟩ error bar
at 6GHz is due to an incomplete spinpump initialisation to |0⟩. (b) Measured and predicted cyclicities 1− pflip.
Measured values use ηdet = 2.8(3)% to compute cyclicity. Further description equivalent to (a).

7.4 Singlet branching ratio
The branching ratios into the singlet states and the total spin-flip probabilities were measured for |E1,2⟩ at
strain between 5.5-7.5GHz. Firstly the branching ratio into the singlet states is discussed, and secondly the
branching ratio out of the singlet states.

To derive the excited state decay rate into the singlet states, the excited state lifetimes are measured from
the luminescence tail after an optical pi-pulse. An example comparing the lifetime of the |E2⟩ and |Ex⟩ states
at 7.5GHz is shown in Figure 7.4a. It shows a significantly shorter lifetime for |E2⟩, indicating that the state
indeed retains singlet decay at this strain level. Note that compared to zero strain, the |Ex⟩ lifetime is shorter
while the |E2⟩ lifetime is longer, indicating mixing as predicted by the cyclicity model. The lifetime measure-
ments are repeated for |E1,2⟩ over the strain range 5.5-7.5GHz, shown in Figure 7.4b. Lifetimes between 7-10 ns
are observed, showing consistent nonzero singlet decay.

The branching ratios into the singlet state computed from the excited state lifetimes are shown in Figure
7.4d. Comparing these values to model predictions, shown in 7.4c, show that the spread of computed singlet
ratio values is larger than the contrast in predicted values, making verification of the predictions impossible.
The large spread of the fitted decay rates was caused by the difficulty to perform good optical pi-pulses during
the measurement period, and their low rate at high strain. Consequently, little decay light was available for
many of the data points; see Figure A.4a in the Appendix for examples. The challenge surrounding good optical
pi-pulses is discussed on page 41.
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Figure 7.4: Excited decay into the singlet states. (a) Example of |Ex⟩ and |E2⟩ decay at 7.5GHz strain, showing
the shorter lifetime of the latter. (b) Fitted excited state lifetimes over gate voltage, showing lower lifetimes for
|E1,2⟩ compared to |Ex⟩. (c) Predicted singlet branching ratio over strain at T = 12 K. Bands around prediction
indicate temperature range T = 0− 20 K. Highlighted strain band indicates strain range of measurements. (d)
Singlet branching ratios computed from excited state lifetimes shown in (b).

Secondly, an example of a total spin-flip probability measurement is shown in Figure 7.5a. The stabilisation of
the ratio indicates a valid measurement approach. However, repeated measurements at different strain levels,
shown in Figure 7.5c, show a large spread in values. Moreover, comparison to the predicted values, shown
in Figure 7.5b, again shows the spread to exceed the prediction contrast. Hence, the measurements were dis-
continued below 5.5GHz strain. Additionally, the values obtained were not deemed sufficient to attempt the
computation of singlet-to-ground branching ratios over strain.

The inconsistent measurement outcomes were traced back to a highly fluctuating power of the readout laser.
Its spread of maximum powers after each calibration during the measurement period is visualised in Figure
7.5d, showing power fluctuations of a factor of five. These fluctuations were caused by the laser’s first AOM,
showing a polarisation extinction ratio of only 7dB. This caused the effective power fluctuations due to polari-
sation filtering downstream, and occurred on the scale of minutes. The precise laser power has a direct impact
on an optical pi rotation, meaning that constant power is crucial for the shown measurements. Instead, the
laser power changes would occur on a time scale significantly shorter than the optical pi-pulse calibrations or
spin-flip probability measurements. Moreover, due to laser calibrations being performed between calibrations
and measurements, the actual power during a measurement could both be above or below its target by up to a
factor of five.

A final note is made on the spin-flip probabilities found for |E1⟩, which, despite the large spread in values,
show significantly lower spin-flip probabilities than the values obtained for |E1⟩. This is attributed to an
incomplete saturation of the transition, see Figures A.4d through A.4f in the Appendix.
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Figure 7.5: Singlet-to-ground branching ratio measurements. (a) Single branching ratio measurement, showing
a converging spin-flip probability value for larger time. The value shown in the legend is taken that the point of
highest fidelity readout, t = 7 µs. (b,c) Predicted and extracted spin-flip probabilities over strain. The highlighted
band in the predictions shows the measurement strain range. The measured pflip values show a large spread.
(d) Observed readout laser powers after each calibration over the measurement period, showing fluctuations of
a factor of five.
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8 Discussion and Conclusions
In this chapter, the data presented in Chapter 7 is discussed and interpreted, including future recommendations
and conclusions. Each measurement sequence will be discussed separately, as they contain largely separate
discussions.

Before discussing the specific measurements, a note is made about the difficulty of yellow CR checking at
high strain. Specifically, the low cyclicity there reduces the mean photon count from 40 to around 2 photons
per resonance check, at which level distinguishing between resonance counts and noise becomes difficult. This
creates two issues. Firstly, the passing rate is reduced by multiple orders magnitude, as the hard CR check
threshold needs to remain at around 5 counts to prevent noise counts from initiating a measurement sequence.
Secondly, the resonance linetracking algorithm becomes unreliable, as it can veer away from the resonance
frequency due to noise counts. This requires constant attention from the operator. While the shot noise is
inherent at low cyclicity, a more accurate linetracking method exists which tunes the gate voltage instead of the
laser frequencies [31]. For repeated measurements at high strain and electric field, such a linetracking method
is highly advised.

8.1 Strain tuning
Strain tuning was successfully performed in this work through DC Stark tuning, with a strain change from
1.0GHz to 7.5GHz observed over a gate voltage range of −20V. An unexpected effect was observed while
strain tuning: a logarithmic decrease in effective strain with increased laser power. To the best of the author’s
knowledge, this effect has not been observed before in literature, though common NV centre operations would
not show the shifts. A similar shift has been observed with green laser power, though at three orders of magni-
tude more power [30].

As the resonance frequency shifts did not present themselves at zero gate voltage, it is concluded that the
laser field affects the effective applied electric field. Electromagnetic interference and ice are discarded as
causes, as blocking the laser light negates the effect and regularly deicing were performed. Sample heating is
additionally discarded as cause due to the low laser powers at which the frequency shifts occur.

No laser frequency dependence of the resonance shifts was found, with the effect observed for different red
optical frequencies and yellow optical field. Although the timescale of the effect is not known, an upper and
lower bound can be extracted. As NV experiments are still possible, the effect must be significantly slower
than microsecond scale. Conversely, the effect must be faster than second scale, as frequency shifts are visually
instant when changing laser powers by hand.

The residual layer of chromium left on the sample after manufacturing is proposed as a possible cause for
the effect. This layer may facilitate conduction of current under illumination and thus lower the local electric
field, although no physical justification could be found for this phenomenon. An attempt to measure the con-
sequent leakage current to ground was inconclusive. The current meter indicated the current below its lower
threshold of 100 nA, though a more rigorous measurement is advised for a decisive answer.

Crucially, it is advised to investigate the reproducibility of the frequency shifts in other NV centres in the
same diamond, and if so, investigate whether the effect is reproducible in other diamonds and/or setups. The
latter is proposed to be performed on one of the nodes used in e.g. [31]. Results of that measurement should
narrow the investigation space.

8.2 Detection efficiency
Successful detection efficiency measurements were performed over the complete strain range, giving a weighted
mean value of ηdet = 2.8(3)%. However, in the readout countrate decay curves, an unexpected second decay
term is observed with lifetime ∼ 300ns. For the detection efficiency fitting, this term was ignored. At higher
strain level, a decrease in photon counts and peak fitted countrate was additionally observed, giving a slight
decrease in detection efficiency from 3.1% to 2.5%. This section will discuss the interpretation of the fast decay
term, the validity of ignoring this term, and possible relation to the drop in detection efficiency.

Increased laser power and detection artefacts are discarded as causes of the fast decay term, respectively,
by checking reflection off the stripline and by logical argument that the latter would decrease counts instead
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of raising them. Instead, the fast decay term is suspected to be caused by initial coherent state driving at
low time, with a large portion of the state being pushed to the excited state before dephasing to steady-state
behaviour through the singlet states. This theory is supported by the fact that it is only observed at higher laser
power, that the amplitude of the fast decay peak never significantly exceeds the amplitude of the slow decay,
and that fast decay occurs on the time order of the singlet lifetime. It is advised to validate this theory with a
simulation of the state evolution over time, by writing and solving the decay master equations in Lindblad form.

Assuming the fast decay is indeed caused by coherent behaviour, it breaks the steady-state assumption made
in the detection efficiency calculation, and hence the peak should be ignored for fitting. This has no significant
impact on fitted peak countrate, as long as the number of photons in the fast decay is negligible. However,
fitting of a double exponential curve to the highest laser power decay curves of each measurement shows that
3% to 20% of total photon counts are found in the fast decay peak for low to high strain. This is not negligible
for high strain, and, moreover, is strongly correlated to the high-strain drop in photon counts, peak countrate
and detection efficiency. If simulations would show the effect to indeed be caused by coherent driving, a more
elaborate fitting algorithm could be implemented to compensate for the counts lost in the the fast decay.

8.3 Cyclicity
Mean photon counts ⟨ndet

photon⟩ were successfully measured for both |Ex⟩ and |Ey⟩, over a perpendicular strain
range up to 7.5GHz, showing a decrease towards higher strain. Furthermore, the state cyclicities 1− pflip were
derived using measured detection efficiency. However, the attempted verification of the cyclicity model shows
significant unexpected discrepancies between model predictions and measured values. This section will discuss
the discrepancies in two areas, towards zero strain and up to around 6GHz, and finally discusses next steps.

Firstly, towards zero strain, the model predicts a convergence of |Ex,y⟩ photon counts toward a value that
is only influenced externally by the photon detection efficiency. The photon detection efficiency was explicitly
measured in this work at ηdet = 2.8(3)%, which should yield a good prediction for photon counts in the zero-
strain limit of 9-10 photons. Yet, the measured photon counts for both |Ex⟩ and |Ey⟩ appear to approach 7-8
counts at zero strain. Most constants fed into the cyclicity were precisely researched at this low strain level,
making this discrepancy unexpected. It may suggest an overestimation of the detection efficiency, or a singlet
branching ratio more in favour to |±1⟩, though many parameters could be changed to give a lower predicted
count.

Secondly, at nonzero strain below approximately 6GHz, the model predicts significantly higher counts for
|Ex⟩ but lower counts for |Ey⟩, and a different shape in photon count decrease for |Ey⟩ all together. This may
suggest stronger temperature mixing is taking place between |Ex,y⟩ in this regime, as that would pull the counts
closer together. However, again multiple parameters could cause the difference.

Crucially, the focus of the cyclicity model’s development was on excited state behaviour at a temperature
of T = 4K where temperature effects are almost negligible, and therefore the implementation of temperature
mixing is only approximate. The uncertainty this creates prevents drawing any hard conclusions on model per-
formance. To allow for proper validation, it is advised to repeat the measurements in experimental conditions
closer to the model’s native approach, or implement a more accurate temperature mixing model.

8.4 Singlet branching
Although a framework for singlet branching measurements was successfully established, both excited state life-
time measurements and singlet-to-ground branching ratio measurements were limited by bad optical pi-pulses.
The limited conclusions and discussions of both measurements are treated separately.

For the excited state lifetime measurements, inconsistent optical pi-pulses should not have an effect on the
lifetime of the excited state, meaning that the measurements should in principle be valid despite the readout
laser’s inconsistent power. The low photon count caused by the inconsistent optical pi-pulses, however, severely
limits the fitting accuracy. The couple good runs highlighted in the main text section do show promise, and
clearly show that the |E1,2⟩ states maintain significant singlet branching at higher strain levels. For any com-
parison to the model predictions though, repetition of the measurements with more photon counts is required,
and over a larger strain range for a full comparison.

A similar story holds for the total spin-flip probability measurements, which would ideally give values for
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the singlet-to-ground branching ratio. The measurement framework appears valid given a good optical pi-pulse,
and |E2⟩ results show continued high branching to |0⟩ at high strain, but with the spread far exceeding the
contrast. Before redoing the measurements with stable laser power, it advised to investigate the feasibility
to implement the full scheme by [27], that is, with multiple shorter readouts after the optical pi-pulse, such
that an inherent distinction can be obtained between direct and singlet decay. With the current measurement
framework, the singlet branching ratio needs to be extracted implicitly, which increases errors and limits inter-
pretation. It should be noted, however, that a full time-sweep measurement will be very slow at low cyclicity.
It should first be investigated whether the measurement is feasible time-wise.
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A Appendix A
Supporting material for the Results section.
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Figure A.1: Additional strain tuning results. (a) |Ey⟩ (solid) and |Ex⟩ (dots) resonance frequencies over gate
voltage, obtained when moving towards higher gate voltage (light colours), compared to the resonance frequencies
when moving back to zero electric field (dark colours). Multiple charge jumps are observed, and perpendicular
strain has drifted in the three weeks between the measurements. (b) Shift in |Ex⟩ transition frequency as a
function of readout laser power, performed at −20V. No spinpump laser was applied during the measurement.
(c) Shift in |Ex⟩ (top) and |Ey⟩ (bottom) resonance frequencies when changing spinpump laser power, observed
with CR checking. Runs performed sequentially, at −20V. A charge jump is observed around 120 nW for both
measurements. (d) Linescans applying different waiting times of 10 µs and 50 µs between the yellow and red
laser light, showing no line shift. An additional, partial run was performed with 2 µs, showing no change either.
Sweeps performed at −9V.
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Figure A.2: Additional detection efficiency results, showing the results of a non ideal detection efficiency mea-
surement at low strain. (a) Countrate decay curves for a high-strain measurement, showing a significant back-
ground rate increase for higher laser powers. (b) Mean photon count fitted to data in (a), showing a 40% decrease
in fitted photon count over laser power. (c) Saturation brightness extracted from (a), showing a decrease in peak
rate for higher powers, yielding a fitted detection efficiency lower than the countrate found at 10 nW.
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Figure A.3: Additional cyclicity comparisons to model predictions. Measurement data identical to main text.
(a) Model prediction at higher temperature, with parameters η = 2.8%, T = 20 K and Bz = 40 G. (b) Model
prediction at lower detection efficiency, i.e. with parameters η = 2.4%, T = 9 K and Bz = 40 G.
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Figure A.4: Additional singlet ratio figures. (a) Example of excited decay time measurement with low photon
count (|E1⟩), compared to the |E2⟩ decay curve shown in the main text. (b) Readout laser power after each
calibration, showing the power often jumping between calibrations. The measurements were taken over the
period of four days. (c) |E1,2⟩ spin-flip probability as a function of the readout laser power found during its
last readout calibration, showing no clear correlation. (d,e,f) Examples of optical pi-pulse calibrations for |Ex⟩,
|E2⟩, |E1⟩. The first shows a well behaved curve, the second as well, although often jumping over the calibration
process, and the third never saturating.
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