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SUMMARY

Helical point spread functions (PSFs) provide a powerful computational imaging tool for
modern optical imaging and sensing applications. However, their utilization is, so far,
limited to a single field of application, i.e. super-resolution microscopy, which is due to
multiple shortcomings in their current system implementation.
A new computational imaging approach is developed in this thesis, which enables the
utilization of helical PSFs and their unique advantages for applications in the area of ma-
chine vision. In particular, the approach can be used to acquire the three-dimensional
distribution of a passively illuminated, extended scene in a single shot based on a com-
pact, monocular camera setup. A novel image processing routine is established to over-
come a major challenge of computational imaging using helical PSFs, i.e. the retrieval of
the PSF rotation angle in the case of an extended object distribution.
The hardware implementation of computational imaging setups that rely on helical PSFs
is based on a combination of a conventional optical element, such as a microscope ob-
jective or a camera lens, and an additional, dedicated pupil mask. This mask is com-
monly realized using either a spatial light modulator or a lithographic element that fea-
tures a structured surface profile. Two new fabrication schemes with different advan-
tages are explored in this thesis. The first scheme utilizes wafer-scale optical lithography
in combination with UV-replication in order to fabricate highly cost efficient phase el-
ements. The second method is based on femto-second laser direct writing. It enables
the inscription of the phase element directly inside a transparent optical element using
a single fabrication step. Therefore, it facilitates a flexible realization of highly integrated
PSF engineered optical systems.
Current design concepts for pupil masks that generate helical PSFs only focus on double-
helix distributions that feature two, laterally separated irradiance peaks. Furthermore, a
diffraction limited performance of the computational imaging system is assumed. A new
design method that enables the generation of multi-order-helix PSFs with an arbitrary
number of rotating peaks is developed in this thesis. A study of the influence of first or-
der aberrations on the rotation angle of multi-order-helix PSFs is performed in order to
assess their effect on the accuracy limits with respect to three-dimensional imaging. In
this context, the superior aberration robustness of high-order-helix PSFs featuring three
or more rotating spots is demonstrated.
Whereas, on the one hand, the effect of aberrations on helical PSFs degrade the depth re-
trieval accuracy of three-dimensional imaging systems, their influence can be explored
in order to obtain information on the system’s wavefront aberrations on the other hand.
To this end, the computational imaging approach developed for three-dimensional imag-
ing is extended and combined with a conventional phase diversity method. The novel
approach enables a numerically efficient estimation of general wavefront aberrations
based on the acquisition of an extended, unknown object scene.
In summary, the research performed in this thesis provides the foundation to exploit the
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unique advantages of computational imaging systems based on helical PSFs for applica-
tions in the area of three-dimensional imaging and wavefront sensing.



SAMENVATTING

Helical point spread functions (PSF’s) bieden een krachtig rekenhulpmiddel voor beeld-
vorming voor moderne optische beeld- en sensortoepassingen. Het gebruik ervan is
echter tot dusver beperkt tot een enkel toepassingsgebied, namelijk de superresolutie-
microscopie, dankzij meerdere tekortkomingen in hun huidige systeemimplementatie.
In dit proefschrift wordt een nieuwe benadering van computationele beeldvorming ont-
wikkeld, die het gebruik van spiraalvormige PSF’s en hun unieke voordelen voor toepas-
singen op het gebied van de machine visie mogelijk maken. In het bijzonder kan deze be-
nadering worden gebruikt om de drie-dimensionele verdeling van een passief belichte,
uitgebreide scène in een enkele opname te verkrijgen op basis van een compact, mo-
noculaire cameraopstelling. Een nieuwe beeldverwerkingsroutine is ontwikkeld om een
belangrijke uitdaging van de computationele beeldvorming aan te pakken met behulp
van spiraalvormige PSF’s, d.w.z. het verkrijgen van de PSF-rotatiehoek in het geval van
een uitgebreide objectdistributie.
De hardware-implementatie van computationele beeldvormingsopstellingen die geba-
seerd zijn op spiraalvormige PSF’s is gebaseerd op een combinatie van een conventi-
oneel optisch element, zoals een microscoop-objectief of een cameralens, en een ex-
tra, toegewijd leerlingenmasker. Dit masker is meestal gerealiseerd met behulp van een
ruimtelijke lichtmodulator of een lithografisch element dat beschikt over een gestruc-
tureerd oppervlakteprofiel. Twee nieuwe fabricatieschema’s met verschillende voorde-
len worden onderzocht in dit proefschrift. Het eerste schema maakt gebruik van wa-
ferschaal optische lithografie in combinatie met UV-replicatie om zeer kostenefficiënte
fase-elementen te fabriceren. De tweede methode is gebaseerd op femto-seconde laser
direct schrijven. Het maakt de inscriptie van het fase-element direct in een transparant
optisch element mogelijk met behulp van een enkele fabricagestap. Het vergemakkelijkt
daarom een flexibele realisatie van sterk PSF geïntegreerde optische systemen.
De huidige ontwerpconcepten voor leerlingenmaskers die spiraalvormige PSF’s gene-
reren, richten zich alleen op dubbele-helix-verdelingen met twee, zijdelings gescheiden
stralingspieken. Bovendien wordt uitgegaan van een diffractie beperkte prestatie van het
computationele beeldvormingssysteem. In dit proefschrift wordt een nieuwe ontwerp-
methode ontwikkeld die het genereren van multi-orde-helix PSF’s met een willekeurig
aantal roterende pieken mogelijk maakt. Er wordt een studie uitgevoerd naar de invloed
van eerste-orde-afwijkingen op de rotatiehoek van multi-orde-helix PSF’s om hun ef-
fect op de nauwkeurigheidsgrenzen met betrekking tot driedimensionale beeldvorming
te beoordelen. In deze context wordt de superieure robuustheid van de aberratie van
hoog-orde-helix-PSF’s met drie of meer roterende vlekken aangetoond.
Terwijl enerzijds het effect van aberraties op spiraalvormige PSF’s de nauwkeurigheid
van diepterecuperatie van driedimensionale beeldvormingssystemen vermindert, kan
hun invloed anderzijds worden onderzocht om informatie te verkrijgen over de golffron-
tafwijkingen van het systeem. Met het oog hierop is de computationele beeldvormings-
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x SAMENVATTING

aanpak die is ontwikkeld voor driedimensionale beeldvorming uitgebreid en gecombi-
neerd met een conventionele fasediversiteitsmethode. De nieuwe benadering maakt
een numeriek efficiënte schatting van algemene golffrontafwijkingen mogelijk gebaseerd
op de verwerving van een uitgebreide, onbekende objectscène.
Samengevat biedt het onderzoek in dit proefschrift de basis voor de exploitatie van de
unieke voordelen van computationele beeldvormingssystemen op basis van spiraalvor-
mige PSF’s voor toepassingen op het gebied van driedimensionale beeldvorming en golf-
front sensing.
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2 1. INTRODUCTION

Autonomous driving, personalized and predictive medicine, computer vision and ex-
tended reality represent four of the seven biggest current technology trends according to
Forbes [1]. Optical imaging represents a key enabling technology throughout all of these
trends. It provides the data to safely navigate autonomous vehicles through traffic, to let
robots seamlessly interact with humans and to embed virtual content into the physical
world. State-of-the-art optical imaging systems require much more than simply captur-
ing a picture of a scene of interest. Extracting information on an object or the light itself,
in addition to providing a conventional two-dimensional image of the object scene, rep-
resents a major technological challenge. In particular, this may include the retrieval of
information related to the object’s three-dimensional shape as well as the wavefront, the
polarization state and the spectrum of the reflected or the emitted light. Solving the chal-
lenge of retrieving this multi-dimensional data drives the developments of cutting-edge
imaging concepts in modern application fields such as bio-medical imaging, machine-
vision or remote sensing.
One particular concept to address this challenge is computational imaging, an imag-
ing modality that merges the steps of optical image formation and computational im-
age processing. It has become of major importance for a large range of applications,
where these developments are made possible by the improvement of computer process-
ing platforms, i.e. parallel computing using a cluster of processors, advances in signal
processing algorithms, as well as the availability of modern sensing hardware.

1.1. COMPUTATIONAL IMAGING
1.1.1. GENERAL CONCEPT
Traditionally, optical imaging systems are designed and optimized for providing the best
image quality. In order to define a suitable figure of merit that quantifies optical image
quality, imaging systems are generally modeled based on the assumption that light that
emanates from different parts of the object distribution is incoherent. In this case, the
image formation can be described using a linear system and the irradiance distribution
i (xi) of the imaged object distribution o(xo) of an optical system is given by [2]

i (xi) ˘
1Z

¡1

o(xo) ¢ jP (xi,xo)j2dxo . (1.1)

Note that the vectors xo and xi refer to the lateral, scale-normalized coordinates in the
object and the image plane, respectively. The squared modulus of the transmission func-
tion, i.e. h(xi,xo) ˘ jP (xi,xo)j2, is referred to as the point spread function (PSF) of the
optical system. It corresponds to the irradiance distribution in the image plane that is
produced by a point source located at a position xo in the object plane. The imaging
process can be considered as shift invariant if the shape of the PSF is (approximately)
independent of the point source’s position in the systems field of view or at least a sub-
region thereof, which is a suitable approximation for well-corrected optical systems. In
such an isoplanatic region, Eq. (1.1) can be written as

i (xi) ˘
1Z

¡1

o(xo) ¢ jP (xi ¡ xo)j2dxo . (1.2)
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Accordingly, the image distribution i (xi) is determined by a convolution of the object
distribution o(xo) and the system’s PSF h(xi). Under the assumption of small angles of
diffraction, the transmission function P (x) in an isoplanatic region corresponds to the
Fourier transformation of the complex pupil field

p(xp) ˘ a(xp) ¢ exp
µ

2…i
‚

¢ w(xp)
¶

, (1.3)

which his defined on each image point’s reference sphere in the exit pupil of the opti-
cal system. The amplitude function a(xp) defines the shape of the exit pupil aperture
and the phase is determined by the aberration function w(xp). Note that ‚ denotes the
considered wavelength. The convolution integral in Eq. (1.2) can be written as a simple
product in the Fourier domain according to

I (») ˘ O(») ¢ H(») , (1.4)

where I (») and O(») correspond to the Fourier transformation of i (xi) and o(xo), respec-
tively. The Fourier transformation of the PSF is referred to as the optical transfer function
H(»). Its modulus M(») ˘ jH(»)j, referred to as the modulation transfer function (MTF),
provides the contrast reduction of a particular spatial frequency » that is imaged through
the optical system. In the case of a circular exit pupil aperture, the modulation transfer
function vanishes for frequencies larger than the cut-off frequency »0 ˘ 2NA/‚, which
depends on the optical systems numerical aperture NA. Note that this corresponds to
Abbe’s well known bandwidth limit for optical imaging systems [3]. An overview of the
defined imaging quantities and their relationship is illustrated in Fig. 1.1.

p(xp) H(�Li)

P(�Lp) h(xi)

M(�Li)

FT FT

xp=��R�Li

�Lp=xi/(��R)

Auto-
correlation �t

Squared 
modulus | · |2

Modulus 
| · |

Figure 1.1: Illustration of the relationship between the complex pupil function p(xp), the point spread function
h(xi) and the optical transfer function H(»i) of an imaging system. Note that FT denotes a Fourier transforma-
tion and R denotes the radius of the reference sphere in the exit pupil of the imaging system.

Conventional figures of merit to optimize an image’s quality include the lateral ex-
tension of the PSF h(x), the root-mean-square wavefront error of the complex pupil field
p(xp), or the value of the MTF M(») for a set of predefined spatial frequencies

'
» j

“
. How-

ever, these classical figures of merit may not provide the best performance for extracting
extended information of the imaged object scene beyond the two-dimensional object
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distribution. Computational imaging describes a methodology that tailors the perfor-
mance of an imaging system to advanced imaging and sensing tasks. In particular, it
extends the conventional imaging process by considering a holistic system description
including the optical image formation in combination with dedicated computer pro-
cessing. Figure 1.2 illustrates the difference in the work flow between a conventional
and a computational imaging system schematically.

Conventional imaging

Computational imaging

Mathematical model

Figure 1.2: Overview of the work flow of a conventional imaging approach (top) in comparison to computa-
tional imaging approach (bottom). A conventional imaging system incorporates an optical system to generate
a direct image of an object scene, which is digitally recorded using an image sensor. A computational imag-
ing system generates an optically encoded image using specialized optical hardware components. The digitally
recorded image is subsequently decoded using computational processing. Optical encoding and digital decod-
ing are linked by a mathematical model and optimized jointly in order to extract advanced object information
of interest.

A conventional system relies on a classical optical system such as a camera lens, a
microscope objective or a telescope to form a direct image of the captured object scene
onto an image sensor. A computational imaging system initially produces an optically
encoded image. Hereby, the encoding is achieved by utilizing specialized optical hard-
ware components within the imaging path. Alternatively, such components can be uti-
lized in a dedicated illumination path in case an active light source is considered. In both
cases, the general hardware may be based on traditional focusing optics that is modified
by implementing phase and/or amplitude masks, diffusers, polarizers or gratings in the
imaging and/or the illumination subsystem of the overall setup. Other specialized op-
tical hardware utilizes novel, alternative architectures and imaging morphologies such
as array optics (e.g. light-field cameras [4, 5]) as well as scanning (e.g. confocal scan-
ning microscopy [6]), projection (e.g. computed tomography [7]) or lensless techniques
[8]. After the image formation step, the optically encoded image is digitally decoded
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using computational post-processing in order to extract the object information of inter-
est. This processing relies on tailored algorithms that perform numerical computations
such as deconvolutions, mapping, filtering and feature matching. A key aspect of the
computational imaging chain is that the optical encoding and computational decoding
processes are jointly developed and optimized in an integral design process. This neces-
sitates that they are linked by a common mathematical model as indicated in Fig. 1.2.
This model can be based on physical optics theorems, which may rely on ray tracing
techniques or more sophisticated models such as scalar or vectorial diffraction theory
[2]. In recent years, models have been developed based on artificial intelligence con-
cepts including neural networks and deep learning [9]. These models provide a powerful
tool, in particular for the case when the optical encoding cannot be properly described
using physical theorems.
The computational imaging methodology allows for enhanced capabilities of the joint
system in extracting information which cannot be accessed by purely classical imaging
systems. In particular, it provides a tool for optical phase imaging and wavefront sens-
ing [10] and it has been applied successfully in rendering imaging systems with a high
dynamic range (HDR) [11], super-resolution [12, 13] or extended depth of field [14, 15].
Computational imaging systems are applied for three-dimensional [16, 17] and multi-
spectral imaging [18, 19] as well as polarization sensing [20]. In addition, the compu-
tational imaging approach can be used to reduce the hardware complexity that would
be required for a conventional optical system. For example, it can be applied for mi-
croscopic imaging without the need for an objective lens [8] or photography based on
a single pixel detector [21]. A comprehensive review of computational imaging applica-
tions and associated key technologies is given in ref. [22].

1.1.2. POINT SPREAD FUNCTION ENGINEERING
This thesis focuses on one particular class of computational imaging systems. Here, the
specialized hardware that implements the optical encoding (see Fig. 1.2) is based on a
conventional optical imaging or illumination system in combination with a dedicated
pupil mask. A wide range of terms is used in the literature to refer to this particular ap-
proach, including wavefront-coding [14], coded aperture imaging [9, 23], as well as point
spread function or pupil engineering [24, 25]. The pupil mask alters the OTF H(») or,
equivalently, the PSF h(x) of the optical imaging or illumination system in a pre-defined
manner as it modifies the amplitude and/or the phase of the light passing through the
element. It is commonly placed in the pupil plane (or at a conjugate plane thereof) in
order to ensure that an equal alteration of the PSF is achieved across the optical sys-
tem’s field of view. The pupil mask can be described by an additional complex function
m(xp), which is multiplied to the complex pupil field defined in Eq. (1.3) and results in
an engineered pupil function

pE(xp) ˘ m(xp) ¢ a(xp) ¢ exp
µ

2…i
‚

¢ w(xp)
¶

. (1.5)

The purpose of the complex mask function m(xp) is to customize the optical system’s
PSF distribution h(x) in order to allow for an optimized extraction of a particular type of
information of an imaged object. This can either be done in terms of estimation theo-
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retical bounds, i.e. the Cramér Rao lower bound [26], or in terms of practicality, e.g. by
preventing complex numerical estimation problems.
The pupil mask can be practically implemented using different active and passive opti-
cal elements that can work in a reflection or a transmission configuration. Spatial light
modulators (SLMs) are commonly used as they enable flexibly switching between differ-
ent mask designs. Alternatively, a passive optical element that relies on a surface profile
that is structured by lithography methods can be used. These elements constitute a less
complex and more compact solution, albeit at the costs of a limited flexibility. The image
formation step initially results in an optically encoded rather than a conventional, direct
image of the object scene. Tailored computational image post-processing then needs to
be applied to extract the particular object information of interest. This can be done by
an appropriate mathematical model, commonly based on scalar diffraction theory and
Fourier optics. More recent PSF engineered, computational imaging systems rely on ma-
chine learning concepts [27].
Using pupil engineering to extend the depth of focus of a conventional optical system
is one of the earliest computational imaging application examples, which was originally
proposed by Cathey and Dowski in 1995 [14]. The depth of focus can be described as the
axial distance in object space over which the PSF remains highly confined. The depth of
focus increases with a decreasing numerical aperture NA of the optical system. Accord-
ingly, high resolution, light efficient systems that necessitate a high numerical aperture
are, conventionally, limited by a short depth of focus. A tailored pupil mask can be used
to maintain the PSF’s confinement over a significantly larger axial range. Multiple pupil
designs have been proposed using axicons [28], phase plates [14], diffusers [15], free-
form optics [29] or tailored chromatic aberration [30]. The extended depth commonly
comes at the price of an increased lateral PSF size at the axial, in-focus position. How-
ever, post-processing algorithms that are tailored to this particular PSF can be applied in
order to mitigate the loss in lateral resolution [14, 29]. Extended depth of focus has been
applied in a large range of imaging applications spanning microscopy [28], photography
[15] and machine vision [31]. Furthermore, the approach made the transition into com-
mercial products for consumer electronics [32] and machine vision systems [33].
A second prominent pupil engineering example is based on shaping the PSF to form a
ring that features a central obscuration. Such PSFs can be generated using phase plates
that introduce a vortex phase distribution to the incoming field [34]. One essential field
of application is fluorescence microscopy, where pupil engineering is performed in the
illumination subsystem of a microscope. The approach called stimulated emission de-
pletion (STED) utilizes two pulsed light sources that spatially overlap in the plane, where
the fluorescent sample is located [13]. The first one forms a conventional, single spot
PSF for excitation whereas the second one features a ring shaped PSF for depletion of the
fluorophores. The combination allows for the generation of fluorescence images with a
nanometer scale resolution and, therefore, bypasses the classical Abbe diffraction limit
[13]. Due to the significant impact of this super-resolution microscopy technique in the
area of bio-medical imaging, the principle was awarded the Nobel Prize in Chemistry
in 2014. This technique has been commercialized and represents a standard imaging
mode of state-of-the-art fluorescence microscopy systems. Equivalent vortex phase ele-
ments that produce ring shape PSFs are also used in a completely different application
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area. Coronagraphs enable the imaging of very faint objects even if they are located in
close proximity to a very bright light source, which would normally obscure the object
due to its glare [35]. These systems are particularly relevant for the field of astronomy,
where it is applied for imaging the sun’s corona or detecting extrasolar planets. Here, the
engineered, ring-shaped PSF provides the optical tool for discriminating the light of an
extrasolar planet from the host star [36, 37].
In summary, computational imaging using a PSF engineering approach benefits a large
range of applications. Several particular implementations of engineered PSFs have been
proposed in the context of computational imaging, e.g. featuring an extended depth
of focus or a central obscuration . The field of application of the individual implemen-
tations commonly covers multiple, classical areas of optical imaging ranging from mi-
croscopy through photography and astronomy.

1.1.3. HELICAL POINT SPREAD FUNCTIONS

In recent years, a novel class of engineered point spread functions, referred to as helical
PSFs, has gained increased interest [38–45]. The working principle of these PSFs in com-
parison to a conventional PSF is schematically illustrated in Fig. 1.3.

Object 
planes Pupil plane

Detector 
plane

�4z 

PSF @ detector plane
Engineered 
pupil phase

�4z=0�4z<0 �4z>0

�r 

Figure 1.3: Working principle for measuring an axial shift ¢z of an object point with respect to the in-focus
plane using a pupil engineered, optical imaging system. In contrast to the blurring of a conventional optical
system’s single spot PSF (top row), the engineered, helical PSF (bottom row) provides two distinct spots that
rotate around a common axis with a changing shift ¢z. The rotation angle fi can directly be associated with a
shift ¢z in an unambiguous range of ¡90– • fi • 90–.
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The PSF of an idealized, conventional optical system forms a single, well-confined
irradiance peak if an in-focus (¢z ˘ 0) object point is imaged. The size of this spot is
increasing, if the object point is shifted away from the in-focus position (j¢zj ¨ 0), and a
conventional PSF blurring is observed. In contrast, the engineered, helical PSF features
multiple, laterally separated peaks for an in-focus, axial object point location. The most
unique characteristic of this kind of PSF is its behavior if the object point is moved away
from the in-focus position. In particular, the PSF peaks rotate in a helical manner, which
is exemplary shown in the bottom part of Fig. 1.3. Here, an engineered pupil phase
design that generates a double-helix PSF distribution is shown. This particular design
exhibits two peaks that rotate around a common axis. In comparison to the fast lateral
spreading of the conventional, single-spot PSF, the two peaks remain well confined even
for a substantial amount of defocus ¢z. Accordingly, this type of engineered PSF estab-
lishes a simple, direct relationship between the distance of an object point and the angle
fi between the PSF peaks and a reference in-plane axis over an extended axial range. If
this relationship is known, e.g. through an initial system calibration step, this unique
characteristic enables a simple and unambiguous depth estimation (of a point source
object) using a single detector image without the need for an elaborate, numerical esti-
mation model [46].
The theoretical fundamentals of wave fields featuring multiple irradiance spots that ro-
tate during propagation was originally introduced by Piestun et. al [47]. In particular, the
authors proposed the first method for generating and modeling the propagation of these
distributions based on a superposition of a tailored set of Gauss-Laguerre modes. The
concept of using such distributions, i.e. featuring two irradiance peaks, for measuring
depth was initially proposed by Greengard et. al [46]. In the following years, new design
methods for generating helical PSFs have been proposed and further optimized [24, 48]
in order to improve the light efficiency of the utilized pupil masks. This is achieved by
pupil mask designs that rely on a pure phase modification in the pupil plane. Double-
helix PSFs with two rotating spots have been widely studied and successfully applied
for three-dimensional, point emitter localization and tracking with high depth resolu-
tion and an extended depth of focus [39, 40, 42, 49, 50]. In fact, it has been shown that an
optical system with a double-helix PSF provides an improved precision limit, i.e. with re-
spect to the Cramér Rao lower bound, for estimating the axial distance of an object point
over an extended depth range compared to a conventional PSF [46]. It also offers supe-
rior precision limits for high signal-to-background ratio application scenarios in com-
parison to competing monocular concepts, including astigmatic or bi-plane methods
[51, 52]. In contrast to these methods, it provides an almost constant localization preci-
sion in all three spatial dimensions.
The continuous interest in these kind of pupil engineered imaging systems, i.e. in the
area of super resolution microscopy, led to the foundation of the start-up company Dou-
ble Helix Optics. The company commercializes the application of helical PSFs for three-
dimensional particle-localization and targets applications in the area of super-resolution
microscopy [53]. The high potential of the approach was further acknowledged as the
company’s main product was awarded with the SPIE Prism award for the best new op-
tics and photonics product on the market in the area of diagnostics and therapeutics.
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1.2. MOTIVATION AND OUTLINE
The research conducted in the frame of this thesis focuses on pupil engineered, com-
putational imaging systems that rely on the use of helical PSFs. These types of PSFs
have been studied and applied for more than a decade and it has been demonstrated
that they provide unique benefits for addressing optical depth measurement and three-
dimensional localization problems. The continuous research interest and the success-
ful commercialization demonstrate the enormous potential of this concept. So far, its
utilization is primarily limited to a single area of application, i.e. super-resolution mi-
croscopy. However, pupil engineering using helical PSFs provides a much more general,
versatile tool for computational imaging and sensing tasks. It facilitates a unique way of
directly retrieving depth information from a simple PSF rotation angle measurement us-
ing a basic, linear relationship. Although its benefits have been primarily demonstrated
in the frame of super-resolution microscopy, in general, they can be transferred to other
areas of optical imaging. This is analogous to the pupil engineering concepts described
in section 1.1.2. PSFs featuring an extended depth of focus or a central obscuration are
utilized in multiple optical imaging application fields. Accordingly, the main motivation
of the research performed here is to expand the application scope of helical PSFs and
to address challenges in different areas of optical imaging and sensing beyond super-
resolution microscopy. In particular, two optical imaging and sensing tasks shall be ad-
dressed.
The first task that shall be addressed is three-dimensional imaging and sensing in the
particular context of machine vision applications. The acquisition of three-dimensional
object information is a key technology for human-machine interaction and autonomous
driving. It provides machines, including robots and autonomous vehicles, with the abil-
ity to properly orientate in a three-dimensional environment, as well as the capability of
tracking and interacting with three-dimensional objects. In addition, three-dimensional
imaging is an essential tool for the projection and the embedding of virtual content for
extended reality application scenarios.
The second imaging task of interest corresponds to the measurement of an optical wave-
front, which is a fundamental technology in multiple engineering disciplines. It is uti-
lized as a metrology tool for precise, three-dimensional shape characterizing and inspec-
tion. Furthermore, it is used for evaluating and optimizing the image quality perfor-
mance of optical setups and it allows for controlling adaptive optical systems.
Pupil engineering using helical PSFs has the potential to provide a powerful tool with
unique benefits for these two optical imaging and sensing tasks. In general, it offers
significant advantages for respective imaging systems as it provides a high level of com-
pactness and a low hardware complexity, which further relates to physical robustness
and high cost-efficiency. In order to make this technology applicable to these two appli-
cation scenarios, however, multiple shortcomings in the current computational imaging
application approach of helical PSFs need to be addressed.

1.2.1. DEPTH RETRIEVAL FOR EXTENDED OBJECTS
Currently, the application scope of helical PSFs is mainly limited to the microscopic de-
tection of single particles or clusters thereof. The main reason for the narrow scope relies
on the interplay between the spatial features of the object of interest and the engineered
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PSF during the imaging process. Single particles provide distinct, point-like spatial fea-
tures. The essential benefit of this aspect is shown in the top part of Fig. 1.4, which
schematically illustrates imaging an exemplary cluster of particles using a double-helix
PSF. The encoded image can be modeled by a mathematical convolution of the helical
PSF and the object distribution according to Eq. (1.2). In fact, the encoded image of an
individual particle closely reassembles the actual engineered PSF shape. Accordingly,
the PSF rotation angle fi is directly visible and can be extracted using conventional im-
age segmentation and peak detection algorithms. The particle’s axial focus position ¢z
can then be retrieved using the calibrated relationship ¢z(fi).

Object distribution Point-spread-function Encoded image

?

Point-like:

Extended:

�r 

�r 

�r 

Figure 1.4: Illustration of the rotation angle fi retrieval approach using helical PSFs for point-like objects (top)
and extended scenes (bottom). Object and PSF spatial features are well separated for the case of point-like
objects. The PSF rotation angle fi, which directly corresponds to the object distance, can directly be obtained
from the encoded image using conventional image segmentation and peak detection algorithms. In contrast,
object and PSF spatial features are interlaced for the case of an extended object and the PSF rotation angle fi
cannot directly be retrieved.

The bottom part of Fig. 1.4 illustrates a scenario related to imaging an extended ob-
ject distribution. In this case, the spatial features of the object distribution and the engi-
neered PSF are interlaced as a result of the convolution. The PSF shape is not directly vis-
ible in the encoded image and the extraction of the PSF rotation angle fi is not straight-
forward as in the previous case. A first attempt to separate spatial object and PSF features
for imaging an extended object distribution has been proposed in ref. [54]. However, the
utilized computational imaging system approach relies on the acquisition of multiple
images using different pupil phase distributions, which provides a severe drawback i.e.
for real-time imaging applications. Therefore, novel image processing concepts need
to be explored in order to enable the application of helical point spread functions for
single-shot, three-dimensional imaging of practical, extended objects. In particular, an
approach needs to be developed that allows for separating (lateral) object features from
PSF features in order to retrieve the object’s depth information in a single acquisition.
It is mentioned here that the term "three-dimensional imaging", as it is used in the frame
of this thesis, refers to the acquisition of a unique depth information for each lateral
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image position xi. It is also referred to as "2.5D imaging" for the machine vision ap-
plications addressed here and it does not refer to the extraction of the full, volumetric
three-dimensional information of an object scene.

1.2.2. PRACTICAL PUPIL PHASE IMPLEMENTATION
Another shortcoming in the current application of helical PSFs for (super-resolution)
microscopy applications corresponds to the practical implementation of the pupil en-
gineered phase distribution. Commonly, a spatial light modulator (SLM), which is inte-
grated inside a microscope’s imaging path, is incorporated to generate the helical PSF
distribution. However, the utilization of an SLM generally results in expensive and bulky
optical imaging systems and requires a dedicated polarization state as well as a narrow
spectral bandwidth of the incident light. In addition, SLMs provide a reduced light effi-
ciency due to the limited fill factor of the individual elements of the modulator array.
Therefore, the application of helical PSFs for three-dimensional imaging in the context
of machine vision is currently not feasible as this application demands for highly inte-
grated, robust and cost-efficient optical setups. An alternative, practical implementation
method for compact phase elements relies on the use of optical lithography fabrication
techniques. Lithographic elements can be designed and manufactured to provide a high
light efficiency and an operation over a broad spectral bandwidth. Initial results using
optical lithography for the fabrication of phase elements to generate helical PSFs have
been presented in ref. [48]. However, the incorporated phase elements are subject to se-
vere limitations related to the available lateral extension, robustness and cost-efficiency.
Therefore, their applicability for machine vision tasks is limited and the development
as well as the demonstration of novel manufacturing approaches that overcome these
limitations are required.

1.2.3. IMPROVED ABERRATION ROBUSTNESS
So far, only idealized optical systems have been considered in the context of compu-
tational imaging using helical PSFs. In particular, a diffraction limited imaging per-
formance has been assumed in the literature. This can be considered an adequate as-
sumption in the context of super-resolution microscopy since highly corrected objective
lenses are used. In contrast, optical imaging systems used for machine vision appli-
cations generally do not operate in a diffraction limited regime and the image quality
is limited by aberrations. In fact, these aberrations may distort the shape of a helical
PSF and ultimately falsify the depth measurement in three-dimensional imaging appli-
cations. This is particularly harmful if it concerns field dependent aberrations as the
depth estimation is deteriorated by a field-dependent bias. For example, objects at the
edge of the field may appear closer than they actually are. In order to utilize compu-
tational imaging systems using helical PSFs for machine vision applications, a holistic
optical design approach that considers the effect of aberrations on the depth retrieval
accuracy needs to be developed. To this end, it is essential to identify which aberrations
are most critical with respect to the rotation angle of a particular helical PSF design. This
provides the basis for an optimized balancing of different aberrations during the optical
design process. At the same time, new phase element designs that lead to a helical PSF
rotation with increased aberration robustness may need to be explored.
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1.2.4. WAVEFRONT RETRIEVAL FOR EXTENDED OBJECTS
The retrieval of depth information using pupil engineered computational imaging sys-
tems can be interpreted as a measurement of defocus aberration of an optical setup. This
aberration is associated with a quadratic phase contribution of an optical wavefront,
which leads to the rotation of a helical PSF as illustrated in Fig. 1.3. The question arises
if more general information on an optical wavefront can be retrieved using helical PSFs,
which constitutes the second optical imaging task that shall be addressed in the frame of
this thesis. A multitude of approaches exists to measure an optical wavefront based on
imaging a point object. However, such distinct objects are not always available in appli-
cations such as metrology, surveillance, or earth observation. Furthermore, the respec-
tive optical systems feature an extended field of view with field dependent aberrations.
Only a few measurement methods are available if the wavefront emerges from an un-
known, extended object distribution. They generally rely on imaging the extended scene
and, similar to the depth retrieval problem illustrated in Fig. 1.4, necessitate the sepa-
ration of spatial PSF and object features in order to retrieve the (field-dependent) wave-
front information. Conventional image processing approaches require complex, itera-
tive optimization routines that are very susceptible to the proper choice of regularization
parameters. Moreover, the need for multiple iteration steps prevents their use for real-
time wavefront measurements applications. Pupil engineered, computational imaging
systems featuring helical PSFs provide the potential to overcome the need for such a
complex and iterative image processing task in order to extract the (field-dependent)
wavefront of an extended scene. Yet, a novel, more elaborate system approach needs to
be developed that exploits general shape characteristics of helical PSFs beyond the com-
monly utilized relationship between the defocus aberration and the rotation angle.

1.2.5. OUTLINE OF THESIS
A computational imaging approach for acquiring three-dimensional object information
based on the use of helical PSFs is initially presented in chapter 2 of this thesis. To this
end, a novel image processing work flow is developed that enables to overcome the ma-
jor challenge of retrieving the PSF rotation angle from the pupil engineered image of an
extended object distribution. Two implementation approaches that enable the practi-
cal realization of highly integrated, robust and cost-efficient phase elements are inves-
tigated in the following two chapters. A novel fabrication scheme that applies a femto-
second laser direct writing technique is developed in chapter 3. A second manufacturing
process that incorporates a combination of optical lithography and UV-replication on a
waver scale is demonstrated in chapter 4. In addition, the shortcoming of existing pupil
engineered systems using helical PSFs with respect to optical aberrations is addressed
in chapter 4. In particular, a new method for designing pupil masks that allow for the
generation of multi-order-helix PSFs with superior aberration robustness is presented.
Furthermore, a computational imaging approach is developed in chapter 5, which uti-
lizes helical PSFs to estimate general wavefront aberrations based on the acquisition of
an extended, unknown object scene. Finally, chapter 6 provides a summary and a dis-
cussion of the results obtained in the frame of this thesis.
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2
SINGLE SHOT THREE-DIMENSIONAL

IMAGING USING AN ENGINEERED

POINT SPREAD FUNCTION

A system approach to acquire a three-dimensional object distribution is presented using
a compact and cost efficient camera system with an engineered point spread function.
The corresponding monocular setup incorporates a phase-only computer-generated holo-
gram in combination with a conventional imaging objective in order to optically encode
the axial information within a single two-dimensional image. The object’s depth map is
calculated using a novel approach based on the power cepstrum of the image. The in-
plane RGB image information is restored with an extended depth of focus by applying an
adapted Wiener filter. The presented approach is tested experimentally by estimating the
three-dimensional distribution of an extended passively illuminated scene.

Parts of this chapter have been published as R. Berlich, A. Bräuer, and S. Stallinga, Opt. Express 24, 5946–5960
(2016) [1].
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2.1. INTRODUCTION

The ability to acquire depth information in a single shot in addition to the conventional
two-dimensional image of an object scene is of increased interest in modern applica-
tions for consumer electronics, bio-medical imaging, machine vision and automotive
engineering. Depending on the particular application, optical system solutions rely on
active or passive illumination. The former approach incorporates a tailored, artificial
light source in addition to an image acquisition module to extract the depth information
of an object. Existing technologies include structured light [2], time-of-flight (Lidar) [3]
as well as interferometry [4]. Passive illumination methods purely rely on ambient light
and thus generally benefit from reduced energy consumption and system complexity,
as well as robustness with respect to stray light. Most common solutions are based on
multi-aperture approaches, i.e. stereo setups. The major disadvantage of these setups
is the necessity for multiple optical systems and image sensors that result in increased
costs, higher complexity and the need for an elaborate calibration [5]. In contrast, con-
ventional single aperture approaches based on depth from focus (DFF) or depth from
defocus (DFD) extract depth information by analyzing the axially dependent image blur
or by searching for the in-focus state of the imaging system, respectively [6]. These con-
figurations provide less complexity, but commonly suffer from low axial precision or re-
quire multiple acquisitions [7]. An approach that enables combining the advantages of
monocular and stereo systems is based on the integration of a diffraction grating in front
of a single imaging configuration [8, 9]. But the utilization of higher diffraction orders in
order to generate a stereo pair results in a significant spectral dependence of the im-
age disparity. Accordingly, the method requires a quasi-monochromatic illumination or
prior knowledge on the object spectrum in order to retrieve well-defined depth informa-
tion. In the past decade, plenoptic cameras have been of increased interest due to their
rather simple, cost efficient setup. However, the inherent loss in lateral object resolution
due to the optical demagnification by the microlens array represents a severe drawback
[10, 11].
An alternative method for acquiring three-dimensional object information utilizes tem-
porally or spatially engineered point spread functions (PSFs). Temporal PSF engineer-
ing techniques exploit a tailored focus sweep to generate a depth dependent PSF dis-
tribution with an extended depth of focus, which requires complex and costly opto-
mechanical components such as piezo-electric actuators or deformable lenses [12, 13].
Various spatially tailored PSFs have been proposed in order to enhance the depth dis-
crimination capabilities of depth-from-defocus systems. In [14], adapted aperture masks
are utilized to extract depth information, but severely reduce the light efficiency of an
optical system. In order to overcome this constraint, complex segmented optical ele-
ments within the pupil can be employed to achieve an extended depth of focus, but
only provide low depth discrimination [15]. Moreover, the respective PSF engineering
approaches commonly require extensive computational effort due to the incorporated
iterative error minimization methods [13–15].
A novel PSF engineering approach has been demonstrated by Piestun and coworkers,
which utilizes a rotating double helix PSF [16, 17]. The corresponding system has been
applied successfully in the area of microscopy, demonstrating an extended depth of fo-
cus and a high depth resolution for 3D single-molecule localization [18, 19]. Moreover,
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the general feasibility for broadband, passive cameras has been verified [20]. However,
the applicability to commercial camera systems, e.g. in the area of consumer electronics
or machine vision, is strongly limited. The necessity of multiple image acquisitions in
order to retrieve the axial and lateral object information represents a major drawback of
the system and restricts its application to (near) static object scenes. Additional minor
drawbacks of these systems include the complex and costly setup, as well as the low light
efficiency due to the incorporated spatial light modulator, which requires polarization
filtering. A similar system based on four rotating PSF peaks has been developed by Ni-
ihara et. al [21], which enables single shot depth acquisition. But in addition to the costly
numerical reconstruction approach, the respective pupil elements are not optimized for
an extended rotation range, which significantly limits the retrievable depth range.
Here, we present a closed system approach based on the combination of a compact cost
efficient optical setup and customized image processing that enables obtaining three-
dimensional, broadband (RGB) object information from a single image. In particular,
we show how the image’s power cepstrum can be used to retrieve the axially dependent
PSF parameters, which encode the object’s depth information, with low computational
effort. Based on the obtained parameters, the lateral scene can be reconstructed by a tai-
lored Wiener filter, which, in contrast to the filter proposed in [17, 20], does not require
an additional reference frame.
Initially, the concept of the proposed image acquisition approach is presented and a sim-
plified imaging model to describe the hybrid optical system is established. The work flow
of the applied image processing steps, including the depth map retrieval and the object
reconstruction, is subsequently described. In the final section, experimental results of
a developed demonstration system are presented, which verify the applied system ap-
proach.

2.2. SYSTEM APPROACH

2.2.1. IMAGING SETUP

The general image acquisition setup is schematically shown in Fig. 2.1. A passively illu-
minated, three-dimensional object is imaged on a conventional image sensor. The hy-
brid optical system is based on a conventional camera objective in combination with a
computer-generated hologram (CGH). The thin holographic element is located directly
at the objective’s aperture stop position in order to ensure a field independent trans-
mission. The particular design of the CGH is based on the approach presented in [16].
An initial estimate is obtained analytically based on a tailored superposition of Gauss-
Laguerre modes with respective indices (2,2), (4,6), (6,10), (8,14) and (10, 18). Subse-
quently, a phase-only element is retrieved by further iterative optimization. The ele-
ment modifies the phase of the transmitted light, which results in characteristic spiral
exit pupil phase distributions that are exemplarily shown in Fig. 2.2(a) for an in- and out-
of-focus object point. The corresponding double-helix shaped PSF distribution features
a depth dependent rotation with an extended depth of focus. When an extended ob-
ject distribution is imaged, the depth dependence is encoded within the recorded two-
dimensional image. By decoding this raw image, both the depth map and the lateral
object information can be extracted.
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Figure 2.1: Schematic layout of the proposed image acquisition setup. A 3D object distribution is imaged by a
conventional camera objective with an implemented glass substrate comprising the CGH surface profile. The
lateral and axial object information is optically encoded within the raw image due to an engineered PSF and
can be recovered by tailored image processing.

In contrast to the spatial light modulator used in [20], the presented setup incor-
porates a thin glass substrate with a structured surface profile, which provides a more
compact and robust system solution. The glass element can be used with a broader
temperature range and without the need for a polarization filter, which decreases the
light efficiency. The profile is generated in two steps utilizing cost efficient, state-of-the-
art wafer level technology that enables the processing of multiple-elements in a single
iteration. Initially, a master sample is fabricated inside a photo resist layer using a novel
grayscale, LED writing lithography system [22]. In particular, the utilized system pro-
vides a high accuracy, characterized by a lateral resolution below 1 „m, a low wave front
error of manufactured CGHs, and a highly dynamic dosage control. In comparison to
the system applied in [23], the increased lateral processing area (11x) and the improved
positioning accuracy (2x) enables highly parallelized, more cost efficient manufacturing
of the CGH master samples. Using reactive-ion-etching or mask imprinting technology,
the obtained profile is subsequently transferred onto the targeted substrate, which is
diced in order to obtain the final elements. Ultimately, they are directly implemented in-
side a commercial camera objective. Note that the optical parameters (e.g. focal length,
F-number) can be tailored to particular application needs. The optical setup is similar
to the coded aperture configuration proposed in [14], which incorporates an adapted
aperture mask. However, the systems light efficiency is significantly increased, due to
the utilization of a phase-only element. In addition, the more confined double-helix PSF
distribution inherently provides a higher lateral resolution.

2.2.2. IMAGE ACQUISITION
The proposed setup is modeled as an incoherent imaging system, described by [20]

i ˘ {ikl } ˘
¯1Z

¡1

o(z) ⁄h(z) d z ¯n , (2.1)

where i is the discretely sampled coded image distribution, o(z) is the object’s discrete
surface brightness, h(z) is the engineered point spread function and n describes an ad-
ditive noise term. Note that ⁄ denotes the discrete lateral convolution integral with the
laterally shift-invariant and axially shift-variant PSF. In the following, the indices (k, l )
denote the pixel indexing within the discretely sampled, two-dimensional distributions.
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(a) Exit pupil phase

(b) Engineered MTF

(c) Conventional MTF

Figure 2.2: The phase distribution in the exit pupil plane of the hybrid optical system (a), the corresponding
Modulation Transfer Function (MTF) (b), as well as the MTF of a conventional optical system (c) are plotted for
an exemplary in- and out-of-focus object distance z1 and z2, respectively. Note that the CGH is slightly over-
sized with respect to the actual pupil size, which is indicated by the dashed circle in (a). The spatial frequencies
of the displayed MTFs are normalized according to the optical cut-off frequency given by the wavelength ‚ and
the system’s F-number. The engineered MTFs, shown in (b), exhibit a characteristic modulation with an axially
dependent period 1/p(z) and orientation angle µ.
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According to the design of the CGH, the axial dependence of the PSF can be described
by a combination of a rotation and a lateral scaling of the double peak separation. At
the same time, the engineered PSF inherently extends the system’s depth of focus by
minimizing the spreading of the individual peaks within the axial range of interest. If
we assume that the two peaks of the double-helix PSF are well confined with negligible
side-lobes over the entire axial range of interest, the PSF can be approximated by

h(z) »̆ h0 ⁄–¯(z) ¯h0 ⁄–¡(z) , (2.2)

where h0 represents the nominal, shift-invariant distribution of a single PSF peak. The
Delta-distributions –§(z) can be expressed by

–§
kl (z) ˘ –

£
k § p(z)cos(µ(z)) , l § p(z)sin(µ(z))

⁄
, (2.3)

with a peak separation p(z) and an azimuth orientation angle µ(z) that linearly depend
on z. Accordingly, Eq. (5.1) can be rewritten as

i ˘
¯1Z

¡1

o(z) ⁄h0| {z }
o0(z)

⁄
£
–¯(p(z),µ(z)) ¯–¡(p(z),µ(z))

⁄
d z ¯n (2.4)

The image is thus a superposition of two representations of the blurred object distri-
bution o0, which are shifted according to their axial position. Note that o0 describes
the blurred object distribution, analogue to a conventional imaging system with an ex-
tended depth of focus.

2.2.3. IMAGE PROCESSING
The work flow of the proposed image processing procedure, based on the previously de-
scribed image acquisition approach, is schematically shown in Fig. 2.3. First, the depth
map of the encoded image is retrieved as described in the following section. In the sec-
ond step, the object distribution is reconstructed by applying the decoding approach
explained in the subsequent section.

DEPTH MAP RETRIEVAL

The key to retrieving the depth distribution of the object from the raw image i is to de-
termine the lateral distribution of the rotation angle µkl of the twin images. This is done
by analyzing the object features in a M £ N pixels large neighborhood of each image lo-
cation (k, l ), which is valid under the assumption that the neighborhood corresponds to
a part of the object distribution located at the same distance zkl . Thus, a sliding window
function

wmn ˘

(
1 if jmj, jnj • jM/2j, jN /2j
0 else

(2.5)

is applied to the raw image i, which results in the subimage distribution Ikl defined by

I mn
kl ˘ ik¯m,l¯n ¢ wmn . (2.6)

In order to reduce the numerical effort of the depth map retrieval, the subimage distri-
bution may be sampled at a reduced rate given by the window size divided by a sampling
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Figure 2.3: Schematic work flow of the proposed image acquisition and processing approach, which retrieves
the depth information encoded in (pkl ,µkl ) and reconstructs the object distribution O0

kl from a single subim-
age Ikl .

factor q , which is typically on the order of 2 to 4. According to Eq. (2.4), each windowed
subimage distribution Ikl is given by the convolution

Ikl ˘ Okl ⁄H0 ⁄
£
–¯(pkl ,µkl ) ¯–¡(pkl ,µkl )

⁄
¯Nkl , (2.7)

where Okl and Nkl denote the windowed subobject and noise distributions, respectively.
The windowed nominal distribution of a single PSF peak is described by H0. In our ap-
proach, we apply the cepstrum concept to extract the corresponding, discretely sam-
pled PSF parameters µkl and pkl . The concept originates from pitch detection in human
speech [24, 25] and can also be utilized to detect motion blur or stereo correspondence
in imaging applications [26, 27], which in fact represent similar image processing prob-
lems. The power cepstrum distribution of Ikl is defined by

Ckl ˘ C {Ikl } :˘ F ¡1 '
log

¡
jF {Ikl }j2

¢“
. (2.8)
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Accordingly, inserting Eq. (2.7) in Eq. (2.8) leads to

Ckl ˘ F ¡1
n

log
‡flflF

'
I0,kl ¯Nkl

“flfl2
·o

(2.9)

˘ F ¡1
‰

log
‡flflF

'
I0,kl

“flfl2
·
¯ log

µflflflfl1 ¯
F {Nkl }
F

'
I0,kl

“
flflflfl
2¶¾

(2.10)

˘ C
'
I0,kl

“
¯F ¡1

‰
log

µflflflfl1 ¯
F {Nkl }
F

'
I0,kl

“
flflflfl
2¶¾

, (2.11)

where I0,kl denotes the subimage without noise. The obtained cepstrum is thus a super-
position of the cepstrum of the encoded object distribution and a second contribution
that depends on the spatial frequency content of the noise as well as the encoded ob-
ject. The key property of the cepstrum calculation is that it maps a convolution into an
addition. Thus, the first term in Eq. (2.11) can be written as

C
'
I0,kl

“
˘ C {Okl ⁄H0} ¯C

'£
–¯(pkl ,µkl ) ¯–¡(pkl ,µkl )

⁄“
, (2.12)

which separates the cepstrum of the blurred object distribution from the cepstrum of
the shift term described by the delta distributions. According to [28], the latter leads to
a symmetrical set of impulses within the cepstrum domain. The impulses are located
along a line with a respective angle µkl and a separation 2pkl and thus directly provide
the engineered PSF parameters.
The main challenge of the proposed approach is to accurately identify these impulse
peaks within each subimages cepstrum Ckl . The first main limitation arises from the
spatial frequency content of the object distribution. Fig. 2.2(b) shows the Modulation
Transfer Function (MTF) of the proposed hybrid imaging system for two representative
object distances z1 and z2. It can be seen that the introduced phase element leads to a
modulation of the conventional MTF shown in Fig. 2.2(c), which is characterized by a
period p and an orientation µ. This modulation ultimately leads to the set of impulses
within the cepstrum domain. Note that in comparison to performing an autocorrela-
tion, the cepstrum analysis provides increased contrast of the impulse peak in case of a
weak modulation. In fact, the separation between the source signal (blurred object dis-
tribution) and the carrier (double Delta-distribution) is improved due to the logarithmic
enhancement of the modulation in the spatial frequency domain. However, the modu-
lation turns invisible in case a of lack of sufficiently small spatial object features and the
set of impulses in the cepstrum domain vanishes completely. Accordingly, the object’s
spatial frequency spectrum must span an area beyond the first modulation minimum at
1/(V ¢ p), considering the magnification V of the optical system. In other words, the ob-
ject scene must contain spatial features that are comparable to or smaller than the dou-
ble helix PSF extension V ¢ p in object space. In addition, the peak identification can be
ambiguous in case of periodic object features, which lead to an equivalent modulation of
the image spectrum. The corresponding, additional peaks in the cepstrum domain may
corrupt the peak identification and result in false depth information. The second major
influence is given by the noise level. If the object’s spatial frequency content in the range
of interest is insufficient, peaks that originate from the noise contributions (second term
in Eq. (2.11)) are dominating the cepstrum and the impulse identification becomes un-
reliable [27]. Accordingly, the window size needs to be increased at the expense of lateral
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depth resolution in order to include more object features. It should be noted that both
limitations are (in a slightly modified manner) inherent to all passive optical systems. In
fact, the size of the considered neighborhood is crucial for a robust depth estimation of
each object point. But making a reasoned choice for M and N is difficult because the
noise in the cepstrum depends on the spatial frequency content in each window accord-
ing to the second term in Eq. (2.11). The window size and the corresponding degree of
noise averaging needed must then be set according to the particular object that is im-
aged.
In order to increase the reliability of the peak identification, a two-dimensional Hann
window is initially applied to the individual subimages

I 0mn
kl ˘ H {Ikl } :˘ I mn

kl ¢
‰

1
4

•
1 ¡ cos

µ
2…m
M ¡ 1

¶‚•
1 ¡ cos

µ
2…n

N ¡ 1

¶‚¾
, (2.13)

before the cepstrum calculation, in order to mitigate the influence of edge effects on the
discrete Fourier transformation. In addition, a priori knowledge on the peak parameters
µ and p is used. First, it is assumed that the axial extension of the object distribution
is limited to a total PSF rotation range of 180 degree, which ensures a unique relation-
ship between µ and z. Under this condition, the detection range of the impulses in the
cepstrum domain can be truncated according to

C 0mn
kl ˘

(
C mn

kl if pmin •
p

m2 ¯ n2/2 • pmax

0 else
, (2.14)

by applying a minimum and maximum double peak separation (pmin, pmax). Both should
typically be in the order of 0.8 to 0.9 and 1.1 to 1.2 times the peak separation at the nom-
inal (in-focus) object distance, respectively, which can be extracted from the optical sys-
tem design. Second, the truncated cepstrum C 0

kl is convolved with a Gaussian kernel of
size s to mitigate the impact of noise on the peak detection. The kernel width s should
be selected in the range of 1-2 times the diffraction limited PSF peak size, which deter-
mines the minimum size of features in the cepstrum domain that do not originate from
noise. In practice, s as well as (pmin, pmax) may be obtained by experimentally analyzing
the PSF peak width ¾ and separation p(z), respectively.
Finally, the pixel location (mmax,nmax) of the maximum in each convolved cepstrum C 00

kl
is located and the cepstrum values in an s pixel wide neighborhood are extracted. The
weighted position of the peak within this subset of C 00

kl can be calculated using a stan-
dard center of gravity detection algorithm and the rotation parameters µkl and pkl are
extracted for each subimage. In fact, the identification of a single peak in the cepstrum
is sufficient, due to the symmetry of Ckl . The angle µkl is finally related to the object dis-
tance zkl based on a look-up table of the calibrated relationship z(µ). We emphasize that
the described peak identification approach focuses on a high computational efficiency.
More advanced methods, e.g. based on maximum likelihood estimators, can provide a
higher accuracy and robustness, but require computationally expensive iterative algo-
rithms.

OBJECT RECONSTRUCTION

In order to reconstruct the original object information from a single acquisition, the twin
images in i need to be merged. This can be done by means of a deconvolution operation
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using the double helix PSF. The shape of the PSF can, however, be distorted in com-
parison to the original design due to geometrical and chromatic aberrations, as well as
mechanical system tolerances. A direct deconvolution may thus result in severe arti-
facts depending on these shape deviations. In general, it is possible to determine the
exact PSF distribution experimentally. However, this may require measuring the two-
dimensional PSF shape within the entire three-dimensional region of interest due to the
lateral and axial dependency of potential PSF distortions, i.e. in case of significant off-
axis aberrations. In addition to the extensive calibration efforts, either a comprehensive
look-up table or complex interpolation schemes based on analytic or numerical approx-
imations need to be incorporated. Alternatively, blind deconvolution algorithms can be
applied that are however numerically demanding due to the necessity for iterative opti-
mization procedures.
In order to facilitate a fast and reliable image decoding, the proposed object reconstruc-
tion focuses on removing the twin image within i and partially recovering sharp object
features. We retrieve the windowed subobject distributions O0

mn with a linear Wiener-
type (deconvolution) filter. The Fourier transform of Eq. (2.7) can be expressed as

Î 0
kl ˘ Ô0

kl ¢ Ĥ0 ¢ D̂kl ¯ N̂ 0
kl (2.15)

where Î 0
kl and Ô0

kl denote the Fourier transformation of the Hann windowed distribu-
tions Ikl and Okl , respectively. The Fourier transform D̂kl of the delta-distributions is

D̂mn
kl ˘ cos

£
2…pkl {k cos(µkl ) ¯ l sin(µkl )}

⁄
, (2.16)

which corresponds to the axially dependent MTF modulation illustrated in Fig. 2.2(b).
The parameters µkl and pkl are already obtained during the depth map retrieval. The
Fourier transform Ĥ0 of a single PSF peak with neglected side-lobes is approximated by
a Gaussian function

Ĥ mn
0 ˘

1
2…¾̂2 exp

µ
¡

m2 ¯ n2

2¾̂2

¶
, (2.17)

with a width ¾̂. The sharpened object spectrum Ô0
kl is reconstructed by a Wiener filter

Ô0
kl ˘ Î 0

kl ¢

"
Ĥ⁄

0 ¢ D̂⁄
kl

jĤ0 ¢ D̂kl j2 ¯ SNR¡1
kl

#

, (2.18)

where SNRkl is the signal-to-noise ratio of each subwindow. In addition to limiting
the amplification of noise, SNRkl is essential in order to compensate for zero values of
D̂kl within the denominator of Eq. (2.18). On the one hand, D̂kl removes the modu-
lation of the spectrum, which eliminates the twin image in i. On the other hand, Ĥ0
recovers high spatial frequency contributions. Therefore, a respective Gaussian width
¾̂ ¨ max{N , M }/(2…¾) should be selected according to the PSF peak width ¾ in order to
avoid ringing artifacts. Note that a proper removal of the twin images necessitates accu-
rate estimation of the local PSF parameters µkl and pkl in the order of the pixel size of
the image sensor. A false estimation, i.e. due to a high noise level or due to an oversized
sliding window that spans over a significant depth range, can result in severe artifacts
within the reconstructed object distribution. Contrarily, estimation errors based on lack
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of small object features in certain object regions only lead to minor reconstruction arti-
facts due to the absence of high spatial frequencies.
Finally, an inverse Fourier transformation of Eq. (2.18) leads to the recovered distribu-
tion O0

kl . Adding these windowed subobjects according to

okl ˘
X

m,n
O0mn

k¡m,l¡n (2.19)

provides the reconstructed object distribution o. The Hann window, which is main-
tained within each subobject, leads to a smooth overlap of the individual Okl , which
mitigates stitching artifacts within o even in case of a small sampling factor q .
It should be pointed out that the object reconstruction significantly benefits from the
extended depth of focus of the hybrid optical system. As can be seen in Fig. 2.2(b), the
presented out-of-focus MTF is generally increased (i.e. for spatial frequencies j»j, j·j ¨
0.1/(‚F #)) in comparison to the conventional MTF in Fig. 2.2(c). Hence, it enables an
improved reconstruction of these frequencies, which results in an enhanced image reso-
lution for object areas that are significantly out-of-focus. In addition, we emphasize that
the Fourier transform F

'
I 0

kl

“
˘ Î 0

kl , which is required to determine Ô0
kl in Eq. (2.18), is

already calculated during the prior cepstrum analysis. The total numerical effort for the
depth estimation in combination with the object retrieval is thus mainly determined by
only three Fourier transformations. Hence, it provides significantly reduced numerical
costs in comparison to regularized iterative error minimization methods used in [13–
15, 21]. It facilitates a fast approach that performs up to 1-2 fps for a megapixel image
using our current software implementation in MATLAB on a conventional desktop PC.
The frame rate can be increased furthermore by employing state-of-the-art hardware
and using a dedicated computation on a GPU, which can potentially allow for a real time
implementation on the order of 10-20 fps.

2.3. PROOF-OF-PRINCIPLE EXPERIMENT

2.3.1. SETUP IMPLEMENTATION
A demonstration system according to the proposed imaging setup shown in Fig. 2.1 is
realized in order to verify the presented approach. For demonstration purposes, the de-
veloped photo resist master, which is obtained in the first step of the CGH fabrication
process, is directly utilized without the subsequent transfer of the surface profile onto
the final substrate. The surface profile of the corresponding element, which is measured
using a white light interferometer, is shown in Fig. 2.4(a). Note that its lateral extension
is slightly oversized with respect to the aperture stop diameter of 10 mm (indicated by
a white circle in Fig. 2.4(a)) in order to accommodate alignment tolerances. The max-
imum profile height of 885 § 10 nm complies with the maximum required phase shift
of 2…, considering a design wavelength of 550 nm and the photo resist refractive index
of 1.62. The major difference in comparison to the phase element manufacturing in [23]
relies on the applied exposure scheme. In contrast to a single shot exposure, the element
shown in Fig. 2.4(a) is manufactured by optimized lateral stitching of multiple substruc-
ture exposures in order to achieve a more than 4 times increased diameter of 12 mm.
The advanced fabrication thus enables versatile lateral scaling of the designed CGHs in
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order to match the apertures of commercially available objective lenses. Additional mi-
nor advantages include an improved surface smoothness with minimum imperfections,
which results in reduced straylight, as well as an enhanced height discretization of 10bit
in comparison to 30 levels in [23]. The phase element is placed at the aperture loca-
tion of a compact optical demonstration setup, which consists of an achromatic doublet
pair. In particular, we utilize two conventional achromats from Thorlabs with a focal
length of 100 mm (AC254-250-A) and 250 mm (AC254-100-A), respectively. The diffrac-
tion limited optical system is optimized for a nominal object distance of 1 m and fea-
tures a focal length of 83 mm and an F-number of 8.4. The correction of axial color
aberrations is essential in order to minimize the spectral dependence of the rotation an-
gle µ, which limits the axial resolution. However, it should be pointed out that a tailored
spectral dependence can also provide an additional degree of freedom that can poten-
tially increase the reliability of the depth measurement. A 1/2.3-inch CMOS image sen-
sor (Aptina MT9F002) with a total pixel count of 4384£3290 (14MP) and a standard Bayer
pattern for RGB imaging is placed at the nominal image position. The pixel size of 1.4 „m
x 1.4 „m with a Nyquist frequency of 357 l p/mm leads to a minor undersampling of the
image considering the optical cut-off frequency of 216 l p/mm of the nominal system,
but provides sufficiently high sampling of the engineered image distribution. The final
system covers a lateral object field extension of 75 x 53 mm2 at the nominal distance.

2.3.2. DEPTH ESTIMATION
First, the relationship between the rotation angle µ and the object distance z is cali-
brated by successively imaging three LED point sources with peak irradiances at 465 nm,
540 nm and 625 nm, respectively. The noise is reduced by averaging over 10 image ac-
quisitions. Note that the calibration can be limited to on-axis points due to the diffrac-
tion limited performance of the demonstration system over the entire three-dimensional
field of interest. The corresponding PSF distribution, which is illustrated in the two in-
sets of Fig. 2.4(b), clearly shows two distinct peaks (separated by approximately 20„m),
which can be analyzed in order to obtain the axial dependence of µ(z) shown in Fig.
2.4(b). It can be seen that a linear relationship is maintained over a large range of ap-
proximately 170–. The effective depth range that can be utilized is 160 mm. Beyond this
range, the rotation rate begins to decrease drastically and the distorted shape of the PSF
prohibits reliable depth estimation. In comparison to conventional multi-aperture ap-
proaches that utilize multiple optical systems, no further calibration routines, such as
the determination of the relative positions of the subsystems, need to be performed.

An extended, three-dimensional scene is imaged at the nominal object distance of
1 m using the calibrated system. The setup includes multiple objects located at differ-
ent distances within the calibrated range between 960 mm and 1060 mm. The scene is
illuminated by a conventional, broad-band halogen desk lamp without any spectral or
polarization filtering. The left part of Fig. 2.5(a) shows the imaged nominal object scene,
which is initially obtained without the CGH inside the optical system. The enlarged im-
age sections on the right side of Fig. 2.5(a) exemplarily highlight two distinct object parts
that are located at an in- and out-of-focus location. After the CGH is implemented into
the system, the encoded image shown in Fig. 2.5(b) is obtained. As can be seen in the
two enlarged image sections, the engineered PSF results in twin images of the captured
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(a) (b)

Figure 2.4: (a) Measured surface profile of realized CGH. The dashed circle indicates the aperture size of 10 mm
with in the optical setup. (b) Measured relationship between object distance z and rotation angle µ for three
different wavelengths. The insets display the shape of the PSF at 540 nm for the corresponding object distance.

features, which are laterally shifted in a direction according to the their axial position.
The depth map of the object scene is obtained by applying the proposed cepstrum ap-
proach to the captured image. The sampling of the depth map is selected based on a
compromise between maximizing the lateral resolution on the one hand and ensuring
sufficient spatial object features to increase the signal to noise ratio for the peak identi-
fication in the cepstrum domain on the other hand. In particular, a windowing size of
M ˘ N ˘ 256 and a sampling factor q ˘ 4 are applied based on an empirical selection.
After the determination of the angle distribution µkl and a subsequent evaluation of the
corresponding distance zkl using the linear calibration fit (Fig. 2.4(b)), the final depth
map is calculated after applying a 3 £ 3 pixel median filter [29] in order to reduce out-
liers. The resulting depth distribution shown in Fig. 2.6 covers the entire field of view
over a depth range of approximately 100 mm. It clearly exhibits distinct objects of the
captured scene and provides a spatially resolved visualization of their axial position.

2.3.3. IMAGE DECODING

Finally, the angle distribution µkl , obtained during the depth retrieval, is combined with
the information on the peak separation pkl to reconstruct the object distribution. The
deconvolved image distribution, shown in Fig. 2.5(c), is obtained after applying the pro-
posed filter function according to Eq. (2.18) using a width ¾̂ ˘ 18, which effectively
avoids ringing artifacts. For demonstration purposes, a simplified, constant signal-to-
noise ratio of 33 is applied for all subwindows, which provides a compromise between
minimum noise amplification and an effective twin image removal. The image shows the
uncoded RGB color information of the object and is only subject to minor reconstruc-
tion artifacts. A comparison between the decoded and the uncoded object distributions
in Fig. 2.5 demonstrates the successful removal of the twin-image and an increased im-
age contrast. A residual background, i.e. in the direction of the double-helix orientation,
remains after the deconvolution due to the elongated side-lobes of the PSF, which are
not accounted for in the approximated PSF in Eq. (2.2) and the corresponding filter in
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(a) Nominal image

(b) Encoded image

(c) Decoded image

Figure 2.5: (a) Nominal image distribution of the three-dimensional object scene, captured without the CGH.
The two insets on the right side exemplarily highlight an in- and out-of-focus part of the object scene, respec-
tively. (b) Raw, encoded image distribution of the scene using the CGH. The in- and out-of-focus insets exhibit
the blurred twin image with a lateral shift according to the distance of the respective object part. (c) Decoded
image. The exemplary text features, displayed in both insets, can clearly be identified after the removal of the
twin image.
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Figure 2.6: Retrieved depth map of the imaged, three-dimensional scene.

Eq. (2.18). These side lobes are a residue of the CGH design approach as well as fabrica-
tion tolerances, which can potentially be minimized further by optimizing the design, as
well as the fabrication method. Alternatively, the experimental PSF can directly be used
in the deconvolution approach, which necessitates a comprehensive three-dimensional
characterization of the PSF distribution in order to minimize reconstruction artifacts.
Furthermore, a comparison between the highlighted object parts of the nominal and the
decoded image in Fig. 2.5 demonstrates the extended depth of focus property of the
proposed hybrid system. Whereas the features of the out-of-focus part (highlighted in
blue) of the nominal image are significantly blurred in comparison to the in-focus part
(highlighted in red), the deconvolved image provides a comparable resolution through-
out the entire axial range of interest. In fact, the out-of-focus part in Fig. 2.5(c) features
an increased contrast in comparison to the same part in Fig. 2.5(a).

2.4. CONCLUSION
A system approach describing a passive optical setup combined with a tailored image
processing concept is presented, which enables the acquisition of three-dimensional
object information using a monocular camera system. The method is based on inte-
grating a computer-generated hologram, fabricated on a thin glass substrate, into a con-
ventional camera setup, which facilitates a compact, robust and cost efficient system
with an extended depth of focus. Moreover, the optical setup does not require additional
wavelength or polarization filters, which enables a light efficient image acquisition that
maintains the RGB color information of the object. An efficient image processing ap-
proach has been developed that analyzes the cepstrum distribution of the image and
incorporates a Wiener filter in order to provide a fast calculation of the axial and lat-
eral object distribution based on a single image. Without the need for extensive iterative
optimization procedures of common image deconvolution algorithms, the system po-
tentially allows for three-dimensional video acquisition.
An experimental system has been implemented, demonstrating the capabilities of the
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proposed system approach. The depth map as well as the lateral (RGB) information of
an extended scene has been obtained based on a single acquisition using a compact,
light efficient optical system with an engineered point spread function.
In addition to the qualitative demonstration presented here, future work will include
a quantitative assessment of the systems imaging performance. In particular, we aim to
address scaling laws of the axial and lateral resolution limits, which potentially allows for
a system optimization according to a particular application and enables a proper com-
parison to other three-dimensional imaging approaches, i.e. based on stereo or plenop-
tic configurations.
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3
FABRICATION OF COMPUTER

GENERATED HOLOGRAMS USING

FEMTOSECOND LASER DIRECT

WRITING

We demonstrate a single-step fabrication method for Computer Generated Holograms
(CGHs) based on Femtosecond Laser Direct Writing (FLDW). Therefore, a tightly arranged,
longitudinal waveguide array is directly inscribed into a transparent material. By tailor-
ing the individual waveguide length, the phase profile of an incident laser beam can be
adapted arbitrarily. The approach is verified in common borosilicate glass by inscribing
a designed phase hologram which forms the desired intensity pattern in its far field. The
resulting performance is analysed and the potential as well as limitations of the method
are discussed.

Parts of this chapter have been published as R. Berlich, D. Richter, M. Richardson, and S. Nolte, Optics Letters
41, 1752–1755 (2016). [1].
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3.1. INTRODUCTION
Computer generated holograms (CGHs) are utilized in a wide range of applications such
as beam shaping and steering as well as testing of aspherical, refractive optical com-
ponents [2–5]. Their main advantages rely on their compactness and simple optical
alignment compared to refractive elements. They can provide an extensive depth of
sharpness in addition to a high efficiency. However, the manufacturing process is typ-
ically rather complex, since conventional fabrication techniques using UV or e-Beam
radiation are based on mask or scanning lithography [6–8]. Although these methods
are already well established in commercial applications, they still require a sequence of
sample preparation and processing steps. The processing time as well as the high com-
plexity of the fabrication consequently constitute severe constraints. Furthermore, the
produced CGHs are limited to surface structures and are thus less resistant to external
mechanical influences. In this letter we present how Femtosecond Laser Direct Writ-
ing (FLDW) can be employed to fabricate CGHs in a single step, directly inside the bulk
substrate.

Figure 3.1: FLDW fabrication of embedded CGH structure comprising an array of longitudinal waveguides with
distinct height profile hi j .

3.2. THEORETICAL CGH MODELING
In order to discuss this approach, let us first consider the theoretical modeling of the
CGH. The interaction of an incident field ui n(x, y, z) of wavelength ‚ and a CGH is com-
monly described using the Thin Element Approximation (TEA) at a reference distance
z0. Within this approximation, which is initially considered for the design of the CGH
here, diffraction effects are neglected during the light propagation through the structure
[9]. The resulting field uout(x, y, z0) in the element plane is consequently obtained by a
multiplication of the incoming field uin(x, y, z) with the transfer function t (x, y) of the
hologram

uout(x, y, z0) ˘ uin(x, y, z0) ¢ t (x, y)

˘ uin(x, y, z0) ¢ A(x, y)e i¢`(x,y) (3.1)
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where A(x, y) and ¢`(x, y) denote the corresponding amplitude and phase change, re-
spectively. The CGH fabrication approach described in this letter is based on a phase
change ¢`(x, y) that is introduced onto the incident field after the propagation through
an extended three-dimensional refractive index modification profile ¢n(x, y, z). This
modification, which is directly embedded inside the CGH substrate, is realized using
FLDW [10, 11]. By adjusting the corresponding writing parameters, the absorption coef-
ficient of these structures can be minimized and the respective amplitude change A(x, y)
can be considered negligible. In contrast to techniques that employ femtosecond laser-
induced microexplosion [12, 13] to generate absorbing CGH structures, the phase only
elements, proposed here, enable significantly improved diffraction efficiency. Under the
assumption of TEA, the introduced phase change is determined by

¢`(x, y) ˘
2…
‚

hmaxZ

0

¢n(x, y, z) d z , (3.2)

where hmax denotes the maximum depth of the FLDW induced index modification. In
our approach, the inscribed structure ¢n(x, y, z) is created by writing an array of N xN
longitudinal waveguides, separated by a lateral pitch p as illustrated in Fig. 3.1. Each
individual waveguide (i,j) (i , j ˘ 1, ..., N ) comprises a specified axial height hi j . A proper
choice of the substrate material and optimized writing parameters ensure very smooth
and crack-free FLDW structures [14, 15], so that the waveguides can be approximated
by ideal cylinders of diameter d and height hi j with a constant refractive index change
¢neff. Accordingly, the inscribed structure can be modeled as

¢n(x, y, z) ˘
X

i , j

£
¢neff ¢ ci r c(x ¡ i p, y ¡ j p) ¢ r ecti j (z)

⁄
, (3.3)

where

ci r c(x, y) ˘

(
1 for x2 ¯ y2 • (d/2)2

0 else
(3.4)

and

r ecti j (x, y) ˘

(
1 for 0 • z • hi j

0 else
(3.5)

By inserting Eq.(3.3) into Eq.(3.2), the phase change introduced by the waveguide assem-
bly is determined by

¢`(x, y) ˘
X

i , j

2…
‚

¢¢neff ¢ hi j
| {z }

¢`i j

¢ci r c(x ¡ i p, y ¡ j p) . (3.6)

Thus, an arbitrary computer generated phase profile ¢`i j can be generated for a given
wavelength by adapting the profile height hi j . Note that ci r c(x, y) in Eq.(3.6) defines the
fill factor of the FLDW structure, which directly affects the diffraction efficiency of the
CGH [16].
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3.3. CGH DESIGN AND FABRICATION
In order to verify the feasibility of the proposed fabrication approach, a first CGH is man-
ufactured to generate the far field intensity pattern illustrated in Fig. 3.2(a). The sample
image (IOF logo) only covers the upper half of the total 128x128 pixel target area. This en-
ables the separation and evaluation of the zero diffraction order during the experimental
analysis in order to determine the overall diffraction efficiency. The required phase dis-
tribution ¢`i j shown in Fig. 3.2(b) is designed by employing an Iterative Fourier Trans-
form Algorithm (IFTA) [17].

(a) (b)

Figure 3.2: (a) Targeted far field intensity distribution of CGH element. (b) Corresponding phase profile in
(x, y) element plane. The diffraction angles in (a) are denoted by fi and fl, respectively, assuming a lateral
phase sampling pitch of p ˘ 8„m and a wavelength of 532nm.

An amplified Ti:Sapphire laser system (Coherent RegA), working at a center wave-
length of 800nm is incorporated for the fabrication of the designed CGH. The repeti-
tion rate is fixed to 100kHz and the pulse duration is set to 150fs. The laser is tightly
focused into borosilicate glass (Corning Eagle 2000) without special sample preparation
necessary. Utilizing a 20x objective with a numerical aperture of 0.35 provides a practical
compromise between small waveguide diameters of approximately 6„m and a sufficient
working distance. A computer controlled three axes positioning system (Aerotech ALS
130) furthermore enables precise and fast positioning. The translation speed is set to a
maximum of 100mm/s in the axial direction in order to facilitate a fast fabrication of the
large amount of waveguides. The writing direction is set from the bottom to the top in
order to avoid that the modified region within a single waveguide influences the incident
laser beam. The writing power is eventually optimized to result in a maximum refractive
index contrast while ensuring smooth, crack-free features at the same time. In this re-
spect, the practical method presented in [18] is incorporated to measure the absolute
refractive index modification and an optimized value of ¢neff ˘ 7¢10¡4 is obtained for an
average power of 60mW .
The required axial writing distance ¢zi j of each waveguide (i , j ) can be calculated by
inserting the determined amount of ¢neff into Eq.(3.6) and accounting for the effective
focus depth due to the linear refractive index n0 of the borosilicate glass

¢zi j ˘
hi j

n0
˘

‚ ¢¢`i j

2… ¢¢neff ¢ n0
. (3.7)
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In fact, an additional offset is introduced for each waveguide due to the elongated ex-
tension of an individual FLDW spot in the order of 40„m. It does however not effect the
far field image according to Eq.(3.1) since it corresponds to a constant additional phase
term in uout. It should be emphasized that there is no discretization of the profile phase
¢`i j which would lead to a decrease in efficiency [16, 19]. In comparison to common
lithographic techniques, the FLDW method is capable of a nearly continuous phase im-
plementation.
The design wavelength ‚ is set to 532nm which leads to a maximum modification length
of 700„m considering a maximum phase change of 2…. The CGH is placed 150„m above
the bottom of the 1mm thick borosilicate glass samples to center the structure. Although
a constant spot size is assumed within the writing process, it has to be noted that the
large longitudinal extension of the waveguides can lead to an inhomogeneous imple-
mentation in different depths of the glass. Thus, the diameter and the amount of ¢neff
can vary with the depth due to aberrations occurring from the glass surface. This effect
is neglected but improvements can be achieved using adaptive optics in combination
with the translation stage [20].
A minimum spacing of 8„m between the individual waveguides is selected to prevent an
overlap of adjacent modifications which would lead to an unpredictable change of the
induced refractive index profile. Contrarily, larger separations would severely decrease
the diffraction efficiency [16]. The ratio • between the diameter of the incident illumi-
nation laser and the 1.024mm width (128 pixel x 8„m) of the single CGH constitutes
another crucial factor for the CGH implementation. A small ratio leads to a significant
overlap of adjacent image pixels and the resulting interaction decreases the signal to
noise ratio (SNR) of the image. As demonstrated in [21], it can be avoided effectively by
adjusting the illumination beam diameter for values of • ¨ 2.6. However, the small ex-
tension of the single CGH compared to the incident laser beam would result in a large
intensity of the zeroth diffraction order, since a significant part would not be diffracted
by the CGH. The waveguide profile hi j is thus replicated by a lateral factor of three in
order to overcome this effect. The respective overall amount of 384x384 waveguides re-
sults in a total lateral size of 3.072x3.072mm2 of the 3x3 CGH pattern. The corresponding
fabrication time of 28 hours remains a major drawback but it is inherent for point-wise
fabrication methods. A reduction could be achieved by further maximizing the induced
amount of refractive index change, e.g. by selecting a different substrate glass material
or by incorporating higher repetition rate laser systems [22]. Eventually, parallelizing
the fabrication process by generating a pattern of multiple writing beams, e.g. using
diffractive optical elements or spatial light modulators [23, 24], constitutes a promising
approach to mitigate the severe time constraint. Figure 3.3 shows microscope images
of the fabricated CGH at two cross sections in the (x, y)-plane. Whereas the bottom of
the CGH in Fig. 3.3(a) comprises the full waveguide array, only a fraction of the entire
assembly extends up to the exemplary height of 300„m presented in Fig. 3.3(b). Hence,
a refractive index pattern based on axially extended waveguides, which tailor the phase
profile of an incident laser beam, is facilitated. The magnified insets also confirm the
prevention of a waveguide overlap.
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(a) (b)

Figure 3.3: Microscope images displaying two cross sections ((x, y)-plane) of fabricated CGH at a respective
height of (a) 0„m and (b) 300„m.

3.4. EXPERIMENTAL PERFORMANCE VALIDATION
The sample is finally illuminated under normal incidence with a Nd:YAG laser at 532nm
to investigate the performance of the fabricated CGH. The diameter of the beam with a
top hat profile is adapted to 3mm using a standard telescope setup in order to fit the size
of the CGH and to fulfill the condition • ¨ 2.6. The transmitted beam is subsequently
focused (f=50mm) to project the far field intensity pattern onto a CCD camera as illus-
trated in Fig. 3.4(a). Fig. 3.4(b) demonstrates that the resulting irradiance distribution
complies qualitatively with the aimed pattern of Fig. 3.2(a). The approach to fabricate
CGHs using FLDW is thus verified. However, the image quality is still subject to different
kinds of degradation. In addition to a relatively inhomogeneous background noise of
the intensity distribution, Fig. 3.4(b) shows a strong zeroth diffraction order. The total
diffraction efficiency · of the CGH is approximately 37%. Moreover, Fig. 3.4(b) reveals a
weak mirrored image of the actual logo with 7% of the overall power.

(a) (b)

Figure 3.4: (a) CGH performance characterization under 532nm laser illumination and subsequent imaging of
the resulting diffraction pattern onto a CCD detector. (b) Captured irradiance distribution of fabricated CGH.

In order to assess the origin of the image degradation, the CGH performance is sim-
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ulated numerically. In particular, the light propagation through the FLDW structure is
modeled using a fast Fourier transform beam propagation method (FFT-BPM). The re-
sulting scalar field distribution uout behind the CGH is shown in Fig. 3.5. It can be seen
that the inscribed element significantly alters the amplitude distribution of uin in addi-
tion to the desired phase change `. Due to the long extension of the axial waveguide
structure, light is coupled into the longitudinal waveguides from the space between and
subsequently guided during the propagation. Consequently, the performance of the
inscribed phase element cannot accurately be described using TEA despite the weak
modification of the refractive index and the large feature sizes compared to the wave-
length. The theoretical irradiance distribution on the CCD camera is calculated by a
Fourier transformation of uout (Fraunhofer approximation). As illustrated in Fig. 3.6(a),
it complies with the image obtained experimentally and provides comparable diffraction
efficiencies of 41% and 7% for the nominal and the mirrored image, respectively.

(a) (b)

Figure 3.5: Theoretical amplitude (a) and phase (b) distribution of the scalar field uout behind the CGH based
on a FFT-BPM simulation.

The main reason for the limited diffraction efficiency · originates from the low waveg-
uide fill factor of approximately 44%. Figure 3.6(b) illustrates the theoretical dependency
of · on the waveguide spacing p considering a constant waveguide diameter of 6„m.
Note that the diameter of the incident illumination laser beam is scaled in order to main-
tain a constant value of •. A maximum of 45% can be obtained by the proposed fabri-
cation scheme in case p coincides with the waveguide diameter d , which corresponds
to a fill factor of 79%. For comparison, Fig. 3.6(b) provides the corresponding diffrac-
tion efficiency in case of an equivalent thin phase element (e.g. realized by a spatial light
modulator with a limited fill factor) under the assumption of TEA. It can be seen that
the respective values of · are significantly reduced for p ¨ d . Hence, the performance
of the FLDW CGH clearly benefits from the amplitude alteration due to the light guiding
effect of the inscribed waveguides. In fact, this unique feature of the thick CGH structure
partially compensates for the low fill factor that needs to be applied in order to prevent
overlap of adjacent waveguides. Contrarily, it should be noted that the mirror image ob-
tained, which also originates from the changed amplitude profile, represents a minor
drawback.
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(a) (b)

Figure 3.6: (a) Theoretical CCD (far field) image of the fabricated CGH based on an FFT-BPM simulation. (b)
Simulated dependency of the diffraction efficiency · on the waveguide period p, considering a thin (TEA) and
a thick (FFT-BPM) CGH modeling. The corresponding waveguide diameter d is 6„m.

3.5. CONCLUSION
In conclusion, it was demonstrated how FLDW can be applied to create computer gen-
erated holograms in a single writing process. Hence, fabrication costs and effort can po-
tentially be decreased. The elements are moreover buried inside the substrate, improv-
ing their resistance against external influences. The possibility to implement arbitrary
phase profiles without a discretization furthermore promises high diffraction efficien-
cies. First experimental results to validate the feasibility of the approach were obtained
for a CGH fabricated inside borosilicate glass. The achieved intensity distribution in
the far field complied with the design and performed a moderate diffraction efficiency
of 37%. While the thin element approximation could successfully be applied to design
the CGH, we demonstrated that it does not accurately describe the final performance of
the FLDW element. In fact, the the elongated extension of the CGH structure leads to
a significantly improved diffraction efficiency compared to an equivalent thin element.
The fabrication time is currently rather long, which limits the capabilities of the CGHs
in terms of resolution and quality. Strategies for improving the CGH fabrication as well
as the performance were however pointed out and will be addressed in future work. It
is finally noted that the presented approach can be extended to create multiple layers of
FLDW elements within a single sample. Accordingly, CGHs with multiplexing capabili-
ties, as presented in [21], could be fabricated in a single substrate.
This work was performed as part of the Atlantis MILMI program, funded jointly by the
U.S. Department of Education and the European Commission, and was funded in part
by the National Science Foundation and the State of Florida as well as by the Thuringian
Ministry of Education, Science and Culture under contract B514-10061 (OptiMi 2020).
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4
HIGH-ORDER-HELIX POINT

SPREAD FUNCTIONS FOR

MONOCULAR THREE-DIMENSIONAL

IMAGING WITH SUPERIOR

ABERRATION ROBUSTNESS

An approach for designing purely refractive optical elements that generate engineered,
multi-order-helix point spread functions (PSFs) with large peak separation for passive,
optical depth measurement is presented. The influence of aberrations on the PSF’s rotation
angle, which limits the depth retrieval accuracy, is studied numerically and analytically.
It appears that only Zernike modes with an azimuthal index that is an integer multiple of
the number of PSF peaks introduce PSF rotation, and hence a depth estimation error. This
implies that high-order-helix designs have superior robustness with respect to aberrations.
This is experimentally demonstrated by imaging an extended scene in the presence of se-
vere system aberrations using novel, cost-efficient phase elements based on UV-replication
on wafer-scale.

Parts of this chapter have been published as R. Berlich, and S. Stallinga, Opt. Express 26, 4873-4891 (2018) [1].
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4.1. INTRODUCTION

The depth dependence of the Point Spread Function (PSF) of an imaging system can
be customized by engineering the pupil phase with a Computer Generated Hologram
(CGH). This approach has been widely studied with the goal to extend the depth of focus
of conventional imaging systems [2–4]. In addition, it has gained interest for monoc-
ular, three-dimensional imaging [5]. Phase element designs have been proposed that
generate two separated PSF peaks with a defocus dependent, double-helix shaped ro-
tation [6, 7]. If the relationship between the rotation angle fi and the distance of an
object point z is known, a measurement of fi enables retrieving the axial location of
an object point in addition to its lateral location. So far, this method has mainly been
applied for three-dimensional particle localization and tracking [8–14]. Further studies
have demonstrated that the entire depth map of an extended, three-dimensional scene
can be obtained for a broadband illumination [15, 16].
Previous studies have commonly considered idealized optical systems with an imaging
performance close to the diffraction limit. The imaging performance of state-of-the-art
optical systems in application fields such as machine vision, automotive or consumer
electronics is, however, commonly far away from the diffraction limit. It is therefore
essential to investigate how susceptible helical PSFs are to aberrations and how the rota-
tion of the engineered PSF and ultimately the depth retrieval may be corrupted. In fact,
the required calibration of the relationship between the rotation angle fi and the object
distance z only partially accounts for aberration introduced rotation. The calibration
step is commonly performed close to the optical axis, which does not allow for compen-
sating for the effect of off-axis system aberrations such as astigmatism. A calibration of
the entire field of view of the pupil engineered system would be necessary in order to
eliminate respective rotation angle uncertainties. Moreover, this characterization would
have to be performed for each nominal object distance setting, which requires an im-
mense calibration effort. In addition, aberration conditions may vary for different appli-
cation scenarios, e.g. due to thermally induced effects or imaging through thick media.
Thus, the question arises if the influence could be mitigated by altering the design of the
rotating PSF.
The particular influence of primary spherical aberration, as well as coma and astigma-
tism has been investigated in the literature for the specific case of double-helix PSFs
[17–19]. In this paper, we study the robustness for aberrations of helical PSFs in a gen-
eralized framework in which we consider designs with N peaks (N ˘ 2,3,4, ...). The aim
of this analysis is to provide the necessary foundation for balancing the impact of differ-
ent aberrations on the rotation of the PSF in order to develop high accuracy, pupil en-
gineered optical systems for 3D image acquisition. Furthermore, we demonstrate how
high-order-helix designs that feature more than two PSF peaks provide improved robust-
ness regarding the rotation of the PSF with defocus. The respective designs thus allow
for less stringent requirements on the optical system, e.g. with respect to the residual
wave front error, which reduces system complexity and costs. Especially astigmatism
is of considerable importance, as it scales quadratically with the field coordinates, and
therefore usually dominates over other aberrations that scale with higher powers of the
field coordinates.
Initially, we present a new design method for higher order helical PSFs and evaluate its
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performance in section 2. In section 3, we analyze the sensitivity of the PSF rotation to
different aberrations using numerical and theoretical means. Experimental results are
presented in section 4 and the main results of the paper are concluded in section 5.

4.2. MULTI-ORDER-HELIX DESIGNS
4.2.1. DESIGN APPROACH
A design approach to generate PSF distributions that provide a depth dependent rotation
was initially introduced based on a set Bessel beams [20]. Subsequently, these designs
were described using a composition of Gauss-Laguerre (GL) modes [21] and extended
towards phase only elements [6, 22]. An alternative design method using a set of Fres-
nel zones to generate rotating, single-helix PSFs (N ˘ 1) was described by Prasad in ref.
[7] and extended for double-helix shapes by Roider et al. in ref. [12]. These two design
approaches provide a basis for customized double-helix CGH designs that are, however,
limited in different ways. On the one hand, we find that the GL mode based designs pro-
vide limited capability to generate largely separated PSF peaks with an extended rotation
range. In particular, the iterative optimization results in undesired side lobes that limit
the depth retrieval accuracy as well as the image quality. On the other hand, the Fresnel
zone designs do not allow for direct optimization of the PSF peak confinement over a
specific axial range of interest. Moreover, both methods lead to very complex CGH de-
signs with a significant number of phase discontinuities and dislocations that degrade
the PSF shape when imaging using a broad wavelength spectrum.
Here, we propose a novel phase element design routine to overcome these limitations
and moreover to allow for generating generalized N th order helix PSFs. To this end, we
initially generalize the Fresnel zone design approach [7, 12] by exploiting three main
design parameters. The number of zones that lie within the phase element radius R is
defined by the design parameter L. Each of the l ˘ 1, ...,L zones is bounded by circles of
radius Rl¡1 and Rl , where Rl ˘ R(l /L)†. The second design parameter † can be used to
tailor the trade-off between the helix peak confinement and the shape invariance during
rotation. The phase of the l th ring of the CGH is given by

'l (`) ˘ [(l ¡ 1) N ¯ 1]` (4.1)

where ` is the azimuthal coordinate. Here, we consider a third design parameter N in
the phase definition, which represents a generalization of existing designs [7, 12]. It di-
rectly defines the peak number of the generalized multi-order-helix PSF. Note that for
N ˘ 1, Eq. (4.1) reduces to the original single-helix phase element design proposed in
[7]. In general, the peak separation, the rotation rate as well as the total depth range of
the corresponding, engineered PSF are jointly influenced by the three design parameters
[N ,L,†]. On the one hand, the maximum depth range is limited by ambiguities in case
of a rotation beyond [¡…/N ,…/N ] since the depth retrieval is based on relating the rota-
tion angle fi to the object distance z. Consequently, a high number of peaks also reduces
the available depth range. On the other hand, the PSF rotates at a rate 1/(N ¢ L) rad per
unit defocus change for the particular case of † ˘ 0.5, according to the analytical PSF ap-
proximation given in [7]. Hence, the respective maximum, unambiguous defocus range
equals 2…L, which is independent of the peak number N . This range can be related to the
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maximum available depth range ¢zmax of the pupil engineered optical system according
to

¢zmax ˘
2‚d 2

0 L

R2 ¡‚2d 2
0 L2/R2

, (4.2)

where the variables ‚, d0 and R denote the wavelength, the object distance from the en-
trance pupil and the entrance pupil radius, respectively. The relationship is more com-
plex for a general parameter †, but it appears empirically that the depth range increases
for decreasing †.
The generalized Fresnel zone elements are considered as start designs for the following
design process. In fact, the parameter set [N ,L,†] directly determines the number of
peaks, the peak separation, the rotation rate, as well as the maximum depth range of the
final element. The individual steps of the overall design process are depicted in Fig.4.1
for the design of a phase distribution 'p of exemplary double- and triple-helix CGHs.
For illustration purposes, Fig.4.1 additionally provides the corresponding in-focus PSF
distributions, which are calculated based on a Fourier transformation and considering a
circular aperture. Figure 4.1(a) and 4.1(b) show the two Fresnel zone start design exam-
ples with design parameters [N ,L,†] equal to [2,16,0.8] and [3,11,0.8], respectively. Note
that the corresponding PSFs provide comparable peak distances with respect to the op-
tical axis. We find that each of the N PSF peaks can be allocated to a dedicated circular
sector of the Fresnel zone design with azimuthal extensions of 2…/N , respectively. Ac-
cordingly, the next design step only considers a single sector of the overall pupil area. In
fact, restricting the design optimization to an individual subsection is essential in order
to circumvent phase dislocations in the final phase element design. Figure 4.1(c) and
4.1(d) illustrate the respective sections and the corresponding PSF peak. Next, a modi-
fied version of the iterative optimization approach as proposed for the GL mode design
approach [6] is applied. It is based on an Iterative Fourier Transform Algorithm (IFTA)
and applies two main constraints. The first constraint maximizes the energy in the main
lobes of the helical PSF for a high peak confinement. The second constraint enforces a
phase only transfer function in the aperture plane. In contrast to the original method,
the third constraint in the GL modal plane is voided and the pupil aperture is restricted
to the circular sector of a single peak. The optimization results in a well-confined peak
over a rotation range of 2…/N even for the large peak separations of the two examples,
which are on the order of ten times the peak diameter. The obtained exemplary phase
distributions are shown in Fig. 4.1(e) and 4.1(f). The remaining N ¡ 1 circular sections
of the CGH are subsequently filled with rotated copies of the optimized subarea as il-
lustrated in Fig. 4.1(g) and 4.1(h). This leads to N equal peaks in the focal plane, which
form a completely symmetric multi-order-helix PSF. Note that phase dislocations inside
the CGH are only located at distinct lines, which separate the individual circular section.
The phase distributions within each section can thus be easily transformed into con-
tinuous profiles by using a conventional one-dimensional phase unwrapping method
[23]. Figure 4.1(i) and 4.1(j) show the respective profiles for the two design examples. We
emphasize that these continuous pupil phase shifts can be realized by purely refractive
(free-form) optical elements. These elements provide an improved performance when
a broad spectral range is used for imaging. They offer minimized color artifacts, which
is particularly critical for designs with a large peak separation. In fact, the double-helix
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 4.1: The individual steps of the proposed design process for multi-order-helix PSFs are exemplary illus-
trated for a double- (left column) and a triple- (right column) helix design. The phase distributions 'p as well
as the corresponding PSFs are shown for the individual design steps. The Fresnel zone start designs (a,b) are
initially truncated to an angular section, dedicated to a single PSF peak (c,d). The respective section is opti-
mized for a high peak confinement (e,f) and subsequently used to fill the overall phase element with rotated
copies (g,h). A purely refractive design is finally obtained by phase unwrapping in an optional step (i,j).
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element shown in Fig. 4.1(i) is similar to the double wedge type designs that have al-
ready been proposed in the literature [24, 25]. However, our design approach enables an
improved PSF confinement with minimized peak spreading over a customized defocus
range as shown in the next subsection.

4.2.2. PERFORMANCE EVALUATION
The appropriateness of engineered PSFs for depth estimation is typically measured by
the Cramér Rao Lower Bound (CRLB) [6, 9, 15], which quantifies the theoretical limit of
precision in axial ranging. The CRLB for an imaged, broadband point source is given by
[15]

¾¡2
CRLB ˘

1
¾2

N

VX

v˘1

WX

w˘1

µ
@

@z
H 0[v, w ; z]

¶2
, (4.3)

where

H 0[v, w ; z] ˘

‚2Z

‚1

·(‚)H [v, w ; z;‚] d‚ (4.4)

is the incoherent superposition of the discretely sampled spectral PSF components and
¾CRLB defines the standard deviation of the lower limit to measurement precision. A
system operating in the detector-limited regime is assumed in Eq. (4.3), which is appli-
cable for imaging extended scenes with a generally high background level using low-end
cameras with high readout noise. Accordingly, the readout noise and the shot noise of
the background irradiance level dominate the shot noise from the peak signal. The pa-
rameter ¾2

N denotes the variance of per-pixel noise, which is taken to be the sum of the
two dominating noise contributions. Note that the three-dimensional PSF distribution
H 0[v, w ; z] is normalized such that their maximum irradiance is equal to one. A simpli-
fied, constant relative illumination spectrum ·(‚) ˘ 1, which ranges from ‚1 ˘ 450 to
‚2 ˘ 650 nm, is considered in the following.
The goal of the subsequent analysis is to compare the performance of different helical
PSF designs under broadband imaging conditions. The optical system parameters used
for the experimental study in section 5.5 are exemplarily applied for this investigation.
A signal-to-noise ratio of 20 is assumed, which results in ¾N ˘ 0.05. The designs un-
der investigation include the double-helix Fresnel zone design, the optimized double-
and triple-helix designs as well as the purely refractive double-helix design shown in Fig.
4.1(a), 4.1(g), 4.1(h) and 4.1(i), respectively. In addition, a nominal, clear aperture system
is analysed as a reference. The broadband, axial distributions H 0[v, w ; z] of the consid-
ered pupil functions are calculated at different object distances z and illustrated in the
top part of Fig. 4.2. The selected axial range of 600 mm corresponds to a rotation of
approximately 180– of the double-helix PSF designs. The rotation continues beyond this
range but the double-helix peaks start experiencing significant spreading. In fact, the
triple-helix design is only optimized for a range of approximately 300 mm but continues
rotating beyond this range with accelerated peak spreading.

The simulated axial PSF distributions in the top part of Fig. 4.2 qualitatively illustrate
the improved peak confinement of the novel, double-helix CGH design over the entire
rotation range in comparison to the double-helix Fresnel zone design. The CRLB analy-
sis moreover allows for a quantitative comparison, which shows that ¾CRLB is improved
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Figure 4.2: Top: Simulated, axial PSF dependency H 0[v, w ; z] of five considered pupil functions as indicated in
the left part: A, nominal PSF for a clear aperture; B, Fresnel zone double-helix PSF; C, optimized double-helix
PSF; D, optimized triple-helix PSF; E, refractive double-helix PSF. A broadband illumination spectrum ranging
from 450 ¡ 650 nm is assumed. Bottom: Corresponding axial dependencies of the standard deviation of the
lower limit to measurement precision ¾CRLB. Note that the nominal object distance is 1000 mm.
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by a factor of 2 at the edges of the axial range of interest. In general, the proposed pupil
engineered PSF designs feature superior values for ¾CRLB that are at least an order of
magnitude decreased compared to the clear aperture system, which is consistent with
previous results reported in [5, 9, 15]. In addition, the PSF comparison of the refrac-
tive double-helix design with the diffractive elements demonstrates their improved peak
confinement under broadband imaging conditions. In particular, the PSFs of the diffrac-
tive elements in Fig. 4.2 comprise increased peak spreading in addition to the presence
of a central peak at the nominal object distance. Both impairments of the PSF shape
originate from a mismatch of the 2… phase jumps in the CGH design at wavelength that
differ from the nominal wavelength. Finally, Fig. 4.2 reveals that the novel triple-helix
design comprises a reduced axial resolution limit around the nominal object distance in
comparison to the optimized double-helix design. In contrast, the axial resolution limit
is increased for defocus values j¢zj & 100 mm, which is in accordance with the reduced
axial range that is considered for the design optimization.

4.3. INFLUENCE OF ABERRATIONS ON PSF ROTATION
In the following investigation, the effect of individual optical aberrations on the rota-
tion angle of multi-order-helix PSFs is analyzed. Initially, the influence is investigated
by numerical simulations for the two design examples given in section 4.2 as well as a
tetra-helix example with design parameters [N ,L,†] ˘ [4,8,0.8]. Note that no single peak
design (N ˘ 1) is considered, since it cannot be applied for 3D measurement using the
approaches presented in [15, 16]. Finally, an analytic rotation assessment is provided
for general, multi-helix CGH designs in order to obtain a theoretical understanding on
which aberrations cause rotation. To this end, a general, quantitative measure for ro-
tation of multi-order-helix PSFs is defined and evaluated in order to derive a general
condition for identifying aberrations that result in a (false) PSF rotation.

4.3.1. NUMERICAL INVESTIGATION OF PSF ROTATION
The pupil phase '(u, v) of an aberrated, pupil engineered optical system is given by a
superposition of the phase element part 'p and the aberrated part according to

'(u, v) ˘ 'p (u, v) ¯
X

n,m
Am

n ¢ Z m
n (u, v) , (4.5)

where (u, v) denote the Cartesian coordinates of the pupil plane. The aberrated part is
described by a set of Zernike polynomials Z m

n and their respective amplitudes Am
n . The

individual polynomials Z m
n are defined in polar coordinates by

Z m
n (‰,`) ˘ Rm

n (‰)cosm` (4.6)

for even and
Z ¡m

n (‰,`) ˘ Rm
n (‰)sinm` (4.7)

for odd polynomials, respectively. The term Rm
n (‰) denotes the radial dependency ac-

cording to [26] and (m,n) are non-negative integers that satisfy m • n, n ¡ m ˘ even.
The effect of first order Zernike aberrations on the double- and triple-helix PSF distri-
butions is qualitatively shown in Fig. 4.3. The amplitude Am

n of each Zernike aberration
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is successively increased in Fig. 4.3, which introduces an rms phase error in a range of
[0,…/2] rad. Note that the first three modes associated with piston, tip and tilt errors are
omitted, since they do not affect the PSF shape. The actual depth retrieval using heli-
cal PSFs is based on the desired rotation with an increasing amplitude of defocus (Z 0

2 ).
However, Fig. 4.3 reveals that other Zernike aberrations lead to distortions of the original
PSF shape that also give rise to an apparent rotation.
In order to quantify the effect on the rotation of the multi-order-helix PSF distributions,

(a) Double-helix (b) Triple-helix

Figure 4.3: Influence of primary Zernike aberrations on the shape of an engineered (a) double- and (b) triple-
helix PSF design including the effect of defocus (Z 0

2 ) as well as first order astigmatism (Z ¡2
2 ,Z 2

2 ), coma (Z ¡1
3 ,Z 1

3 )
and spherical aberration (Z 0

4 ).

an overall rotation angle fi is defined as the average

fi ˘
1
N

NX

j ˘1
¢fi j , (4.8)

where ¢fi j is the difference between the individual peak angle with and without aber-
rations, respectively. Note that the individual angles ¢fi j can be positive or negative
depending on the rotation direction. The change of the overall rotation angle fi with in-
creasing amplitudes of the first 21 Zernike aberrations is shown in Fig. 4.4 for the three
multi-order-helix designs under investigation. The individual values are obtained by fit-
ting N Gaussian peaks to the respective PSF distributions and extracting the fitted peak
angle difference ¢fi j . The numerical fitting accuracy is on the order of 1– due to shape
distortions and side lobes of the aberrated peaks. The overview in Fig. 4.4 demonstrates
that the effect on the PSF rotation angle significantly depends on the particular Zernike
mode as well as the order N of the engineered PSF. Aberrations that cause a significant
rotation, i.e. jfi(…/2)j ¨ 1–, are highlighted by rectangular boxes in Fig. 4.4. An increasing
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defocus rms error leads to the desired linear change of fi for all three design examples,
as expected. It can be seen that primary spherical aberration (Z 0

4 ) results in a significant
increase of the rotation angle fi as well. In contrast, the numerical simulations reveal
that coma (Z ¡1

3 , Z 1
3 ) does not lead to a change of the overall rotation angle fi. The effect

of astigmatism (Z ¡2
2 , Z 2

2 ) depends on the particular CGH design. No rotation can be ob-
served for the triple- and tetra-helix design, whereas the double-helix design is subject
to significant rotation for astigmatism in x. In fact, the PSF distributions shown in Fig.
4.3(b) indicate that the individual peak angles of the triple-helix PSF vary indeed. How-
ever, the differences ¢fii appear to compensate each other. The results are in agreement
with previous analyses of double-helix designs [17–19], which demonstrated a high ro-
tation susceptibility to spherical aberration and astigmatism, but a robustness with re-
spect to coma. A general trend can be observed in Fig. 4.4 that suggests that a higher
number of peaks N leads to less modes that cause significant PSF rotation. The simula-
tions particularly suggest that the overall rotation angle is zero unless the mode order m
is a multiple of the PSF peak number N . In the following, we will develop a theoretical
framework that explains this result.

Figure 4.4: Comparison of the rotation angle dependency fi of multi-helix-PSFs on the rms phase error for the
first 21 Zernike aberrations (excluding piston, tip and tilt). Aberrations that cause a significant rotation, i.e.
jfi(…/2)j ¨ 1–, on a particular multi-helix design are highlighted by rectangular boxes with the respective plot
color.
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4.3.2. THEORETICAL ROTATION ASSESSMENT
Considering geometrical optics, the two-dimensional position vector ~c where a single
ray intersects the image plane is determined by the local slope of the wave front W (u, v)
in the corresponding pupil location. The (coherent) superposition of all individual rays
that emerge from an object point and pass through the pupil provides the centroid lo-
cation of the PSF. As shown in [27], the centroid vector h~ci ˘

¡
hcxi ,

›
cy

fi¢
of the PSF ac-

cording to wave optics is identical with that according to geometrical optics. It can be
obtained by integrating the gradient distribution of the wavefront W (u, v) over the exit
pupil (EP) area according to:

h~ci ˘ ¡
D
E

ˇ

EP
~rW (u, v) dud v (4.9)

where D is the exit pupil distance to the image plane and E denotes a normalization
factor. In the following, only a single Zernike aberration is considered. The wave front
W (u, v) of the aberrated, pupil engineered system is related to the pupil phase in Eq.
(4.5) by the wavelength ‚ according to:

W (u, v) ˘
‚

2…
¢'(u, v)

˘
‚

2…
¢'p (u, v)

| {z }
Wp

¯
‚

2…
¢ Am

n ¢ Z m
n (u, v)

| {z }
W m

n

(4.10)

and can be decomposed into a sum of the aberrated (Zernike) part W m
n (u, v) and the

phase element part Wp (u, v). The multi-order-helix design approach presented in sec-
tion 4.2 demonstrates that the phase element effectively divides the wavefront W (u, v)
into N angular segments S j in the pupil plane that are defined by the azimuthal range:

2…( j ¡ 1)
N

• (`u ¡`0) ˙
2… j
N

j j ˘ 1, ..., N , (4.11)

where `0 denotes a rotational offset. Each segment S j directly corresponds to a partic-
ular PSF peak j . Therefore, the centroids h~ci j of each partial wavefront W j (u, v) can be
considered individually. We want to emphasize that this approximation is also applica-
ble to the conventional design approaches based on GL-modes or Fresnel zones. The
individual centroids are obtained by inserting Eq. (4.10) into Eq. (4.9), which leads to:

h~ci j ˘ ¡
D
E

ˇ

S j

~rW (u, v) dud v

˘ ¡
D
E

ˇ

S j

~rWp (u, v) dud v ¡
D
E

ˇ

S j

~rW m
n (u, v) dud v

˘
›
~p

fi
j ¯

›
~zm

n
fi

j (4.12)

Figure 4.5(a) illustrates the respective subareas S1 and S2 of the phase element part
Wp (u, v) for the double-helix design. Furthermore, the corresponding gradient vector
distribution, which needs to be integrated over the subareas to determine the centroid
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vectors according to Eq. (4.9) is indicated. An equivalent plot of defocus aberration
W 0

2 (u, v) is shown in Fig. 4.5(b). The respective vectors
›
~p

fi
j and

›
~zm

n
fi

j according to
Eq. (4.12) are indicated in Fig. 4.5(c) for the exemplary case of a defocus aberration on a
double-helix design. Note that the centroid positions of the individual PSF peaks do not
quantitatively match the peak locations detected by a Gaussian fit, which is due to the
side lobes in combination with spot deformations and the background irradiance level.
However, both methods to locate the PSF peaks agree on the presence or absence of ro-
tation, which is the main goal of this theoretical investigation.
In general, the deformation of a ring of N engineered PSF peaks can be described geo-
metrically by an overall shift, a scaling, an anisotropic stretch and a rotation, provided
that the deformation of the shape of the sub-spots themselves is neglected. Accordingly,
we define the (scalar) measure:

M m
n ˘ ẑ ¢

ˆ
NX

j ˘1

›
~p

fi
j £

›
~zm

n
fi

j

!

, (4.13)

where ẑ is the unit vector in the z-direction (along optical axis). The measure M m
n is

only sensitive to rotation and not affected by the other shape distortions. The detailed

(a) (b) (c)

Figure 4.5: Wavefront distribution of (a) phase element part Wp and (b) defocus aberration part WZ 0
2

(b) as

well as respective gradient fields ~rWp and ~rWz4 . The two highlighted subareas S1 and S2 directly correspond
to the two peaks of the double-helix PSF. (c) PSF distribution associated with Wp . The direction of the centroid
vectors

›
~p

fi
and

›
~zk

fi
are indicated for both subareas S1 and S2, respectively.

evaluation of the PSF rotation measure M m
n is disclosed in the appendix (see section 4.6).

The theoretical analysis proves that an aberrated wavefront W m
n only leads to rotation of

a multi-order-helix PSF (i.e. M m
n 6˘ 0), if the azimuthal order m is an integer multiple •

of the peak number N according to the derived condition

m ˘ • ¢ N j • ˘ 0,1,2, ... (4.14)

which provides the major outcome of the assessment. It particularly demonstrates that
all types of multi-order-helix PSFs are sensitive to spherical aberration of all orders (Z 0

4 ,Z 0
6 ,

...). Moreover, it reveals that double-helix designs are sensitive to astigmatism of all or-
ders (Z §2

2 ,Z §2
4 , ...), whereas higher-order designs are not. In fact, triple-helix designs

are sensitive to trefoil of all orders (Z §3
3 ,Z §3

5 , ...), tetra-helix designs to tetrafoil etc. In
addition, the rotation measure for odd Zernike aberrations in Eq. (4.34) vanishes for
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the particular case of `0 ˘ 0. These results are in agreement with the numerical simu-
lations performed in section 4.3.1 and qualitatively match the rotation angle investiga-
tion shown in Fig. 4.4. In general, the analysis verifies that a higher number of peaks
N leads to less Zernike modes that result in (unwanted) rotation and thus provides an
increased aberration robustness with regard to monocular depth measurements. How-
ever, it should be recalled from section 4.2 that a larger parameter N results in a reduced
depth range of [¡…/N ,…/N ] at the same time.

4.4. EXPERIMENTAL RESULTS

4.4.1. OPTICAL SETUP

A demonstration setup based on a hybrid optical imaging system is realized according to
the system concept proposed in [16]. The three phase element designs studied in section
4.3 (double-, triple- and tetra-helix) are implemented using state-of-the-art micro-optics
manufacturing processes on wafer-scale. A thin photoresist layer is initially spun on a
borosilicate glass substrate and subsequently structured using the LED writing lithogra-
phy approach presented by Eckstein et al. in [28]. The next steps provide a significant
advancement in the manufacturing of phase elements for monocular depth estimation
compared to previous elements [10, 16]. The surface profile of the photoresist layer is di-
rectly transferred onto the borosilicate glass substrate by applying reactive-ion-etching
to generate a highly accurate and robust imprinting tool. Subsequently, a thin polymer
layer is deposited on a second borosilicate glass substrate. The final wafer is obtained by
transferring the surface profile of the tool to the polymer layer of the second substrate
using UV-imprinting. We want to emphasize that the etched borosilicate glass tool po-
tentially allows for manufacturing large numbers of polymer-on-glass wafers containing
the respective phase elements. In addition to the high cost-efficiency, the utilized hy-
brid polymers, such as ORMOCERE® [29], provide increased temperature and mechan-
ical stability, as well as improved transparency over the entire visual range compared to
previous elements that were directly realized in a photo resist layer. However, the main
challenge relies in minimizing surfaces distortions during the replication process, which
would directly compromise the performance of the CGH with respect to the introduced
wave front error. The final optical elements are obtained by dicing the manufactured
wafers and mounting the individual designs in customized, opaque frames, which de-
fine circular apertures of 10 mm diameter. The measured surface profiles h(x, y) of the
tool and the replication are plotted in Fig. 4.6 for the double-helix CGH design. The
plot shows that the profile of the tool element accurately complies with the phase ele-
ment design shown in Fig. 4.1 (g). Moreover, the surface measurement of the replicated
element demonstrates the successful transfer of the tool profile using UV replication.
The apparent shape deviation is likely due to a bending of the 1 mm thin replication
substrate, which does, however, not affect the PSF distribution significantly. A quantita-
tive analysis of the residual wavefront error would additionally require the profile of the
substrates back side, which is not directly accessible using a white light interferometer
measurement.
An optical system based on two achromatic doublets (Thorlabs AC254-200-A and AC254-
100-A) is set up to verify the functionality of the new phase elements and further to
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demonstrate the enhanced aberration robustness of high-order-helix designs. A frame
with a particular CGH design can be placed in front of the two lenses, where it defines
the entrance pupil of the optical demonstration system. The resulting setup, which is
characterized by a focal length of 71 mm and an F-number of 7.4, is placed in front of
a commercial camera system (AVT Pike F-505). The monochrome 2/3 inch CCD sensor
(Sony ICX625) provides a pixel size of 3.45 „m and a total pixel count of 2452 £ 2054,
which leads to an overall field of view (FOV) of 114 mm £ 96 mm at the nominal object
distance of 1 m. The system provides diffraction limited performance on the optical axis
for the design wavelength of 540 nm. However, it is intentionally subject to significant
off-axis aberrations dominated by astigmatism and field curvature.

(a) (b)

Figure 4.6: Top: Measured surface profile height h(x, y) of (a) the tool and (b) the replication of the double-
helix CGH design. The dashed white circle indicates the aperture size of 10 mm used in the optical setup.
Bottom: horizontal cross-section of the profile height h(x) at y ˘ 1 mm as indicated by dashed blue lines in
the respective upper plots.

4.4.2. DEMONSTRATION OF ON-AXIS PSF ROTATION
Initially, the depth dependent rotation of the engineered PSF is investigated for the three
CGH designs of interest. To this end, an on-axis LED point source with a peak irradi-
ance at 540 nm is imaged for different object distances in a range between 860 mm and
1180 mm, which covers the optimized 90– rotation range of the tetra-helix PSF design. It
is pointed out that the double- and triple helix PSFs continue rotating beyond this range.
The top part of Fig. 4.7 illustrates the respective PSF distributions at multiple object dis-
tances. The displayed irradiance levels are normalized to the maximum peak value at
z ˘ 1000 mm for each design, respectively. The individual plots demonstrate a continu-
ous PSF rotation, featuring clearly defined peaks. Solely one of the tetra helix PSF spots
exhibits accelerated spreading with increasing object distance. This may be attributed
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Figure 4.7: Top: Measured on-axis distributions of the engineered double-, triple- and tetra-helix PSFs at multi-
ple object distances z (‚ ˘ 540 nm). Bottom: Corresponding dependency of the rotation angle fi on the object
distance z.

to minor CGH distortions introduced during the manufacturing process, which affect
the individual focus position as well as the depth of focus of the PSF spots. Neverthe-
less, Fig. 4.7 demonstrates that the helical PSF shape of all realized PSFs is maintained
throughout an extended axial range of at least 300 mm. Accordingly, the axial range sig-
nificantly extends over the diffraction limited depth of field of the nominal PSF, which is
in the order of ‚/NA2 … 22 mm. The bottom part of Fig. 4.7 shows a close to linear de-
pendency of the rotation angle fi on the object distance z. The individual data points are
obtained by fitting N Gaussian peaks to the respective PSF images and averaging over
the fitted angular changes ¢fii according to Eq. (4.8). The center of each helical PSF is
determined by calculating the center of gravity of the individual distributions. Note that
the respective localization accuracy, which is limited by noise and a finite sampling, is
in the same order as the accuracy of the peak localization and adds a comparable error
contribution to the overall rotation angle measurement. In fact, the angle determination
for the tetra-helix design is ambiguous for angles jfij ¨ 45–, which generally prohibits a
depth retrieval beyond this angle. Prior knowledge on the rotation is used in Fig. 4.7 to
circumvent these ambiguities for comparison purposes only. The PSFs feature compa-
rable rotation rates ¢fi/¢z on the order of 0.3 –/mm, which is in accordance with the
design parameters of the three CGHs due to the similar values of N ¢ L. Moreover, the
peak distances p of approximately 12 pixels also agree for the three designs. Finally, we
point out that the proper functionality of the replicated phase elements with respect to
the PSF rotation confirms the successful manufacturing by UV replication. Thus, we ver-
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ified a cost-efficient manufacturing approach of pupil engineering CGHs with enhanced
optical, thermal and mechanical properties compared to previous photoresist-on-glass
elements for monocular, three-dimensional imaging.

4.4.3. PSF ROTATION ACROSS AN EXTENDED FIELD OF VIEW
IMAGE ACQUISITION

We exploit the severe off-axis aberrations of the demonstration setup in order to provide
experimental verification of the superior aberration robustness of high-order-helix de-
signs. To this end, the pupil engineered image of a planar screen located at the nominal
object distance of 1 m and homogeneously illuminated by the previously applied LED
source, is acquired. Figure 4.8(a) shows the nominal image distribution if no phase ele-
ment is mounted inside the aperture stop. The white screen features a random pattern
of black dots, which provide the required spatial features for the following analysis. It
can already be observed that the image quality is significantly decreased at the edges of
the field of view due to field curvature and astigmatism. The three CGHs with the de-
signs under investigation are successively incorporated to image the same scene. For
comparison purposes, only the central portion of the overall FOV is shown in Fig. 4.8(b)-
4.8(e) for each of the three PSF designs in addition to the nominal case without a CGH,
respectively. The shown subimages illustrate the effect of pupil engineering, which can
be modeled as a convolution of the helical PSFs, shown in Fig. 4.7, with the nominal
subimage shown in Fig. 4.8(b).

(a)

(b)

(c)

(d)

(e)

Figure 4.8: (a) Nominal distribution of the imaged test screen if no CGH is implemented in the demonstration
system. The subimage shown in (b) correspond to the inset indicated in (a). The subimages (c)-(e) show the
same part of the image after the double-, triple- and tetra-helix CGHs are implemented in the demonstration
system, respectively.

CEPSTRUM DISTRIBUTION

The cepstrum approach previously introduced by us [16] is used in order to extract the
lateral rotation angle distribution fi(x, y) of the engineered PSFs from the acquired im-
ages. This method is based on calculating the image cepstrum in a local environment
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around (x, y) and searching for peaks in the cepstrum domain. The location of the cep-
strum peaks provides the information on the local PSF rotation. The approach was ini-
tially developed for double-helix designs but can be extended in order to accommodate
for higher-order-helix PSFs. In fact, the number of first order peaks K in the cepstrum
domain is equal to N (N ¡1) for the rotating PSF designs introduced in section 4.2. How-
ever, peaks in the cepstrum may overlap due to symmetry in the respective PSF. This
is the case for high-order-helix PSFs with even peak numbers and N ¨ 2. The corre-
sponding number of distinguishable peaks reduces to N 2/2. In addition, aberrations
can change the number of cepstrum peaks that can be distinguished by changing the
PSF shape and thus eliminating or adding symmetry in the PSF peak locations.
Figure 4.9 illustrates the cepstrum of the 256 £ 256 pixel subimages shown in Fig. 4.8(c)-
4.8(e), respectively, after a Hann window is applied to mitigate edge effects. Note that
these distributions are smoothed and the regions of interest are truncated as described
in [16] in order to isolate first order cepstrum peaks. It can be observed that the double-
and triple-helix designs exhibit clearly distinguishable cepstrum peaks with a constant
radial distance and comparable magnitudes. The peaks of the tetra-helix design are,
however, located at different radial distances and partially overlap, which results in 8
distinguishable peaks.

(a) Double-helix (b) Triple-helix (c) Tetra-helix

Figure 4.9: Processed Cepstrum distributions of the subimages shown in Fig. 4.8(c)-4.8(e).

ROTATION ANGLE ANALYSIS

The information on the location of the cepstrum peaks is used to determine to the rota-
tion angle fi and in that way enable a local depth estimation. Due to the complex tetra-
helix cepstrum distribution with varying peak distances and overlapping peaks, we limit
ourselves to the double- and triple-helix design in order to demonstrate the difference
in aberration robustness. The local cepstrum distributions are calculated for each im-
age position (x, y) in a 256 £ 256 pixel environment. The first order cepstrum peaks are
located by fitting Gaussian functions to the peaks. The overall rotation angle fi directly
corresponds to the average of the K /2 peak angle changes in the cepstrum domain. It is
noted that the cepstrum approach reduces the unambiguous angular rotation range of
the triple-helix designs by a factor of two, i.e. [¡30–,30–], due to the PSF symmetry. The
calculated overall rotation angle distribution of the test images are shown in Fig. 4.10(a)
and 4.10(c). It can be observed that fi(x, y) is increasing towards the edges of the FOV
despite the constant depth of the imaged screen. This observation can be related to a
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significant field curvature, a field dependent defocus aberration (Z 0
2 ) that results in un-

desired rotation for all multi-order-helix designs. Note that a comparison between the
two plots yet reveals a significant shape deviation.
In order to eliminate the effect of field curvature and enable the analysis of effects from
other aberrations, a parabolic function is fitted and subtracted from the rotation angle
distribution fi(x, y). In practice, this could be achieved by incorporating a customized
field flattening element in close proximity to the image sensor. Figure 4.10(c) and 4.10(d)
show the respective angular distributions fir(x, y) with field curvature removed. The re-
maining error is mainly due to field dependent astigmatism, which results in false PSF
rotation for the double-helix design, as predicted in section 4.3. In contrast, the triple-
helix design does not suffer from this error, which allows for a significantly increased ac-
curacy of the depth measurement. The RMS error in the angle estimation over the entire
FOV is reduced from 1.7– to 0.3–, which demonstrates the superior aberration robust-
ness of a high-order-helix PSF compared to the conventional double-helix PSF shape.
We emphasize that the improved robustness is particularly crucial for low-NA, large FOV
optical systems in machine vision or automotive applications, where astigmatism is one
of the major aberrations.

(a) (b)

(c) (d)

Figure 4.10: Measured rotation angle distribution fi of the imaged demonstration scene using a (a) double-
and (b) triple-helix PSF. (c) and (d) show the residual rotation angle distributions fir(x, y) for the two cases
after eliminating the effect of field curvature by fitting and subtracting a parabolic function from fi(x, y).
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4.5. CONCLUSION
A novel approach for the design of phase elements to generate engineered, multi-order-
helix PSFs with a depth dependent rotation is presented. The approach is based on a
combination of two previously introduced design methods and enables PSF distribu-
tions with a large peak separation and a high peak confinement over an extended depth
range. In addition, it allows for the design of purely refractive optical elements, which
potentially provide an enhanced imaging performance with respect to color artifacts.
The performance of the novel designs is assessed based on Cramér-Rao Lower Bound
analysis. The influence of Zernike aberrations on the rotation of engineered, multi-
order-helix PSFs has been investigated. The numerical analysis revealed that high-order-
helix designs (N ¨ 2) facilitate a more robust depth estimation in the presence of aberra-
tions. In particular, a theoretical assessment showed that only Zernike aberrations with
an azimuthal order m ˘ • ¢ N (• ˘ 0,1,2, ...) lead to PSF rotation.
Furthermore, the successful manufacturing of cost-efficient phase elements based on
UV-replication on wafer-scale is verified. A demonstration system has been implemented
to demonstrate the proper depth dependent rotation of novel triple- and tetra-helix PSF
designs. In addition to a theoretical assessment, the superior aberration robustness of
high-order-helix designs is demonstrated experimentally by analyzing the rotation angle
distribution of an imaged scene.
The main goal of this paper is to provide a basis for balancing optical aberrations during
the design process of pupil engineered, 3D imaging systems, which require minimized
unwanted PSF rotation for an accurate monocular depth measurement. In contrast, fu-
ture work will include investigating the possibility for a dedicated measurement of aber-
rated wavefronts using optical systems that feature a multi-order-helix PSF. In particular,
we aim to exploit the effect of different aberrations on the shape of the PSF in order to
extract information on present aberrations for potential applications such as adaptive
optics.
It is mentioned that higher order helix PSFs can also find application in the field of sin-
gle molecule imaging, where imaging at relatively large depth in cells and tissue gains
considerable importance, implying that aberration robust PSFs could potentially be of
use.

4.6. APPENDIX: EVALUATION OF ROTATION MEASURE M m
n

The evaluation of the measure for PSF rotation M m
n , as introduced in Eq. (4.13), is pro-

vided in the following. The centroid positions
›
~p

fi
j of each multi-order-helix PSF peak

j ˘ 1,2, ..., N can be written as:

›
~p

fi
j ˘ p ¢

µ
cos` j
sin` j

¶
, (4.15)

where:

` j ˘ `0 ¯
…
2

¡
…
N

¯ j
2…
N

(4.16)
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according to the design approach described in section 4.2. After transition to polar co-
ordinates, the position vectors can be expressed as:

›
~p

fi
j ˘ p cos(`¡` j )‰̂ ¡ p sin(`¡` j ) ˆ̀ , (4.17)

where ‰̂ and ˆ̀ are unit vectors in the radial and azimuthal direction, and p is the distance
of the peak to the PSF center. The Zernike centroid vector

›
~zm

n
fi

j is determined by the
gradient in polar coordinates according to:

›
~zm

n
fi

j ˘
›
¡~rW m

n
fi

j ˘
¿

¡
@W m

n

@‰
‰̂ ¡

1
‰

@W m
n

@`
ˆ̀
À

j
(4.18)

Inserting Eq. (4.17) and Eq. (4.18) into the rotation measure defined in Eq. (4.13) leads
to the following expression:

M m
n ˘ p ¢

NX

j ˘1

¿
¡

1
‰

cos(`¡` j )
@W m

n

@`
¡ sin(`¡` j )

@W m
n

@‰

À

j
(4.19)

The integration variable ˆ ˘ 2… j /N ¯`0 ¡` is used for the average over the pupil in Eq.
(4.19) so that for all segments j the integration range is:

0 • ˆ •
2…
N

(4.20)

The rotation measure then follows as:

M m
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pD
E

1Z

‰˘0
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ˆ˘0
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(4.21)

First, the rotation measure is considered for even Zernike aberration functions Z m
n de-

fined in Eq. (4.6), which includes modes with m ˘ 0. It can be written as:

M m
n ˘

2…pD Am
n

‚E

2

4mFss

1Z

‰˘0

Rm
n (‰)d‰ ¯ Fcc

1Z

‰˘0

‰
@Rm

n (‰)
@‰

d‰

3

5 (4.22)

using the definition of W m
n in Eq. (4.10). The two respective integrals over the azimuthal

angle ˆ are defined by:

Fss ˘
2…/NZ

ˆ˘0

"

sin
‡ …

N
¡ˆ

· NX

j ˘1
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µ
2… j m
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¶#

dˆ (4.23)
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µ
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N
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In fact, both integrals equal zero unless m is a multiple of the PSF peak number N ac-
cording to:

m ˘ • ¢ N j • ˘ 0,1,2, ... (4.25)

For these specific cases, the integrals take the form:

Fss ˘
N

•2N 2 ¡ 1

h
¡2•N sin

‡ …
N

·
cos

¡
•N`0

¢i
(4.26)

Fcc ˘
N

•2N 2 ¡ 1

h
¡2sin

‡ …
N

·
cos

¡
•N`0

¢i
(4.27)

The latter integral over the radial coordinate in Eq. (4.22) can be simplified by partial
integration according to:

1Z

‰˘0

‰
@Rm

n (‰)
@‰

d‰ ˘ 1 ¡
1Z

‰˘0

Rm
n (‰)d‰ (4.28)

The remaining integral over the the radial Zernike polynomial Rm
n turns out to be:

1Z

‰˘0

Rm
n (‰)d‰ ˘

(¡1)(n¡m)/2

(n ¯ 1)
(4.29)

This result was found using Mathematica, but no formal proof could be found in the
literature. Thus, the rotation measure in Eq. (4.22) takes the form:

M m
n ˘

2…pD Am
n

‚E

•
Fcc ¯ (mFss ¡ Fcc )

µ
(¡1)(n¡m)/2 ¢

1
(n ¯ 1)

¶‚
(4.30)

Inserting Eq. (4.26) and Eq. (4.27) in Eq. (4.30) and considering only Zernike aberrations
that fulfill condition (4.25) results in:

M•N
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(4.31)

For odd Zernike aberration functions defined in Eq. (4.7) the two integrals over the az-
imuthal angle ˆ in Eq. (4.21) also equal zero unless condition (4.25) is fulfilled. In this
case, the respective integrals take the form
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(4.32)
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and the rotation measure results in
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5
IMAGE BASED ABERRATION

RETRIEVAL USING HELICAL POINT

SPREAD FUNCTIONS

A practical method for determining wavefront aberrations in optical systems based on
the acquisition of an extended, unknown object is presented. The approach utilizes a
conventional phase diversity approach in combination with a pupil-engineered, helical
point spread function (PSF) to discriminate the aberrated PSF from the object features.
The analysis of the image’s power cepstrum enables an efficient retrieval of the aberra-
tion coefficients by solving a simple linear system of equations. An extensive Monte-Carlo
simulation is performed to demonstrate that the approach makes it possible to measure
low order Zernike modes including defocus, primary astigmatism, coma and trefoil. The
presented approach is tested experimentally by retrieving the two-dimensional aberration
distribution of a test setup by imaging an extended, unknown scene.

Parts of this chapter have been published as R. Berlich, and S. Stallinga, Appl. Opt. 59, 6557–6572 (2020) [1].
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5.1. INTRODUCTION

Optical aberrations limit the performance of imaging and illumination systems in terms
of resolution and signal-to-noise ratio. Even well optimized and toleranced optical de-
signs may still be subject to severe aberrations when put into practice. Depending on
the particular application scenario, this is due to external effects such as mechanically or
thermally induced deformations, atmospheric turbulence or residual misalignment (i.e.
for segmented mirrors) and manufacturing tolerances. These effects can be mitigated
by means of adaptive optics or dedicated image post processing, which generally require
detailed knowledge of the aberrations and ultimately the wavefront. The most common
concepts for measuring the wavefront utilize interferometers or Shack-Hartman sensors.
An alternative approach with a lower hardware complexity relies on the direct analysis
of the effect of the aberrations on the point spread function (PSF) of the system. Ex-
isting methods are mainly based on iterative Fourier transform or maximum-likelihood
estimation methods that determine the wavefront phase from a single PSF image or a
through-focus PSF stack [2–5]. The estimation can be performed with high numerical
efficiency in the approximation of small aberrations and low-NA optical systems using a
linear system approach [6–9]. Machine learning offers alternative approaches that have
gained increased interest in recent years. Using proper training sets and artificial neural
networks it has been shown that aberrations can be retrieved from image intensity mea-
surements [10–14]. Yet, most of the proposed intensity based methods are only applica-
ble to point sources [4–13] and only a few consider simplified objects such as a sphere
or single letters [14]. Moreover, they only provide the aberration information for a single
dedicated field point.
Such distinct objects, however, are not always available in applications such as surveil-
lance, microscopy or earth observation. Also, the respective optical systems feature
an extended field of view with field dependent aberrations. In order to estimate the
(field dependent) aberrations for an unknown scene, the object features need to be sep-
arated from the PSF, which provides the information on the aberration. One widely
studied method to accomplish this is phase diversity (PD) [15, 16], which is based on a
maximum-likelihood estimation [15–18], image contrast optimization [19] or other met-
rics [20, 21]. It has been applied for the co-phasing of segmented mirrors [20, 22] or high
resolution coronagraphic imaging [23]. In general, the PD methods that consider an
extended object scene necessitate numerically expensive, iterative optimization proce-
dures that prohibit real time (snapshot) measurements. Moreover, they require a priori
assumptions on object spectrum, as well as a careful choice of optimization parame-
ters and regularization measures [18], which significantly influence their performance.
A modified PD method is based on the analysis of the change of the image intensity dis-
tribution introduced by an adaptive optical component [24, 25]. The approach requires
little a priori knowledge of the object but necessitates specialized adaptive-optical hard-
ware and multiple, iterative image acquisition steps. A linear aberration retrieval model
that eliminates the need for an iterative optimization in the case of an extended object
has been proposed by Mocœur et al. [26]. However, the applicability of this method
in practice is not demonstrated, since the authors neither provide a general numeri-
cal demonstration of the method for multiple sets of objects and aberrations, nor per-
form an experimental proof-of-concept. A recently proposed, non-iterative aberration
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retrieval method for extended scenes utilizes a combination of PD and deep learning
[27]. Yet, the approach can only be applied if image noise is negligible as otherwise
the incorporated image processing routine becomes numerically unstable. Additionally,
the approach has been demonstrated experimentally for simplified extended objects, i.e.
single numbers, only.
In this paper, we introduce a novel approach which extends the conventional phase di-
versity concept using helical PSFs, which are used for three-dimensional localization
and imaging [28–30]. These PSFs typically consist of a number of well identifiable sub-
peaks that rotate around the focal point as a function of defocus. In [31], it is shown that
aberrations distort the PSF sub-peak positions and ultimately influence their rotation
angle. Therefore, they deteriorate the depth measurement accuracy of such pupil engi-
neered (PE) systems. In contrast to previous work, this dependency is actually exploited
in the approach presented here in order to retrieve information on the aberrations that
are present.
At first, the general concept of pupil engineered phase diversity (PEPD) using helical
PSFs is introduced. A linear model is derived, which enables the direct retrieval of aber-
rations without the need for iterative optimization or blind deconvolution. Then, a nu-
merical assessment is conducted for an exemplary PEPD system, which quantifies the
performance of the proposed method considering low order aberrations for unknown,
natural objects. In particular, we analyse theoretical precision limits provided by the
Cramér-Rao Lower Bound (CRLB) as well as the aberration retrieval success rate, which
represents a suitable figure of merit for practical imaging applications. Finally, an experi-
mental proof of concept is demonstrated by measuring low order aberration coefficients
for a misaligned optical system considering a point source as well as an extended object.

5.2. PUPIL ENGINEERED PHASE DIVERSITY
The general phase diversity concept for measuring an aberrated wavefront is based on
capturing a number of M images of the same object distribution o(x). Each of these
images im(x) is obtained by introducing a known phase distribution `d ,m(u), referred to
as phase diversity. Here, x and u denote the image plane and pupil plane coordinates,
respectively. The imaging process for each configuration m, referred to as channels, can
be described by the following convolution:

im(x) ˘ Kmonorm(x) ⁄ hm(x)| {z }
ĩm (x)

¯”m(x) , (5.1)

where onorm(x) is the normalized object distribution and ĩm(x) is the signal of the mth
channel in the absence of noise. The number of photons per channel is denoted by
Km , the image noise is described by ”m(x) and hm(x) is the point-spread function. The
latter is obtained by taking the absolute square of the Fourier transformation of the pupil
function gm(u) according to:

hm(x) ˘
flflF [gm(u)]

flfl2

˘
flflF [A(u)exp

£
i (`m(u)

⁄
]
flfl2 , (5.2)
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i.e. we assume incoherent imaging conditions. The amplitude function A(u) corre-
sponds to a circular transmission window and is assumed to be equal for all channels.
The pupil phase `m(u) of each channel is a result of the superposition of the wavefront
aberration `a and the introduced diversity `d ,m . In accordance with the conventional
PD approach, both contributions are decomposed into Zernike modes Zn according to:

`m(u) ˘ `a(u) ¯`d ,m(u)

˘
X

n
(fin ¯¢n,m)Zn(u) , (5.3)

where n labels the different contributing Zernike modes. The aberration retrieval using
the conventional PD method then corresponds to retrieving the coefficients fin , which
are equal for all channels m, by introducing known diversity coefficients ¢n,m . The first 3
Zernike modes (piston, tip and tilt) are excluded, as they cannot be accessed directly us-
ing PD which is a common limitation of the technique. In order to retrieve higher order
coefficients, multiple estimation approaches based on maximum-likelihood estimation
[15, 17], image contrast optimization [19] or alternative metrics [20, 21] have been intro-
duced and applied. All of these require iterative optimization procedures that prohibit
fast, real-time measurements (e.g. in a closed-loop) for high-resolution images with a
sampling on the order of megapixels.
We propose the use of pupil engineering to overcome these restrictions of conventional
phase diversity. To this end, an additional phase term `PE(u) is added to Eq. (5.3) and
the pupil phase `m(u) of the mth channel is then given by:

`m(u) ˘
X

n
(fin ¯¢n,m)Zn,m(u) ¯`PE(u) (5.4)

The PE term `PE(u) is assumed to be equal for all channels. It can thus be realized using a
single phase element, which simplifies the practical implementation and eliminates sys-
tematic errors due to different tolerances of the elements. The most common diversity
implementation, which is also assumed for the PEPD method proposed here, incorpo-
rates a known defocus aberration ¢4 between M ˘ 2 different imaging configurations.
The choice of this configuration is primarily motivated by practical considerations, as
this can be realized relatively easily by a sequential shift of the image distance or by using
a beam splitting configuration, which allows for capturing the two images at the same
time. The PEPD configuration is shown schematically in the top part of Fig. 5.1.
Here, the goal of the additional phase term `PE in Eq. (5.4) is to eliminate the need for

iterative retrieval methods by generating a PSF that makes a decoupling of object and
aberration (PSF) information possible. This can be achieved using phase elements (i.e.
computer generated holograms (CGHs), which lead to helical PSFs that rotate through
defocus, because of two unique characteristics of such a PSF. First, helical PSFs provide
a distinct shape distortion in the presence of low order aberrations that can be retrieved
even in the case of an extended object. In conventional PD, the required image diver-
sity is introduced by an aberration dependent blurring of the PSF, which depends on the
defocus coefficient ¢4,m . In general, the complex relationship between this blur and the
aberrated pupil phase `m(u) necessitates the use of iterative blind deconvolution meth-
ods for an extended, unknown object distribution. In contrast, helical PSFs exhibit dis-
tinct shifts of the PSF peaks as described in [31] depending on the particular aberration
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Figure 5.1: Top: Schematic setup overview of the proposed PEPD approach for aberration retrieval. Bottom:
PSF dependency on the defocus diversities ¢4 for different pupil phase functions that generate (A) a nominal
PSF, (B) a double- and (C) a triple-helix PSF.

coefficient fin and the defocus diversity ¢4,m . These shifts are encoded in the acquired
images im(x) of the extended object and can be retrieved using the cepstrum approach
presented in [32]. The second unique characteristic of helical PSFs is illustrated in the
bottom part of Fig. 5.1 for two particular examples of a double- and a triple-helix PSF.
The PSFs provide an inherent peak rotation for different amounts of defocus diversi-
ties ¢4,m while preserving the confined shape of the individual peaks. This feature can
be utilized to diversify the PSF response to individual aberration coefficients fin and to
eliminate ambiguities by acquiring two images with different diversities ¢4,m . All things
considered, these two properties enable a unique retrieval of aberration coefficients fin
by measuring peak shifts for two defocus diversities. The idea of using helical PSFs for
aberration retrieval based on a through focus measurement has been previously applied
in [33]. The practicality of that approach is limited since it requires the acquisition of
three subsequent image stacks (M ¨ 30) and it is only applicable to point objects.
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5.3. LINEAR ABERRATION RETRIEVAL MODEL
The aberration retrieval is based on exploiting the effect of different aberrations on the
PSF shape. Aberrations generally lead to a spreading of a conventional PSF. It turns out,
however, that low order aberrations lead to a shift of the individual peaks in the case of a
helical PSF [31]. In particular, defocus, astigmatism and spherical aberration lead to an
overall rotation of a double-helix PSF. In contrast to previous work, which only analyzed
the aberration effect on the overall PSF rotation angle, the individual location (xPSF

j , yPSF
j )

of each PSF peak is now considered.
In the PEPD approach described in the previous section, the PSF hm(x) is not directly
accessible from the measured image irriadiance im(x), in case an unknown, extended
object is considered. However, the approach described in [32] can be utilized to obtain
the helical PSF peak locations (xPSF

j , yPSF
j ). It is based on retrieving the location (xc

j , yc
j )

of peaks in the power cepstrum distribution of the acquired, pupil engineered image.
These peaks can be associated with the helical PSF peak positions, if the object contains
small spatial features with a size that is comparable to or smaller than the helical PSF
(projected in object space) as elaborated in ref. [32]. Under this condition, the aber-
ration retrieval method proposed here is based on analyzing the change of the power
cepstrum’s peak positions due to aberrations. In general, a larger number J of PSF peaks
results in a larger number of degrees of freedom. Yet, the larger the peak number J , the
more complex the cepstrum analysis, which contains J (J ¡ 1)/2 peaks to be identified.
Further, a larger value for J results in a smaller maximum range of aberration coeffi-
cients that can be retrieved without ambiguities. Only triple-helix PSFs are therefore
considered here, which provide a practical compromise between the maximization of
the number of degrees of freedom and robust cepstrum peak identification.
In the following, the influence of the first 8 Zernike aberrations (excluding piston, tip and
tilt) on the cepstrum peak positions (xc

j , yc
j ) with j ˘ [1,2,3] is assessed. These aberra-

tions are defocus (Z4), primary astigmatism (Z5,Z6), coma (Z7,Z8), trefoil (Z9,Z10) and
spherical aberration (Z11). The cepstrum distribution of the aberrated PSF is calculated
for each individual aberration coefficients in a range of fin ˘ [¡0.16,0.16] waves rms.
The peak positions are extracted by processing the cepstrum distribution and perform-
ing a Gaussian peak fit as described in [32]. The dependencies of the position changes
(–xc

j ,–yc
j ) are exemplarily plotted in Fig. 5.2 for an in-focus diversity channel (¢4 ˘ 0

waves). The same set of parameters describing the optical system will be used through-
out the theoretical and numerical investigations in this paper.
It can be seen that the aberration coefficients fin lead to a close to linear change of the

PSF parameters for the coefficient range of approximately fin ˘ [¡0.1,0.1]. Hence, the
PEPD approach is described by a linear system model and the effect of an aberration
vector fi on the PSF peak locations (xc,yc)m of a particular channel m is approximated
by a linear transfer matrix T̂m according to:

µ
xc(fi)
yc(fi)

¶

m
˘

µ
xc

yc

¶

m,0
¯

µ
–xc(fi)
–yc(fi)

¶

m

˘
µ

xc

yc

¶

m,0
¯ T̂m ¢fi , (5.5)
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Figure 5.2: Dependency of cepstrum peak location shift (–xc
j ,–yc

j ) on the coefficients fin of low order Zernike
aberrations (N • 8), excluding piston, tip and tilt.
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where (xc,yc)m,0 denotes the nominal cepstrum peak location in case no aberrations
are present. Note that the size of the transfer matrix T̂m is 6xN , where N is the num-
ber of Zernike modes to be retrieved. The determination of the linear model parame-
ters, which include the nominal cepstrum vector (xc,yc)m,0 as well as the elements of
the transfer matrix T̂m , can be understood as a necessary calibration procedure for the
PEPD system. These parameters could be obtained experimentally by introducing a set
of known aberrations to the system. Although this approach provides a high robust-
ness with respect to intrinsic tolerances of a real system, such a pre-defined set is not
always accessible. An alternative approach is based on using a theoretical model of the
optical system design and performing purely numerical simulations of the aberration
influence as performed in Fig. 5.2. To this end, the nominal peak vectors as well as the
transfer matrix can be obtained by fitting linear functions to the simulated dependen-
cies (xc

j (fi), yc
j (fi)m) for each peak i and channel m. We consider a particular aberration

coefficient fit range of approximately fin ˘ [¡0.1,0.1] waves rms, where a close to linear
dependency is maintained for all Zernike modes under consideration. As can be seen in
Fig. 5.2, the deviation from this linear approximation is significantly increased for larger
coefficients, i.e. for spherical aberration, coma and trefoil, which results in a reduced
accuracy of the linear aberration retrieval model.
An aberration vector fi can now be estimated based on only two calculation steps us-
ing the linear model described by Eq. (5.5). First, the PSF peak locations (xc(fi),yc(fi))m
are calculated for the measured images im(x) using the cepstrum approach described
in [32]. Second, the linear system in Eq. (5.5) is solved by taking the pseudo-inverse
of the transfer matrix T̂ . This direct approach enables fast aberration retrieval even for
high resolution images. The obtained solution may be subject to a large estimation error
though, if the linear system is not well conditioned. The condition number provides a
measure to compare the relative estimation errors for different PEPD scenarios and to
assess under what condition an aberration vector fi cannot be retrieved reliably. Figure
5.3 (a) shows the dependency of the condition number CN(T̂m) on the defocus diver-
sity ¢4 for a single channel PEPD aberration retrieval of up to N Zernike modes. Note
that only positive values of ¢4 are plotted in view of the symmetry of CN(T̂m). The de-
pendency is only analyzed for defocus diversities up to ¢4 ˘ 1.2 waves. Larger defocus
values lead to significant spreading of the triple-helix PSF, which prevents a reliable cep-
strum peak identification. The graphs in Fig. 5.3 (a) show that a low condition number is
only provided for the retrieval of up to 3 modes throughout the entire defocus diversity
range of interest. In other words, only defocus and astigmatism can be reliably retrieved
using the proposed PEDP approach based on a single measurement. In fact, the depth
retrieval approach described in [32] represents the particular case of retrieving the defo-
cus aberration only, where other aberrations are considered negligible.
In order to retrieve more than 3 Zernike orders, at least two channels need to be consid-

ered because with a single channel there are not enough degrees of freedom in the linear
PSF peak shift model and the solution becomes ambiguous. This is analogous to the con-
ventional PD approach. To this end, the linear model in Eq. (5.5) is extended by simply
combining the rows of the measured peak positions (xc(fi),yc(fi))m , the nominal peak
positions (xc,yc)m,0 and the transfer matrix T̂m . Figure 5.3 shows the dependency of the
condition number of the extended transfer matrix for two commonly investigated, two
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(a) Single channel

(b) Two asymmetric channels (c) Two symmetric channels

Figure 5.3: Dependency of the condition number CN(T̂ ) on the defocus diversity ¢4 for retrieving up to N
Zernike modes and considering different PD configurations.

channel PD configurations (M ˘ 2). The asymetric configuration (Fig. 5.3 (b)) utilizes
one channel in focus and one channel that is defocused by the amount ¢4. Conversely,
the symmetrical approach (Fig. 5.3 (c)) is based on two image planes around the nominal
focus location, which are subject to a defocus diversity of §¢4, respectively. Both config-
urations result in significantly reduced condition numbers for N ˘ [5,7] compared to the
single channel configuration. The symmetrical configuration provides the lowest, overall
condition number of CN(T̂ ) ˘ 1.4 at ¢4 ˘ 0.8 waves for the retrieval of up to N ˘ 7 modes
and the defocus range of interest. A reduced condition number for N ˘ 8 modes, which
includes spherical aberration, can only be obtained using the asymmetrical configura-
tion and defocus diversities ¢4 ¨ 0.5 waves. Yet, the corresponding minimum achievable
condition number of CN(T̂ ) ˘ 5.5 already indicates that the retrieval using the proposed
PEPD approach is subject to considerable estimation errors in that case.
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5.4. NUMERICAL PERFORMANCE ASSESSMENT

5.4.1. MONTE CARLO ANALYSIS

The following numerical investigations are based on the optical layout shown in Fig. 5.1.
The optical design parameters are selected based on the experimental demonstration
system that is used in section 5.5. The optical system is characterized by an aperture
stop diameter of 10 mm, which is located in front of a focusing lens with a focal length of
150 mm. A wavelength of 540 nm is considered and the object is assumed to be located
1.8 m in front of the aperture stop, which results in an image space F-number of 15.9.
The applied pixel size of 3.45 „m ensures a proper sampling with a Nyquist sampling
frequency of 145 l p/mm above the optical cut-off frequency of ‰cut-off ˘ 117 l p/mm.
The triple-helix PSF phase element shown in Fig. 5.1 is used as a baseline for the PEPD
approach evaluation. In addition, a double-helix PSF is considered for comparison pur-
poses. The particular designs of both phase elements are equal to the designs used in
[31]. Figure 5.1 shows the dependency of the conventional as well as the pupil engi-
neered PSFs on the defocus diversity ¢4. Note that a geometrical image shift of 1 mm
approximately corresponds to an RMS defocus value of ¢4 ˘ 0.27 waves.
In addition to the image noise ”m(x), the precision of the PD aberration retrieval strongly
depends on the specific PD settings including the amount of defocus diversity ¢4, the
particular aberrations to be estimated fi, as well as the observed object distribution o(x).
Accordingly, a numerical Monte Carlo type analysis is performed in order to compare
different PD settings and to assess general performance limits of the proposed PEPD
method. So far, numerical studies in this area either assumed solely additive Gaussian
noise [34–36] (i.e. camera readout noise) or pure Poisson noise [35] (photon shot-noise).
Furthermore, only idealized point sources or a single, dedicated object [34–38] were in-
vestigated. This stands in contrast to the PEPD approach presented in this paper, where
the main motivation is to apply aberration retrieval in the context of imaging arbitrary
extended objects. Therefore, the Monte Carlo analysis in [34] is extended and performed
for a statistical ensemble that comprises a combination of Gaussian and Poisson noise
considering different sets of aberrations as well as different object distributions.
In general, 5 sets of aberrations are considered, which comprise a combination of N dif-
ferent Zernike modes with a maximum mode number N ˘ [1,3,5,7,8], excluding piston,
tip and tilt. Each consecutive set includes an additional Zernike mode starting with pure
defocus (Z4) followed by primary astigmatism (Z5,Z6), coma (Z7,Z8), trefoil (Z9,Z10) and
spherical aberration (Z11). Each set contains 500 randomly generated aberration vectors
fi. The coefficients fin (n ˘ 1,2, ..., N ) of the individual aberration vectors fi are based on
uniformly distributed random variables, which are normalized to result in a pre-defined

pupil-averaged rms phase error fitotal ˘
qPN

n˘1 fi2
n .

The set of considered object distributions is extracted from the ImageNet library [39],
which is widely used as an image resource in the area of machine learning and object
recognition. The library provides an extensive variety of natural object distributions,
which can be considered as representative examples for the aberration measurement
scenario addressed here. We extract a subset of 500 random images of the latest library
addition, which contains the newest 5500 images of the overall image library. These im-
ages are further processed before they are applied for the Monte Carlo analysis. Initially,
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each of the 8bit RGB images is converted to a grayscale format. The resulting images are
subsequently cropped to fit a square format and rescaled using a linear interpolation to
provide a common resolution of 512 x 512 pixels.
All calculations consider a combination of idealized (Gaussian) camera readout noise,
which is determined by an rms value ¾r , and photon shot-noise, which depends on the
number of photons Km per channel. A fixed rms readout noise ¾r ˘ 10 photons per pixel
is assumed for all simulations. The number of photons Km is selected by a pre-defined
image signal-to-noise ratio (SNR). For an extended scene sampled by PxP pixels, the
SNR is defined as the ratio between the average signal and the standard deviation of the
signal. It can be expressed for the idealized case of a uniform (white) object distribution
by:

SNR ˘
Km/P 2

q
Km/P 2 ¯¾2

r

. (5.6)

The following numerical investigations analyze two different figures of merit for the Monte
Carlo performance evaluation. First, the Cramér-Rao lower bound (CRLB) performance
is analyzed, which is commonly used in order to quantify and compare the highest-
achievable precision limit. Second, the aberration retrieval success rate is investigated
as an alternative, practical figure of merit.

5.4.2. CRLB PERFORMANCE
The analysis of Fisher information and the CRLB has been previously applied in the con-
text of phase diversity for optimizing the amount of defocus diversity [34, 36, 38] or for
comparing different diversity modes [35]. It provides the precision limit of the phase
retrieval in the presence of image noise in terms of a statistical process. The CRLB with
respect to PD aberration measurement has, so far, only been investigated for objects that
are known a priori [34–36, 38]. In contrast, the aberration estimation problem for an un-
known object is comparable to a blind deconvolution problem.
The Fisher matrix for a multi-channel, blind deconvolution problem has been derived in
the context of orientation estimation for imaged space objects [40]. It can be expressed
as:

[F(fl)]kl ˘
X

m

X

x

1
ĩ (x) ¯¾2

r

@ĩm(x)
@flk

@ĩm(x)
@fll

, (5.7)

considering the PD imaging system described in section 5.2. Here, fl is the set of un-
known system parameters and ¾r is the rms value of the additive Gaussian noise. The
parameters flk can be divided into 2 subsets for the general PD wavefront measurement
with an unknown object described here. The first subset consists of the previously intro-
duced Zernike aberration coefficients fin (n ˘ 1,2, ..., N ). The second subset is dedicated
to the object distribution described by a set of adequate basis functions. Although the
object distribution itself shall not be estimated in the frame of this work, it is neverthe-
less important to take these parameters into consideration, which can be referred to as
nuisance parameters. They need to be estimated jointly with the actual parameters of
interest (explicitly or implicitly), if no a priori information on the object is available [40–
42], which we will assume in the following. In this case, we will show that CRLB perfor-
mance of the aberration estimation is significantly degraded due to the unknown object.
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One particular set of basis functions to describe the object distribution, which has been
used to asses the CRLB for blind deconvolution problems [43], is provided by delta dis-
tributions that simply correspond to the discrete sampling locations xk of the object.
However, this basis results in very large Fisher matrices with a total size of (P 2 ¯ N )2 el-
ements. Considering the resolution of 512x512 pixels of the image set used here and 7
Zernike aberration modes to be retrieved, a double precision matrix would have a size of
512 GB, which cannot be efficiently handled numerically. In order to reduce the numeri-
cal complexity, a transition into the Fourier domain is performed and a general property
of natural objects is exploited. In particular, their power spectral density is significantly
decreasing with higher spatial frequencies and most of the object information is con-
tained in a low spatial frequency sub-region of the spectrum. Accordingly, it is sufficient
to only consider low spatial frequency coefficients ›k of the object spectrum to obtain
an adequate approximation of the CRLB. The coefficients ›k are comprised of a real
part ›<

k and an imaginary part ›=
k , since the Fourier transform › ˘ F (o) of the object

distribution is complex valued. Yet, only half of the Fourier coefficients are considered,
because the real valued object distribution o implies that its Fourier transform › is Her-
mitian.
On the one hand, the partial derivatives of ĩ (x) with respect to the aberration coefficients
fin for a particular PD channel m is derived in [34] and given by:

@ĩm(x)
@fin

˘ ¡2Kmonorm(x) ⁄
¡
Im

'
G⁄

m(x;fi¯¢m) ¢F
£
gm(u;fi¯¢m)Zn

⁄“¢
. (5.8)

Note that G⁄
m denotes the complex conjugate of the Fourier transform of the pupil func-

tion gm(u) as defined in Eq. (5.2). On the other hand, the partial derivatives with respect
to the real part ›<

k of the objects Fourier coefficients can be obtained using Eq. (5.1):
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¢
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, (5.9)

where the Fourier spectrum of ›(u)Hm(u) is decomposed into discrete sampling fre-
quencies ul using the delta distribution –(u). Next, the Hermitian symmetry of ›(u) and
Hm(u) is exploited to derive the final expression of the derivative according to:

@ĩm(x)
@›<

k

˘ F
n‡

Hm,k ¢–(u ¡ uk ) ¯ H⁄
m,k ¢–(u ¯ uk )

·o

˘ 2 ¢<
n

Hm,k ¢ e2…i (uk ¢x)
o

. (5.10)

The derivative with respect to the imaginary part ›=
k can be derived in an equivalent

manner, which results in:

@ĩm(x)
@›=

k

˘ 2 ¢=
n

Hm,k ¢ e2…i (uk ¢x)
o

. (5.11)
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The Fisher matrix can now be calculated using Eq. (5.7) and considering the derivatives
provided in Eq.(5.8), Eq.(5.10) and Eq.(5.11). The lower bounds †k of the mean square
error of an unbiased estimate of the parameters fl ˘

'
fi,›<,›=“

can be found in the
diagonal element of the inverted Fisher matrix according to:

†2
k ˘ Var(flk ) ‚

£
F¡1(fl)

⁄
kk . (5.12)

The CRLB for the measurement of the entire set of N aberration coefficients {fi} can then
be obtained by the sum of the lower bounds

PN
k˘1 †2

k that correspond to the CRLBs of the
N individual Zernike coefficients fin . We emphasize again that the CRLB of the aber-
ration estimation is affected by the object spectrum coefficients ›k , even if the object
itself is not being retrieved. This is due to the inversion of the overall Fisher matrix F in
Eq. (5.12), which, in general, contains non-zero, off-diagonal elements.
Accordingly, the CRLB for the aberration estimation depends on the particular object
distribution o(x) as well as the actual aberration coefficients fik . In order to obtain a gen-
eral figure of merit of the PEPD aberration measurement scenario, we follow the Monte-
Carlo type approach presented in [34]. In particular, the CRLBs of an entire, previously
defined set, which contains 500 different aberration vectors fi and object distributions
o, are averaged and the final CRLB performance measure is given by:

†2 ˘
1
L

LX

l˘1

"
NX

k˘1
†2

k,l

#

. (5.13)

This approach can be considered as a suitable method to evaluate the mean-square er-
ror performance of the phase estimation for a particular statistical class of aberrations
and objects.
The following calculations consider the PEPD system presented in section 5.4 for the
symmetrical as well as the asymmetrical PD configuration. The analysis is performed
for the previously defined set of object distributions and limited to one of the 5 aber-
ration sets with N ˘ 7 modes. It is shown in the next section that this represents the
maximum number of modes that can be reliably estimated using the proposed linear re-
trieval model. An equal photon count of K ˘ 1.2¢108 is assumed for each channel, which
corresponds to a SNR of 20 for a uniform object according to Eq. (5.6). Furthermore,
an overall rms aberration error of fitotal ˘ 0.2 waves is applied. In addition to the engi-
neered double- and triple-helix PSF designs shown in Fig. 5.1, the CRLB is investigated
for a conventional PSF without a phase element.
Initially, the dependency of the CRLB performance measure †2 on the size of the consid-
ered low spatial frequency sub-region of the object is investigated for a single defocus
diversity value of ¢4 ˘ 0.7 waves. In particular, the radius ‰ of the circular sub-region
is varied with respect to the optical cut-off frequency ‰cut-off ˘ 117 l p/mm. The cor-
responding plot is shown in Fig. 5.4 (a). It can be seen that the CRLB is significantly
increasing if a non-zero spatial frequency sub-region is taken into consideration. This
indicates that the aberration measurement accuracy for an unknown object is deterio-
rated in comparison to the case of a known object (‰ ˘ 0). The CRLB performance of
all considered phase diversity scenarios is converging for radii ‰ ¨ 0.5 ¢ ‰cut-off. Accord-
ingly, the subsequent simulations only consider Fourier coefficients ›k below this limit
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to calculate the Fisher matrix, which is considered a suitable approximation of the CRLB
performance in order to limit the numerical complexity. Figure 5.4 (b) and (c) show the
dependency of the corresponding CRLB on the applied defocus diversity ¢4 in compari-
son between a known (‰ ˘ 0) and an unknown object (‰ ˘ 0.5¢‰cut-off), respectively. Note
that only positive diversity values ¢4 are plotted here, due to the symmetric CRLB per-
formance, which arises from the uniformly distributed aberration coefficients.

(a)

(b) (c)

Figure 5.4: (a) CRLB dependency on the radius ‰ of considered low spatial frequency sub-region of the object
for different phase PD aberration retrieval scenarios (¢4 ˘ 0.7 waves). (b),(c) CRLB dependency on the se-
lected defocus diversity ¢4 for the same PD scenarios based on a known and an unknown object distribution,
respectively, and considering a low spatial frequency region with ‰ ˘ 0.5 ¢‰cut-off.

The CRLB analysis for a known object distribution in Figure 5.4 (b) reveals that the
conventional PSF provides a superior performance with respect to the lowest achievable
CRLB. The minimum CRLB is approximately a factor of 2 better than for the triple-helix
and a factor of 2.5 better than the double-helix configuration. Note that the symmetrical
configuration provides a better minimum CRLB value for all considered pupil functions,
which is in agreement with previous results in the literature for the case of a nominal
PSF [34]. The results for an unknown object in Figure 5.4 (c) demonstrate that the CRLB
is increased over the entire diversity range in comparison with the case of a known ob-
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ject. Yet, the conventional PSF still provides a superior CRLB performance compared to
the helical PSFs. Both cases demonstrate the existence of an optimum diversity value
¢4 that provides a minimum CRLB performance. It is pointed out that this optimum is
shifted towards larger diversity values for the pupil engineered PD systems.
In summary, the conventional motivation for using helical PSFs is based on an improved
CRLB for defocus measurements [30, 44, 45]. However, the performed simulations indi-
cate that engineered PSFs are inferior, in case an entire set, i.e. N ˘ 7, of aberrations is
measured for an extended scene. We note that other authors claim to have found pupil
engineered PSF designs with a superior performance [46, 47] in comparison with the
conventional PSF. However, the results of the corresponding analyses are limited. First,
the simulations in [46, 47] only consider idealized point sources. On the other hand, the
calculation is only performed for a single, non-optimized diversity value ¢4. As can be
seen from the simulation in Fig. 5.4, the proper choice of this parameter is crucial when
comparing different PD approaches.

5.4.3. ABERRATION RETRIEVAL PERFORMANCE

The previously performed CRLB investigation aims at determining the precision limit
of the measurement in the presence of noise. In a practical adaptive optics or system
integration/alignment application scenario, however, it is rather important if the wave-
front is correctly measured up to a certain accuracy limit. A suitable limit for classical
imaging systems is given by the diffraction limit, which is commonly defined by a resid-
ual rms wavefront aberration of ‚/(8

p
3). Therefore, the aberration retrieval success rate

(SR) is considered for the following performance investigation. It is defined as the rel-
ative number of samples of a particular set of aberrations and object distributions with
an rms measurement error (deviation between the retrieved and the actual wavefront)
below the diffraction limit. Accordingly, it can be interpreted as the probability for a
successful aberration retrieval in a practical application scenario, such as co-phasing a
segmented optical mirror [20, 22].
In order to calculate the success rate, the PEPD approach proposed in section 5.3 is ap-
plied for the previously defined statistical sets of aberration vectors and object distribu-
tions. Initially, an equal overall wavefront error of fitotal ˘ 0.2 waves and photon count
K ˘ 1.2 ¢ 108 compared to the CRLB analysis is considered. The results of the Monte
Carlo simulations are shown in Fig. 5.5 (a). The dependency of obtained success rate on
the defocus diversity ¢4 is shown for the 5 different aberration sets and in comparison
between the symmetrical and the asymmetrical PEPD configuration. The graphs show
that the retrieval of up to 3 Zernike modes (defocus+astigmatism) provides a success
rate close to 100% in both scenarios and throughout almost the entire defocus diver-
sity range under investigation. Note that a similar performance can be obtained using a
single channel only. The high success rate validates that the cepstrum approach can be
used to retrieve the PSF parameters from the acquired images, which confirms that the
considered natural objects provide a sufficient amount of small spatial features.
The success rate drops for a retrieval of up to 7 modes and features distinct optimum di-
versity values of approximately ¢4 ˘ 0.7 waves for both scenarios. The appearance of this
optimum can be related to the trade-off between the optimum CRLB (Fig. 5.4 (b)) and
the condition number assessment (Fig. 5.3 (b) and (c)). The symmetrical configuration
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(a)

(b)

Figure 5.5: (a) Dependency of the success rate (SR) on the defocus diversity ¢4 for the 5 different aberration
sets and in comparison between the asymmetrical (solid line) and the symmetrical (dashed line) PEPD con-
figuration. (b) Histogram plot illustrating the number of samples of each aberration set that provide a certain
rms measurement error for the particular case of a symmetric configuration and ¢4 ˘ 0.7 waves. An overall
wavefront error of fitotal ˘ 0.2 waves and a photon count Km ˘ 1.2 ¢ 108 is considered.

provides a superior performance with a success rate of up to SR ˘ 84% (N ˘ 7), which
is in line with the significantly lower condition number compared to the asymmetrical
case. The success rate deteriorates significantly if spherical aberration is included for
the aberration retrieval (N ˘ 8). Although, the asymetrical configuration provides a bet-
ter performance, the maximum success rate is only SR ˘ 30%. The histogram in Fig. 5.5
(b) illustrates how many samples of each set provide a certain rms measurement error
for the particular case of a symmetric configuration at ¢4 ˘ 0.65 waves. The plot indi-
cates that the mean as well as the variance of this error increase with higher maximum
mode numbers N . The large spreading for N ˘ 8 modes (included spherical aberration)
demonstrates that the relatively high condition number (Fig. 5.3 (b)) in addition to in-
creased deviation of spherical aberration (Z11) from a linear PSF response (Fig. 5.2) do
not permit a reliable retrieval of that particular mode.
Additional simulations are performed in order to gain further insight into practical limi-
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(a)

(b)

Figure 5.6: (a) Dependency of the success rate (SR) on the total wavefront error fitotal for an asymmetrical
(solid line) and a symmetrical (dashed line) configuration, considering the number of photons per channel
Km ˘ 1.2 ¢ 108. (b) Dependency of the success rate (SR) on the signal to noise ratio for an asymmetrical (solid
line) and a symmetrical (dashed line) configuration, considering a total wavefront error of fitotal ˘ 0.2 waves.
The values are obtained for an optimized defocus diversity ¢4 ˘ 0.7 waves.

tations of the proposed PEPD approach by analyzing the success rate dependency on the
total wavefront error fitotal and the signal to noise ratio (SNR). Figure 5.6 (a) illustrates the
dependency of the success rate on the total wavefront error fitotal for the asymmetrical
and the symmetrical configuration. The particular defocus diversity ¢4 ˘ 0.7 waves is
considered, which represents the previously obtained optimum value for N ˘ 7. It can
be seen that wavefronts that are aberrated by defocus and astigmatism (N ˘ 3) can be re-
liably retrieved up to fitotal ˘ 0.4 waves. The limit for the retrieval of up to N ˘ 7 modes is
close to the previously considered total rms wavefront error of fitotal ˘ 0.2 waves. Figure
5.6 (a) further indicates that wavefronts including spherical aberration (Z11) could be re-
trieved in an asymmetrical PEPD configuration for small rms errors of fitotal ˙ 0.1 waves.
Finally, the dependency of the success rate on the SNR is investigated in Fig. 5.6 (b) for
an equal defocus diversity ¢4 ˘ 0.7 waves and fitotal ˘ 0.2 waves. To this end, the SNR
is scaled by adjusting the number of detected photons Km per channel according to Eq.
(5.6). Wavefronts that are aberrated by defocus and astigmatism (N ˘ 3) can be reliably
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Figure 5.7: Schematic sketch of the optical setup applied for testing the PEPD method based on imaging a point
object (A) and an extended scene (B). Note that the distance between the phase element and (A) the pinhole
and (B) the extended screen is 1.8 m.

retrieved with a success rate greater 80% down to a very low SNR … 5 for a symmetrical
configuration. The same success rate performance necessitates SNR … 20 for N ˘ 7. This
result demonstrates the robustness of the presented aberration retrieval approach in the
presence of considerable image noise. For comparison, the numerical simulations per-
formed for the validation of the deep learning method proposed in [27] only considered
a negligible noise level that corresponds to SNR ˘ 105.
In summary, the performed numerical investigation of the success rate shows that the
proposed PEPD approach provides an efficient and practical method, which can be ap-
plied to retrieve wavefronts that are dominated by low order Zernike modes up to N ˘ 7
(excluding piston, tip and tilt).

5.5. EXPERIMENTAL RESULTS
An optical setup characterized by the same parameters as the previously simulated sys-
tem is implemented experimentally using a commercially available lens (THORLABS
achromate AC254-150-A-ML) in combination with a commercially available machine vi-
sion CMOS camera (IDS MuEye). The camera provides a resolution of 2456x2054 pixels
with a size of 3.45 „m. The iris aperture stop is placed 55 mm in front of the lens. Note
that the nominal system provides a diffraction limited performance over the entire field
of view. The same phase element as used in [31] is placed inside the aperture stop to
generate the triple-helix PSF. The element consists of a thin, surface structured borosil-
icate glass sample and provides low intrinsic aberrations of the transmitted wavefront.
A schematic sketch of the optical setup is shown in Fig. 5.7. A set of low order, field
dependent aberrations is introduced into the experimental optical setup by applying a
combination of two different measures. On the one hand, the achromatic lens is moved
laterally in x-direction away from the optical axis defined by the center of the aperture
stop as indicated in Fig. 5.7. The image shift, which can be associated with tip and tilt
aberration, is neglected. Only Zernike coefficients associated with defocus, coma and
astigmatism are considered, which constitute the dominating aberration modes that are
introduced. On the other hand, the achromatic lens is utilized in a reverse direction,



5.5. EXPERIMENTAL RESULTS

5

87

which results in an increased amount of first order coma and astigmatism. Note that
the spherical aberration as well as higher order modes remains negligible (fin ˙ ‚/50)
due to the high system F-number and small field of view. In summary, the aberrations
introduced to the experimental system by a certain lens shift ¢x can be understood as a
particular sample of the previously investigated aberration set with N ˘ 5. Note that the
misalignment of an optical system via introducing an element shift or tilt is commonly
used to practically evaluate the PD aberration measurement performance [21, 48].
The introduced aberrations are initially measured based on imaging a point source ob-
ject. This makes a quantitative comparison possible between the proposed PEPD method
and a conventional aberration retrieval based on a least-square PSF fit. Subsequently, an
extended object scene is considered and the method’s capability for retrieving field de-
pendent aberration coefficients for an unknown object is tested. Only the symmetrical
PD scenario is considered for both experiments, due to the superior performance com-
pared to the asymmetric configuration as discussed in section 5.4.3.

5.5.1. POINT OBJECT APPROACH VERIFICATION
A point object is experimentally realized by a combination of a high power LED source
(‚ ˘ 540 nm) and a pinhole with a diameter of 20 „m. This assembly is placed at a
nominal distance of 1.8 m in front of the experimental setup, which results in a demag-
nification factor of 11.9 between the object and the image plane. The pinhole cannot be
resolved by the optical setup and therefore provides an adequate point source. A set of
20 images of the point object with different noise realizations is acquired at two image
planes, symmetrically located §2.0 mm around the nominal focus position, using the
triple-helix PSF. This distance from the nominal focus corresponds to a defocus diversity
of ¢4 ˘ 0.53 waves, which is close to the optimum value for N ˘ 5 found in the numerical
simulations for N ˘ 5. The average distributions of the acquired images are illustrated in
the top part of Fig. 5.8 for different amounts of introduced lens shift ¢x.

The aberration coefficients for defocus, primary astigmatism and coma are retrieved
based on the proposed linear PEPD approach. The simulated linear transfer matrix T̂
and the nominal cepstrum peak position (xc,yc)m,0, obtained in section 5.3, are used.
The bottom part of Fig. 5.8 shows the measured aberration coefficients fin of the rele-
vant Zernike modes (N ˘ 5) as well as the total wavefront error fitotal depending on the
introduced lens shift up to 3.5 mm. The small errorbars, which correspond to the statis-
tical rms deviation of the retrieved coefficients for the 20 images, indicate a high relative
accuracy of the retrieval.
In order to validate the proposed approach and to evaluate the absolute precision, a
comparison with a conventional, maximum-likelihood estimation (MLE) method is per-
formed. In particular, the MLE aberration coefficients are determined by minimizing the
mean-square error metric

E ˘
2X

m˘1

X

x

£
hm(x) ¡ ĥm(x)

⁄2
(5.14)

that is also used for conventional phase diversity [15]. The measured and the estimated
PSFs are denoted by hm(x) and ĥm(x), respectively. The latter is related to the aberrated,
triple-helix pupil function according to Eq. (5.4). In addition to the experimental part,
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Figure 5.8: Top: Measured triple-helix PSF distributions for the two considered diversity channels and for
different amounts of introduced lens shift ¢x. Bottom: Comparison of the retrieved Zernike aberration coef-
ficients fin and the measured total rms wavefront error fitotal for different amounts of introduced lens shift
¢x.

the validation of the PEPD method is performed by comparing the measured aberration
coefficients to the coefficients extracted from simulating the setup using a standard, op-
tical design software (OpticStudio). As can be seen in the bottom part of Fig. 5.8, the
values of the obtained coefficients using the proposed PEPD method agree well with the
reference values obtained by the maximum-likelihood estimation and the simulations.
The maximum absolute deviation between the fit and the linear PEPD is on the order of
‚/100 and, therefore, demonstrates a successful aberration retrieval.
We emphasize that an accurate knowledge of the basic system parameters is essential
for a successful aberration retrieval, which is a well known practical limitation of phase
diversity. In particular, an uncertainty in the nominal focus position leads to an equal
estimation error for the defocus aberration coefficient fi4 [49]. Other system parameters
that, in general, significantly influence the PD retrieval accuracy include the exit pupil
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size and location [49]. However, we find that a deviation of 10% between the considered
parameters and the true values only leads to an additional measurement inaccuracy in
the order of ‚/100 for the system investigated here, if the proposed PEPD method is ap-
plied.

5.5.2. EXTENDED SCENE
The point source assembly used in the previous experiment is replaced by an extended
screen that represents an extended object distribution (see Fig. 5.7). An exemplary, gray
scale satellite image is printed onto to the extended screen, which is placed at the same
object distance of 1.8 m used in the previous experiment. Imaging this particular object
distribution may represent a remote sensing application scenario. The printed object
scene is illuminated by the previously used high power LED source. Low order optical
aberrations dominated by defocus, primary astigmatism and coma are introduced to the
optical setup in an equivalent manner compared to the previous experiment by shifting
the inverted achromatic lens by 3.5 mm. Figure 5.9 (a) and (b) show in-focus, raw camera
images of the aberrated scene acquired with a nominal and a triple-helix pupil function,
respectively.

(a) Nominal PSF (raw) (b) Triple-helix PSF (raw) (c) Triple-helix PSF (reconstructed)

Figure 5.9: (a), (b) Raw images of the extended screen captured by the experimental demonstration setup
using the nominal PSF and a triple-helix PSF, respectively, for an in-focus diversity channel (¢4 ˘ 0 waves).
(c) Reconstructed object distribution of the raw image shown in (b) using the Wiener deconvolution approach
presented in [32]. Note that the imaged object scene corresponds to an exemplary, gray scale satellite image
printed onto the extended screen with a size indicated by the scale bar in (a).

In comparison to the previous investigation of a point source, a field dependency of
the aberrations coefficients fin needs to be considered for the extended scene. In or-
der to obtain a two-dimensional map of the coefficients based on the proposed power
cepstrum analysis, the image segmentation approach used for obtaining depth maps is
applied [32]. In particular, the cropped camera image with a size of 2048x2048 pixels
is divided into smaller sub-images with a size of 512x512 pixels and a lateral separation
of 128 pixels, which leads to an overall aberration map sampling of 13x13 pixels. The
local aberration coefficients are calculated for each sub-image based on the proposed,
linear PEPD approach using the simulated system parameters T̂ and (xc,yc)m,0 and a
defocus diversity of ¢4 ˘ 0.53 waves. The obtained field distributions of the coefficients
fin as well as the total wavefront error fitotal are directly plotted in Fig. 5.10. Note that
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(a) defocus (fi4) [rms waves] (b) astigmatism y (fi5) [rms waves]

(c) astigmatism x (fi6) [rms waves] (d) coma y (fi7) [rms waves]

(e) coma x (fi8) [rms waves] (f) wavefront error (fitotal) [rms waves]

Figure 5.10: Comparison of the field dependent aberration coefficients obtained by the proposed linear PEPD
model (right columns) and the corresponding values extracted from the optical design (left columns). The
aberrations are introduced by shifting the inverted achromatic lens ¢x ˘ 3.5 mm away from the optical axis.
The scale bar in (a) indicates the object field extension of the coefficient maps.

no smoothing was applied. The obtained results can be understood using third-order
nodal aberration theory [50]. In contrast to a conventional, rotational symmetric optical
system, the introduced lens shift generates distinct nodal points away from the optical
axis for field curvature (field dependent defocus), coma and astigmatism. In particu-
lar, the individual image space nodal points for field curvature and coma are located
approximately 22 mm and 20 mm away from the image center in negative x direction,
respectively. The two nodal points for astigmatism are located approximately 6 mm and
30 mm away from the image center in negative and positive x direction, respectively. Ac-
cordingly, the nodal points are located outside the considered sensor width of 7 mm and
cannot directly be observed in the plots shown in Fig. 5.10. The comparison with the
theoretical nodal fields extracted from the optical design in Fig. 5.10, however, shows
an agreement of the absolute aberration coefficients and the field dependency. The suc-
cessful retrieval of field dependent wavefront aberrations (for N ˘ 5 up to fitotal ’ 0.2
waves) is therefore demonstrated experimentally. The arbitrary, extended scene pro-
vides a significantly increased level of complexity in comparison to the simplified objects
considered for alternative machine learning methods [14, 27]. It is emphasized that the
calculation of the entire coefficient distributions can be performed in less than 7s using
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a conventional laptop due to the fast linear retrieval model.
Depending on the particular application, the actual object distribution o(x) may be of in-
terest in addition to the measured aberration coefficients fin . The obtained information
on the local PSF peak parameters (xc,yc) can be used to reconstruct the object distribu-
tion from the pupil-engineered image. Fig. 5.9 (c) exemplarily shows the reconstructed
object distribution for the raw image in Fig. 5.9 (b) using an adapted Wiener deconvolu-
tion as described in [32]. It can be seen that the effect of the triple-helix PSF, which leads
to an overlap of three shifted version of the object, is removed and small object features
such as individual buildings and roads are retrieved.

5.6. CONCLUSION
A novel concept that combines conventional phase diversity aberration retrieval with he-
lical point spread functions has been presented. It makes a fast estimation of low order
aberration coefficients possible based on imaging an arbitrary, extended (natural) object
and solving a linear system of equations. Numerical simulations have been performed,
which evaluate the performance of the presented method based on the CRLB and the
aberration retrieval success rate. To this end, an expression for the CRLB associated with
the phase diversity aberration measurement was derived considering an unknown ob-
ject. Although the CRLB performance of the helical PSFs is inferior in comparison to a
conventional PSF, the proposed approach provides a practical tool to estimate the coef-
ficients of up to 7 Zernike aberrations with sufficient accuracy (i.e. up to the diffraction
limit) without the need for numerically extensive, iterative phase retrieval procedures.
The proposed aberration retrieval has been demonstrated experimentally by retrieving
the field dependent aberration coefficients for a misaligned optical system based on an
unknown, extended scene.
The proposed aberration retrieval method can be understood as an extension of the ap-
plication scope of helical PSFs. Previous studies targeted the measurement of defocus
aberration in order to retrieve depth information. With the method presented here, up
to 7 aberration modes can be retrieved fast and reliably. The method is considered useful
for practical applications including co-phasing of segmented optical mirrors [51], gen-
eral system alignment and the adaptive optical correction of mechanically or thermally
introduced aberrations [52], particularly for cases in which no point source is available.
Here, it can be applied to directly characterize and minimize field dependent aberrations
(e.g. in a closed-loop). Alternatively, it may be used to obtain a robust initial aberration
estimate for a conventional iterative PD aberration retrieval approach [15, 16].
The results here are obtained with a helical PSF that was originally designed and op-
timized for depth imaging (defocus measurement over a large range of interest). The
performance with respect to the CRLB and the aberration retrieval success rate could be
further improved by incorporating PSFs that are tailored to the phase diversity problem.
As an example, such PSF designs could be optimized w.r.t. the spot size for only two
dedicated defocus diversity positions.
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6.1. RESULTS
This thesis presents evidence that computational optical systems which incorporate he-
lical point spread functions provide a powerful tool for enhanced imaging and sensing
applications. The work performed here provides the foundation to extend the applica-
tion scope of this approach beyond its original use for super-resolution microscopy, i.e.
three-dimensional single-molecule and particle localization, and enable other compu-
tational imaging applications to benefit from its unique advantages. The application
scenarios addressed here include three-dimensional imaging, i.e. for machine vision
problems, and wavefront sensing, both considering extended, unknown objects. So far,
a direct application of helical PSFs in these areas was not possible due to severe short-
comings in its current implementation as described in section 1.2. Therefore, novel con-
cepts that span the complete computational imaging process chain from optical image
acquisition to digital image processing were developed holistically in order to overcome
these shortcomings. These system level advances were supported further by substantial
improvements of individual sub-system aspects of PSF engineered systems, which in-
cludes the optical design and the manufacturing of the pupil masks as well as the image
processing of the encoded image. The individual accomplishments were validated the-
oretically and experimentally using dedicated test setups. The following sections detail
the main research results achieved in the scope of this thesis.

6.1.1. PASSIVE, MONOCULAR 3D IMAGING ACQUISITION
A computational optical system approach for three-dimensional imaging using heli-
cal point spread functions has been developed and tested experimentally. It has been
demonstrated in chapter 2 that the passive, monocular approach only necessitates a
single shot image acquisition in order to extract the lateral as well as the depth infor-
mation of an extended scene. The proposed concept can be practically implemented
using a compact and cost efficient camera system with a low hardware complexity. Fur-
thermore, we have shown in chapter 4 that the computational optical system can be ren-
dered with an increased robustness with respect to first order optical aberrations due to
the utilization of novel, high-order helical PSF designs. The proposed concept is there-
fore suitable for machine vision applications. Based on the limitations of previous helical
PSF system implementations in the area of super-resolution microscopy, the following
detailed achievements have been obtained in terms of the optical design, the practical
phase element implementation as well as the image processing.

Optical design The advancements in the optical design of PSF engineered systems fea-
turing helical PSFs can be divided into improvements of the phase element design con-
cept and advances with respect to overall optical system design. The novel phase ele-
ment design concept developed in chapter 4 enables the generation of multi-order heli-
cal PSFs featuring an arbitrary number of N peaks. These PSFs provide a depth depen-
dent rotation and, in contrast to previous designs [1, 2], feature a large peak separation
on the order of ten times the peak diameter while maintaining well-confined peaks over
an extended rotation range of 2…/N . Furthermore, it has been demonstrated in chapter
4 that the novel design approach can be extended to continuous phase profile designs
that can be realized by purely refractive (free-form) optical elements. These are expected
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to offer helical PSFs with reduced color artifacts compared to the conventional designs,
which is crucial for imaging applications that rely on the acquisition of a wide wave-
length spectrum.
In addition to the improvements of the particular phase element design approach, the
design of PSF engineered systems featuring helical PSFs has been analysed on a sys-
tem level in chapter 4, i.e. in terms of aberration robustness. In particular, it has been
shown by numerical simulations which aberrations lead to false PSF rotation and, there-
fore, compromise the depth retrieval accuracy. It was shown that first order aberrations
such as astigmatism and spherical aberration severely impact the depth measurement
for pupil engineered systems that rely on a conventional, double-helix PSF. In contrast,
the simulations revealed that the double-helix PSF rotation angle is not susceptible to
coma or trefoil aberrations. An analytic analysis indicates that only Zernike aberrations
with an azimuthal order m ˘ • ¢ N (• ˘ 0,1,2, ...) result in a PSF rotation. This result
constitutes a major outcome of this thesis as it provides a guideline for balancing opti-
cal aberrations during the design of computational optical systems with rotating PSFs.
Furthermore, it suggests that the novel, high-order helical PSFs featuring three or more
rotating peaks can benefit computational imaging by rendering the depth measurement
with improved aberration robustness. This hypothesis was demonstrated numerically
and experimentally in chapter 4 using a dedicated test setup that verified the robustness
of triple-helix PSFs to varying astigmatism across the field of view.

Pupil mask manufacturing Two fabrication schemes for generating the pupil masks,
also referred to as computer generated holograms (CGHs), that generate helical PSFs
were developed and experimentally demonstrated. The first method is based on a se-
quence of state-of-the-art, wafer-scale optical lithography manufacturing steps. It en-
ables generating phase elements with a high surface accuracy due to a unique combi-
nation of a reactive-ion-etching and UV-imprinting. It provides a high level of cost ef-
ficiency for a large-scale production of equal phase elements due to the incorporated
wafer level replication. The final elements provide increased temperature and mechan-
ical stability in comparison to previous elements [1]. They can be used for RGB imaging
as they provide improved transparency over the entire visual range. The manufactur-
ing procedure was applied in chapter 4 to fabricate compact phase elements with a high
light efficiency. It was experimentally verified that they provide an adequate wavefront
quality for generating helical PSFs with well-defined peaks that can be used for a depth
retrieval using the system approach presented in chapter 2.
In addition, an alternative CGH manufacturing approach was developed and demon-
strated experimentally in chapter 3. It utilizes a method referred to as Femtosecond-
Laser-Direct-Writing (FLDW) to generate phase elements inside transparent bulk mate-
rials. In comparison to the lithographic method, this fabrication approach provides a
more cost efficient manufacturing solution for small numbers of fabricated samples. It
provides a compromise between high flexibility and cost-efficiency since it only requires
a single fabrication step. It has been demonstrated that the fabricated elements can be
embedded in an optically transparent material. Therefore, the elements provide the ba-
sis for highly integrated and robust computational imaging solution.
In summary, both methods provide high compactness, mechanical robustness and light-
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efficiency and do not necessitate wavelength or polarization filters. Accordingly, they
represent adequate solutions for generating helical PSFs for machine vision application
scenarios.

Image processing The development of a novel image processing approach constitutes
the major achievement of this thesis, as it is the key for a universal utilization of heli-
cal PSFs for general computational imaging applications including three-dimensional
imaging and wavefront sensing. In particular, a numerically efficient post-processing
concept has been developed in chapter 2 that allows for retrieving the axial and lateral
information of an extended, unknown scene in a single image acquisition. It has been
demonstrated that the calculation of the encoded image’s power cepstrum can be used
to efficiently separate the object features from the PSF peak parameters, which consti-
tutes one of the major challenges for applying helical PSFs for three-dimensional imag-
ing. The cepstrum analysis enables the extraction of the PSF’s rotation angle, which pro-
vides the information on the object’s depth profile. It was then shown in chapter 2 how
the PSF information can be used further to extract the lateral object distribution from
the encoded image. This was based on the utilization of an adapted Wiener filter, which
was shown to be applicable for an efficient reconstruction of the object’s (RGB) color in-
formation. The entire image processing algorithm does not require extensive, iterative
optimization procedures, which constitutes a major feature of the proposed approach
as it makes three-dimensional image acquisition at video rates possible. A lab setup was
finally implemented in chapter 2 to validate the image processing approach experimen-
tally and to demonstrate the unique capabilities of the entire computational imaging
system concept.

6.1.2. IMAGE BASED WAVEFRONT MEASUREMENT
The previously described achievements with respect to monocular, three-dimensional
imaging build the foundation for utilizing helical PSFs for additional computational imag-
ing tasks. The novel designs of high-order-helix PSF and the efficient image process-
ing approach for extracting the PSF features from extended objects provide the basis
for the developments performed in chapter 5. In particular, a system approach for ad-
vanced wavefront measurements is developed using a conventional phase diversity (PD)
approach in combination with pupil engineering based on helical PSFs. To this end, a
concept has been developed that allows for retrieving the shape of a wavefront in terms
of Zernike modes by analysing a shift of the helical PSF peaks. This can be understood
as an extension of the commonly explored relationship between an object point’s axial
distance, which can be associated with a parabolic wavefront, and the rotation angle of
the helical PSF. The retrieval can be performed with high numerical efficiency using a
simple linear model and without the need for complex iterative estimation procedures.
The major feature of the proposed computational imaging approach is that the wave-
front can be extracted from imaging an extended (unknown) object using the cepstrum
approach developed in chapter 2.
The performance of the approach was analyzed and compared to a conventional PD ap-
proach by numerical and analytical investigations. An important result of this analysis
is the derivation of an analytic expression for the theoretical precision limit of the wave-
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front retrieval in terms of the Cramér-Rao lower bound considering unknown objects.
This expression provides general means to compare different wavefront retrieval strate-
gies beyond the particular pupil engineering approach developed in this thesis. The per-
formed numerical simulations show that triple-helix PSFs are superior to conventional
double-helix PSFs and enable the estimation of up to 7 Zernike modes, including defo-
cus, astigmatism, coma and trefoil. Finally, the capabilities of the novel PEPD approach
was demonstrated experimentally using an aberrated optical test setup to extract a com-
plete two-dimensional map of wavefront coefficients for an extended, unknown scene.

6.2. OUTLOOK
The research results obtained is this thesis provide the foundation for novel application
scenarios of pupil engineered computational imaging systems based on helical PSFs. In
particular, it has been shown that the use of helical PSFs provides unique advantages
in the area of three-dimensional imaging and wavefront sensing in comparison to the
state-of-the-art technologies. The dedicated test setups and the performed experiments
indicate the high potential of this concept for realizing compact and cost-efficient, com-
putational optical systems with a low hardware complexity. In the following, the po-
tential application scenarios are discussed in detail. Furthermore, additional research
challenges and potential technological improvements are illustrated.

6.2.1. MACHINE VISION CAMERAS

The system approach for passive, monocular three-dimensional imaging developed in
chapter 2 provides a clear potential for commercial applications. The accomplished ad-
vances in the utilization of helical PSFs paves the way for the development of novel types
of computational machine vision cameras. Such computational cameras feature a low
hardware complexity, as, in contrast to conventional stereo camera setups, they only
require the usage of a single image detector. Moreover, the optical system can be imple-
mented by a simple integration of a pupil mask into a conventional objective lens. This
renders the approach with a high flexibility as it can be customized to specific machine
vision problems. For example, a wide range of object distances and field of views can be
addressed by simply selecting the appropriate objective lens. In fact, the proposed con-
cept is generally applicable to varifocal and zoom systems, which represent an important
class of imaging systems for machine vision applications. The developed approach of-
fers a high level of compactness and physical robustness, which is advantageous for ma-
chine vision applications in harsh environments. The demonstrated pupil mask man-
ufacturing approach in chapter 4, which relies on a lithographic imprinting technology
on a wafer-scale, provides high cost-efficiency, i.e. for high-volume production markets.
Finally, the fast image processing approach potentially allows for three-dimensional ob-
ject acquisition at video rates. In view of these significant advantages, the developed
computational imaging approach provides a promising solution for a wide range of ma-
chine vision problems including quality inspection and process control in production
lines, as well as robot guidance e.g. for human-machine interactions. In fact, the start-
up company Double Helix Optics, which originally only targeted applications in the area
of super-resolution microscopy, is currently planning on expanding their product line
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in order to address the machine vision market [3]. In particular, the company pursues
the goal to develop three-dimensional imaging systems for machine vision applications
using the system approach developed in chapter 2, which confirms the high commer-
cialization potential of the developed approach.
In other to increase the attractiveness of computational imaging systems using helical
PSFs for machine vision applications and to reduce the market entry threshold of this
technology, several improvements of the proposed approach should be considered in
future research. The depth retrieval approach presented in chapter 2 relies on calculat-
ing the power cepstrum of extended subwindows across the complete image. The size of
these subwindows is commonly larger than 100 pixels in order to obtain a sufficient sig-
nal to noise ratio for the cepstrum analysis. This significantly limits the lateral resolution
of the depth map and, therefore, the overall performance of the computational imaging
system. A potential strategy to increase the lateral depth map resolution can be found
in conventional stereo vision systems. In particular, the cepstrum calculation could be
combined with other algorithms including Semi Global Block Matching (SGBM) [4] or
deep learning [5], which enable a pixelwise depth determination with a sampling that
matches the original image.
Another potential improvement of the current system approach may aim at increasing
the accessible depth range of helical PSFs. Currently, the accessible depth range is lim-
ited by a corresponding PSF rotation range of 2…/N , where N corresponds to the num-
ber of PSF peaks. This limitation is due to ambiguities in the rotation angle analysis.
The analysis of advanced PSF features in addition to the rotation angle could be used to
bypass this limitation. In fact, the distance of the PSF peaks from the rotation axis is in-
creasing with larger rotation angles, which provides additional information that could be
utilized to solve the ambiguity issue in the rotation angle measurement. As a result, the
accessible depth range of a particular imaging system could be extended, while main-
taining the same axial resolution given by the systems’ numerical aperture. Alternatively,
the numerical aperture of the imaging system could be increased, which improves the
axial resolution but reduces the depth of focus. The extended rotation range could then
be used to maintain the accessible depth range.
Finally, a major, inherent limitation of passive depth measurement principles is that
they require the object of interest to provide adequate spatial features, which restricts
the range of applications. Accordingly, future research could explore a potential com-
bination of engineered, helical PSFs and an active, structured illumination to overcome
this challenge. To this end, a conventional illumination system that projects a distinct
pattern such as a (pseudo-) random dot distribution could be applied and the PSF en-
gineered imaging system proposed in chapter 2 can directly be used. Alternatively, the
pupil mask could be implemented within the illumination subsystem in an equivalent
manner compared to the proposed imaging system, which would enable the realiza-
tion of an illumination pattern that rotates with an increasing distance. A conventional
imaging system could then be used to extract the depth information using the image
processing approach proposed in chapter 1. In fact, this concept has been recently
patented by one of the world’s leading producers of sensors and sensor solutions for in-
dustrial automation applications [6], which provides an additional confirmation of the
general potential of helical PSFs for commercial machine vision applications. So far, the
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patent solely focuses on the use of double-helix patterns. The utilization of high-order-
helix patterns could increase the robustness of the method with respect to aberrations
as demonstrated in chapter 4, which is particular important for illumination systems
featuring a large field of view.

6.2.2. WAVEFRONT SENSORS

The novel wavefront sensor approach presented in chapter 5 provides the unique capa-
bility of measuring an optical wavefront based on imaging an extended, unknown object.
This measurement can be performed with a low hardware complexity and a high nu-
merical efficiency. Accordingly, it enables a fast, closed-loop aberration measurement,
which provides an essential technology for multiple practical applications. A dedicated
wavefront sensor based on the proposed approach could be incorporated for adaptive
optical application scenarios that necessitate the correction of lower order aberrations.
In particular, it can be used for the correction of mechanically or thermally introduced
aberrations, i.e. for large mirror telescopes [7], or aberrations that originate from micro-
scopic imaging through thick biological samples [8]. Furthermore, it provides a promis-
ing technology for the alignment of segmented and multi-aperture optics, which is also
referred to as co-phasing. Such optics may include extremely large telescopes [9] or fold-
able mirror assemblies as proposed for cube sat optical payloads [10]. For earth observa-
tion applications in particular, no dedicated point source is available and the wavefront
sensing needs to be based on an extended, unknown object. Other potential applica-
tions of the developed wavefront measurement concept include the general alignment
and performance analysis of optical systems, such as objective lenses or telescopes. This
is particularly relevant for the alignment of imaging systems that are based on free-form
surfaces as they exhibit a complex field dependency of optical aberrations and, there-
fore, necessitate the wavefront evaluation over an extended field of view.
The dedicated optimization and adaption of current helical PSF designs for wavefront
measurement purposes constitutes a topic that could be addressed in further research
efforts. So far, the pupil masks that were used to investigate and to demonstrate the pro-
posed approach in chapter 5 are originally designed and optimized for three-dimensional
imaging applications. In particular, the helical PSFs were optimized for a large defocus
range, which limits the achievable minimum PSF peak width. However, the proposed
two channel phase diversity approach only necessitates an optimized helical PSF shape
for two dedicated defocus settings. The consideration of this simplification in the opti-
cal design procedure of the phase elements would allow for a reduction of the PSF peak
width at the two dedicated defocus positions of interest. This would improve the signal-
to-noise ratio of the cepstrum analysis and, therefore, renders the aberration retrieval
with an increased robustness with respect to image noise. Furthermore, a smaller calcu-
lation window could be considered for the cepstrum analysis, which would allow for a
higher spatial resolution of the aberration map.
Finally, the potential of the wavefront sensing approach could be explored in combina-
tion with an adaptive optical system as described in [11]. To this end, the capability for
correcting an aberrated wavefront using a deformable mirror may be investigated. The
combination of the proposed wavefront sensor concept with a deformable mirror that
corrects for focusing errors [12] in laser material processing applications constitutes a
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promising implementation. This directly exploits the helical PSF’s key capability in ac-
curately measuring defocus aberrations. Another aspect of further research efforts could
be the customization of the helical PSF design with respect to a particular adaptive op-
tics application. In contrast to the consideration of general Zernike modes in chapter 5,
the pupil mask design may be adapted to the most relevant spatial modes of the aberra-
tions and the deformable mirror in order to facilitate an efficient and robust wavefront
correction.

6.2.3. FURTHER APPLICATION SCENARIOS

The main motivation for the advancements in the use of engineered, helical PSFs for
three-dimensional imaging was based on the machine vision application scenario. Yet,
the high compactness, low hardware complexity and cost-efficiency can potentially ben-
efit other fields of application. A specific example in the field of medical imaging is 3D
endoscopy, which could benefit from compact, monocular three-dimensional imaging
configurations. These configurations could be used for highly integrated sensors that
provide significant advantages compared to conventional stereo endoscopy solutions
[13]. Another medical application example is three-dimensional imaging through thick
tissue, e.g. for analyzing extended blood vessels [14]. The application would directly
benefit from the novel image processing approach developed in chapter 2 and the aber-
ration robustness of high-order PSFs developed in chapter 4. Furthermore, the devel-
oped computational imaging concept may be used as a basis for novel 3D sensor so-
lutions for security and safety purposes, i.e. secure facial recognition applications in
consumer electronics [15] or driver monitoring in automotive applications [16]. An ap-
proach for three-dimensional localization and material classification of space debris us-
ing helical PSFs was recently introduced in ref. [17]. So far, the method can only be
applied to point-like objects but it may potentially be adapted to extended objects using
the image processing approach developed in chapter 2. Accordingly, the developments
performed in this thesis may enable the utilization of helical PSFs for 5D hyperspec-
tral imaging, which refers to a computational imaging approach for extracting temporal,
three-dimensional and spectral object information simultaneously [18].
So far, most computational imaging systems featuring helical PSFs focus on applications
in the visible domain. The advancement into different spectral domains would further
expand the application scope of the developed three-dimensional imaging and wave-
front sensing concepts. Here, infrared imaging is of particular interest as it is used for
identifying and classifying chemical structures and it serves as an important tool for as-
tronomical and defense applications. Initial efforts to make the depth measurement ap-
proach presented in chapter 2 applicable to the infrared domain are described in ref.
[19], where a novel pupil mask implementation based on dielectric metasurfaces is pro-
posed.
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