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SUMMARY

Helical point spread functions (PSFs) provide a powerful computational imaging tool for
modern optical imaging and sensing applications. However, their utilization is, so far,

limited to a single field of application, i.e. super-resolution microscopy, which is due to

multiple shortcomings in their current system implementation.

A new computational imaging approach is developed in this thesis, which enables the

utilization of helical PSFs and their unique advantages for applications in the area of ma-

chine vision. In particular, the approach can be used to acquire the three-dimensional

distribution of a passively illuminated, extended scene in a single shot based on a com-

pact, monocular camera setup. A novel image processing routine is established to over-

come a major challenge of computational imaging using helical PSFs, i.e. the retrieval of
the PSF rotation angle in the case of an extended object distribution.

The hardware implementation of computational imaging setups that rely on helical PSFs

is based on a combination of a conventional optical element, such as a microscope ob-

jective or a camera lens, and an additional, dedicated pupil mask. This mask is com-

monly realized using either a spatial light modulator or a lithographic element that fea-

tures a structured surface profile. Two new fabrication schemes with different advan-

tages are explored in this thesis. The first scheme utilizes wafer-scale optical lithography
in combination with UV-replication in order to fabricate highly cost efficient phase el-

ements. The second method is based on femto-second laser direct writing. It enables

the inscription of the phase element directly inside a transparent optical element using
a single fabrication step. Therefore, it facilitates a flexible realization of highly integrated
PSF engineered optical systems.

Current design concepts for pupil masks that generate helical PSFs only focus on double-

helix distributions that feature two, laterally separated irradiance peaks. Furthermore, a
diffraction limited performance of the computational imaging system is assumed. A new
design method that enables the generation of multi-order-helix PSFs with an arbitrary
number of rotating peaks is developed in this thesis. A study of the influence of first or-

der aberrations on the rotation angle of multi-order-helix PSFs is performed in order to

assess their effect on the accuracy limits with respect to three-dimensional imaging. In
this context, the superior aberration robustness of high-order-helix PSFs featuring three

or more rotating spots is demonstrated.

Whereas, on the one hand, the effect of aberrations on helical PSFs degrade the depth re-

trieval accuracy of three-dimensional imaging systems, their influence can be explored
in order to obtain information on the system’s wavefront aberrations on the other hand.

To this end, the computational imaging approach developed for three-dimensional imag-
ing is extended and combined with a conventional phase diversity method. The novel
approach enables a numerically efficient estimation of general wavefront aberrations

based on the acquisition of an extended, unknown object scene.

In summary, the research performed in this thesis provides the foundation to exploit the

vii



viii SUMMARY

unique advantages of computational imaging systems based on helical PSFs for applica-
tions in the area of three-dimensional imaging and wavefront sensing.



SAMENVATTING

Helical point spread functions (PSF’s) bieden een krachtig rekenhulpmiddel voor beeld-
vorming voor moderne optische beeld- en sensortoepassingen. Het gebruik ervan is
echter tot dusver beperkt tot een enkel toepassingsgebied, namelijk de superresolutie-
microscopie, dankzij meerdere tekortkomingen in hun huidige systeemimplementatie.
In dit proefschrift wordt een nieuwe benadering van computationele beeldvorming ont-
wikkeld, die het gebruik van spiraalvormige PSF’s en hun unieke voordelen voor toepas-
singen op het gebied van de machine visie mogelijk maken. In het bijzonder kan deze be-
nadering worden gebruikt om de drie-dimensionele verdeling van een passief belichte,
uitgebreide sceéne in een enkele opname te verkrijgen op basis van een compact, mo-
noculaire cameraopstelling. Een nieuwe beeldverwerkingsroutine is ontwikkeld om een
belangrijke uitdaging van de computationele beeldvorming aan te pakken met behulp
van spiraalvormige PSF’s, d.w.z. het verkrijgen van de PSF-rotatiehoek in het geval van
een uitgebreide objectdistributie.

De hardware-implementatie van computationele beeldvormingsopstellingen die geba-
seerd zijn op spiraalvormige PSF’s is gebaseerd op een combinatie van een conventi-
oneel optisch element, zoals een microscoop-objectief of een cameralens, en een ex-
tra, toegewijd leerlingenmasker. Dit masker is meestal gerealiseerd met behulp van een
ruimtelijke lichtmodulator of een lithografisch element dat beschikt over een gestruc-
tureerd oppervlakteprofiel. Twee nieuwe fabricatieschema’s met verschillende voorde-
len worden onderzocht in dit proefschrift. Het eerste schema maakt gebruik van wa-
ferschaal optische lithografie in combinatie met UV-replicatie om zeer kostenefficiénte
fase-elementen te fabriceren. De tweede methode is gebaseerd op femto-seconde laser
direct schrijven. Het maakt de inscriptie van het fase-element direct in een transparant
optisch element mogelijk met behulp van een enkele fabricagestap. Het vergemakkelijkt
daarom een flexibele realisatie van sterk PSF geintegreerde optische systemen.

De huidige ontwerpconcepten voor leerlingenmaskers die spiraalvormige PSF’s gene-
reren, richten zich alleen op dubbele-helix-verdelingen met twee, zijdelings gescheiden
stralingspieken. Bovendien wordt uitgegaan van een diffractie beperkte prestatie van het
computationele beeldvormingssysteem. In dit proefschrift wordt een nieuwe ontwerp-
methode ontwikkeld die het genereren van multi-orde-helix PSF’s met een willekeurig
aantal roterende pieken mogelijk maakt. Er wordt een studie uitgevoerd naar de invloed
van eerste-orde-afwijkingen op de rotatiehoek van multi-orde-helix PSF’s om hun ef-
fect op de nauwkeurigheidsgrenzen met betrekking tot driedimensionale beeldvorming
te beoordelen. In deze context wordt de superieure robuustheid van de aberratie van
hoog-orde-helix-PSF’s met drie of meer roterende vlekken aangetoond.

Terwijl enerzijds het effect van aberraties op spiraalvormige PSF’s de nauwkeurigheid
van diepterecuperatie van driedimensionale beeldvormingssystemen vermindert, kan
hun invloed anderzijds worden onderzocht om informatie te verkrijgen over de golffron-
tafwijkingen van het systeem. Met het oog hierop is de computationele beeldvormings-
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aanpak die is ontwikkeld voor driedimensionale beeldvorming uitgebreid en gecombi-
neerd met een conventionele fasediversiteitsmethode. De nieuwe benadering maakt
een numeriek efficiénte schatting van algemene golffrontafwijkingen mogelijk gebaseerd
op de verwerving van een uitgebreide, onbekende objectscéne.

Samengevat biedt het onderzoek in dit proefschrift de basis voor de exploitatie van de
unieke voordelen van computationele beeldvormingssystemen op basis van spiraalvor-
mige PSF’s voor toepassingen op het gebied van driedimensionale beeldvorming en golf-
front sensing.
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Autonomous driving, personalized and predictive medicine, computer vision and ex-
tended reality represent four of the seven biggest current technology trends according to
Forbes [1]. Optical imaging represents a key enabling technology throughout all of these
trends. It provides the data to safely navigate autonomous vehicles through traffic, to let
robots seamlessly interact with humans and to embed virtual content into the physical
world. State-of-the-art optical imaging systems require much more than simply captur-
ing a picture of a scene of interest. Extracting information on an object or the light itself,
in addition to providing a conventional two-dimensional image of the object scene, rep-
resents a major technological challenge. In particular, this may include the retrieval of
information related to the object’s three-dimensional shape as well as the wavefront, the
polarization state and the spectrum of the reflected or the emitted light. Solving the chal-
lenge of retrieving this multi-dimensional data drives the developments of cutting-edge
imaging concepts in modern application fields such as bio-medical imaging, machine-
vision or remote sensing.

One particular concept to address this challenge is computational imaging, an imag-
ing modality that merges the steps of optical image formation and computational im-
age processing. It has become of major importance for a large range of applications,
where these developments are made possible by the improvement of computer process-
ing platforms, i.e. parallel computing using a cluster of processors, advances in signal
processing algorithms, as well as the availability of modern sensing hardware.

1.1. COMPUTATIONAL IMAGING

1.1.1. GENERAL CONCEPT

Traditionally, optical imaging systems are designed and optimized for providing the best
image quality. In order to define a suitable figure of merit that quantifies optical image
quality, imaging systems are generally modeled based on the assumption that light that
emanates from different parts of the object distribution is incoherent. In this case, the
image formation can be described using a linear system and the irradiance distribution
i(x;) of the imaged object distribution o(x,) of an optical system is given by [2]

o0

i(x) = f 0(Xo) - |P(xi,Xo)* dxo - (L1
—00

Note that the vectors x, and x; refer to the lateral, scale-normalized coordinates in the
object and the image plane, respectively. The squared modulus of the transmission func-
tion, i.e. h(xi,Xo) = |P(X,Xo)|%, is referred to as the point spread function (PSF) of the
optical system. It corresponds to the irradiance distribution in the image plane that is
produced by a point source located at a position X, in the object plane. The imaging
process can be considered as shift invariant if the shape of the PSF is (approximately)
independent of the point source’s position in the systems field of view or at least a sub-
region thereof, which is a suitable approximation for well-corrected optical systems. In
such an isoplanatic region, Eq. (1.1) can be written as

o0

i(x) = f 0(Xo) - 1P (% —Xo)[*dX, - (1.2)

—00
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Accordingly, the image distribution i(x;) is determined by a convolution of the object
distribution 0(x,) and the system’s PSF h(x;). Under the assumption of small angles of
diffraction, the transmission function P(x) in an isoplanatic region corresponds to the
Fourier transformation of the complex pupil field

2mi
pxp) = axp) -exp (T . w(xp)) , (1.3)
which his defined on each image point’s reference sphere in the exit pupil of the opti-
cal system. The amplitude function a(x,) defines the shape of the exit pupil aperture
and the phase is determined by the aberration function w(xp). Note that A denotes the
considered wavelength. The convolution integral in Eq. (1.2) can be written as a simple
product in the Fourier domain according to

I§)=0()-H() (1.4)

where I(¢) and O(¢) correspond to the Fourier transformation of i (x;) and o(x,), respec-
tively. The Fourier transformation of the PSF is referred to as the optical transfer function
H(&). Its modulus M (&) = |H(¢)|, referred to as the modulation transfer function MTF),
provides the contrast reduction of a particular spatial frequency ¢ that is imaged through
the optical system. In the case of a circular exit pupil aperture, the modulation transfer
function vanishes for frequencies larger than the cut-off frequency ¢y = 2NA/A, which
depends on the optical systems numerical aperture NA. Note that this corresponds to
Abbe’s well known bandwidth limit for optical imaging systems [3]. An overview of the
defined imaging quantities and their relationship is illustrated in Fig. 1.1.

Auto- Modulation transfer
pupil function ISMUEEUNIRE function (OTF) function (MTF)
Xp:)\.Rfi M(f)
i
Transmission Squared il Point spread
modulus | - |

function function (PSF)

Figure 1.1: Illustration of the relationship between the complex pupil function p(xp), the point spread function
h(x;) and the optical transfer function H(¢;) of an imaging system. Note that FT denotes a Fourier transforma-
tion and R denotes the radius of the reference sphere in the exit pupil of the imaging system.

Conventional figures of merit to optimize an image’s quality include the lateral ex-
tension of the PSF h(x), the root-mean-square wavefront error of the complex pupil field
p(xp), or the value of the MTF M(¢) for a set of predefined spatial frequencies {E j}. How-
ever, these classical figures of merit may not provide the best performance for extracting
extended information of the imaged object scene beyond the two-dimensional object
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distribution. Computational imaging describes a methodology that tailors the perfor-
mance of an imaging system to advanced imaging and sensing tasks. In particular, it
extends the conventional imaging process by considering a holistic system description
including the optical image formation in combination with dedicated computer pro-
cessing. Figure 1.2 illustrates the difference in the work flow between a conventional
and a computational imaging system schematically.

Conventional imaging

Object scene Optical system Image sensor Digital image

Mathematical model

Figure 1.2: Overview of the work flow of a conventional imaging approach (top) in comparison to computa-
tional imaging approach (bottom). A conventional imaging system incorporates an optical system to generate
a direct image of an object scene, which is digitally recorded using an image sensor. A computational imag-
ing system generates an optically encoded image using specialized optical hardware components. The digitally
recorded image is subsequently decoded using computational processing. Optical encoding and digital decod-
ing are linked by a mathematical model and optimized jointly in order to extract advanced object information
of interest.

A conventional system relies on a classical optical system such as a camera lens, a
microscope objective or a telescope to form a direct image of the captured object scene
onto an image sensor. A computational imaging system initially produces an optically
encoded image. Hereby, the encoding is achieved by utilizing specialized optical hard-
ware components within the imaging path. Alternatively, such components can be uti-
lized in a dedicated illumination path in case an active light source is considered. In both
cases, the general hardware may be based on traditional focusing optics that is modified
by implementing phase and/or amplitude masks, diffusers, polarizers or gratings in the
imaging and/or the illumination subsystem of the overall setup. Other specialized op-
tical hardware utilizes novel, alternative architectures and imaging morphologies such
as array optics (e.g. light-field cameras [4, 5]) as well as scanning (e.g. confocal scan-
ning microscopy [6]), projection (e.g. computed tomography [7]) or lensless techniques
[8]. After the image formation step, the optically encoded image is digitally decoded
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using computational post-processing in order to extract the object information of inter-
est. This processing relies on tailored algorithms that perform numerical computations
such as deconvolutions, mapping, filtering and feature matching. A key aspect of the
computational imaging chain is that the optical encoding and computational decoding
processes are jointly developed and optimized in an integral design process. This neces-
sitates that they are linked by a common mathematical model as indicated in Fig. 1.2.
This model can be based on physical optics theorems, which may rely on ray tracing
techniques or more sophisticated models such as scalar or vectorial diffraction theory
[2]. In recent years, models have been developed based on artificial intelligence con-
cepts including neural networks and deep learning [9]. These models provide a powerful
tool, in particular for the case when the optical encoding cannot be properly described
using physical theorems.

The computational imaging methodology allows for enhanced capabilities of the joint
system in extracting information which cannot be accessed by purely classical imaging
systems. In particular, it provides a tool for optical phase imaging and wavefront sens-
ing [10] and it has been applied successfully in rendering imaging systems with a high
dynamic range (HDR) [11], super-resolution [12, 13] or extended depth of field [14, 15].
Computational imaging systems are applied for three-dimensional [16, 17] and multi-
spectral imaging [18, 19] as well as polarization sensing [20]. In addition, the compu-
tational imaging approach can be used to reduce the hardware complexity that would
be required for a conventional optical system. For example, it can be applied for mi-
croscopic imaging without the need for an objective lens [8] or photography based on
a single pixel detector [21]. A comprehensive review of computational imaging applica-
tions and associated key technologies is given in ref. [22].

1.1.2. POINT SPREAD FUNCTION ENGINEERING

This thesis focuses on one particular class of computational imaging systems. Here, the
specialized hardware that implements the optical encoding (see Fig. 1.2) is based on a
conventional optical imaging or illumination system in combination with a dedicated
pupil mask. A wide range of terms is used in the literature to refer to this particular ap-
proach, including wavefront-coding [14], coded aperture imaging [9, 23], as well as point
spread function or pupil engineering [24, 25]. The pupil mask alters the OTF H(¢) or,
equivalently, the PSF h(x) of the optical imaging or illumination system in a pre-defined
manner as it modifies the amplitude and/or the phase of the light passing through the
element. It is commonly placed in the pupil plane (or at a conjugate plane thereof) in
order to ensure that an equal alteration of the PSF is achieved across the optical sys-
tem’s field of view. The pupil mask can be described by an additional complex function
m(xp), which is multiplied to the complex pupil field defined in Eq. (1.3) and results in
an engineered pupil function

2mi
PEXp) = m(xp) - a(xp) - exp (T . w(xp)) . (1.5)

The purpose of the complex mask function m(xp) is to customize the optical system’s
PSF distribution h(x) in order to allow for an optimized extraction of a particular type of
information of an imaged object. This can either be done in terms of estimation theo-




6 1. INTRODUCTION

retical bounds, i.e. the Cramér Rao lower bound [26], or in terms of practicality, e.g. by
preventing complex numerical estimation problems.

The pupil mask can be practically implemented using different active and passive opti-
cal elements that can work in a reflection or a transmission configuration. Spatial light
modulators (SLMs) are commonly used as they enable flexibly switching between differ-
ent mask designs. Alternatively, a passive optical element that relies on a surface profile
that is structured by lithography methods can be used. These elements constitute a less
complex and more compact solution, albeit at the costs of a limited flexibility. The image
formation step initially results in an optically encoded rather than a conventional, direct
image of the object scene. Tailored computational image post-processing then needs to
be applied to extract the particular object information of interest. This can be done by
an appropriate mathematical model, commonly based on scalar diffraction theory and
Fourier optics. More recent PSF engineered, computational imaging systems rely on ma-
chine learning concepts [27].

Using pupil engineering to extend the depth of focus of a conventional optical system
is one of the earliest computational imaging application examples, which was originally
proposed by Cathey and Dowski in 1995 [14]. The depth of focus can be described as the
axial distance in object space over which the PSF remains highly confined. The depth of
focus increases with a decreasing numerical aperture NA of the optical system. Accord-
ingly, high resolution, light efficient systems that necessitate a high numerical aperture
are, conventionally, limited by a short depth of focus. A tailored pupil mask can be used
to maintain the PSF’s confinement over a significantly larger axial range. Multiple pupil
designs have been proposed using axicons [28], phase plates [14], diffusers [15], free-
form optics [29] or tailored chromatic aberration [30]. The extended depth commonly
comes at the price of an increased lateral PSF size at the axial, in-focus position. How-
ever, post-processing algorithms that are tailored to this particular PSF can be applied in
order to mitigate the loss in lateral resolution [14, 29]. Extended depth of focus has been
applied in a large range of imaging applications spanning microscopy [28], photography
[15] and machine vision [31]. Furthermore, the approach made the transition into com-
mercial products for consumer electronics [32] and machine vision systems [33].

A second prominent pupil engineering example is based on shaping the PSF to form a
ring that features a central obscuration. Such PSFs can be generated using phase plates
that introduce a vortex phase distribution to the incoming field [34]. One essential field
of application is fluorescence microscopy, where pupil engineering is performed in the
illumination subsystem of a microscope. The approach called stimulated emission de-
pletion (STED) utilizes two pulsed light sources that spatially overlap in the plane, where
the fluorescent sample is located [13]. The first one forms a conventional, single spot
PSF for excitation whereas the second one features a ring shaped PSF for depletion of the
fluorophores. The combination allows for the generation of fluorescence images with a
nanometer scale resolution and, therefore, bypasses the classical Abbe diffraction limit
[13]. Due to the significant impact of this super-resolution microscopy technique in the
area of bio-medical imaging, the principle was awarded the Nobel Prize in Chemistry
in 2014. This technique has been commercialized and represents a standard imaging
mode of state-of-the-art fluorescence microscopy systems. Equivalent vortex phase ele-
ments that produce ring shape PSFs are also used in a completely different application
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area. Coronagraphs enable the imaging of very faint objects even if they are located in
close proximity to a very bright light source, which would normally obscure the object
due to its glare [35]. These systems are particularly relevant for the field of astronomy,
where it is applied for imaging the sun’s corona or detecting extrasolar planets. Here, the
engineered, ring-shaped PSF provides the optical tool for discriminating the light of an
extrasolar planet from the host star [36, 37].

In summary, computational imaging using a PSF engineering approach benefits a large
range of applications. Several particular implementations of engineered PSFs have been
proposed in the context of computational imaging, e.g. featuring an extended depth
of focus or a central obscuration . The field of application of the individual implemen-
tations commonly covers multiple, classical areas of optical imaging ranging from mi-
croscopy through photography and astronomy.

1.1.3. HELICAL POINT SPREAD FUNCTIONS

In recent years, a novel class of engineered point spread functions, referred to as helical
PSFs, has gained increased interest [38-45]. The working principle of these PSFs in com-
parison to a conventional PSF is schematically illustrated in Fig. 1.3.

Object
o Pupil plane Detector

planes

plane

Az

Engineered
pupil phase

ORoN-§
fTHE B

-
-t

PSF @ detector plane

a

A

Az<0 Az=0 Az>0

Figure 1.3: Working principle for measuring an axial shift Az of an object point with respect to the in-focus
plane using a pupil engineered, optical imaging system. In contrast to the blurring of a conventional optical
system’s single spot PSF (top row), the engineered, helical PSF (bottom row) provides two distinct spots that
rotate around a common axis with a changing shift Az. The rotation angle a can directly be associated with a
shift Az in an unambiguous range of —90° < a < 90°.
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The PSF of an idealized, conventional optical system forms a single, well-confined
irradiance peak if an in-focus (Az = 0) object point is imaged. The size of this spot is
increasing, if the object point is shifted away from the in-focus position (JAz| > 0), and a
conventional PSF blurring is observed. In contrast, the engineered, helical PSF features
multiple, laterally separated peaks for an in-focus, axial object point location. The most
unique characteristic of this kind of PSF is its behavior if the object point is moved away
from the in-focus position. In particular, the PSF peaks rotate in a helical manner, which
is exemplary shown in the bottom part of Fig. 1.3. Here, an engineered pupil phase
design that generates a double-helix PSF distribution is shown. This particular design
exhibits two peaks that rotate around a common axis. In comparison to the fast lateral
spreading of the conventional, single-spot PSE the two peaks remain well confined even
for a substantial amount of defocus Az. Accordingly, this type of engineered PSF estab-
lishes a simple, direct relationship between the distance of an object point and the angle
a between the PSF peaks and a reference in-plane axis over an extended axial range. If
this relationship is known, e.g. through an initial system calibration step, this unique
characteristic enables a simple and unambiguous depth estimation (of a point source
object) using a single detector image without the need for an elaborate, numerical esti-
mation model [46].

The theoretical fundamentals of wave fields featuring multiple irradiance spots that ro-
tate during propagation was originally introduced by Piestun et. al [47]. In particular, the
authors proposed the first method for generating and modeling the propagation of these
distributions based on a superposition of a tailored set of Gauss-Laguerre modes. The
concept of using such distributions, i.e. featuring two irradiance peaks, for measuring
depth was initially proposed by Greengard et. al [46]. In the following years, new design
methods for generating helical PSFs have been proposed and further optimized [24, 48]
in order to improve the light efficiency of the utilized pupil masks. This is achieved by
pupil mask designs that rely on a pure phase modification in the pupil plane. Double-
helix PSFs with two rotating spots have been widely studied and successfully applied
for three-dimensional, point emitter localization and tracking with high depth resolu-
tion and an extended depth of focus [39, 40, 42, 49, 50]. In fact, it has been shown that an
optical system with a double-helix PSF provides an improved precision limit, i.e. with re-
spect to the Cramér Rao lower bound, for estimating the axial distance of an object point
over an extended depth range compared to a conventional PSF [46]. It also offers supe-
rior precision limits for high signal-to-background ratio application scenarios in com-
parison to competing monocular concepts, including astigmatic or bi-plane methods
[51, 52]. In contrast to these methods, it provides an almost constant localization preci-
sion in all three spatial dimensions.

The continuous interest in these kind of pupil engineered imaging systems, i.e. in the
area of super resolution microscopy, led to the foundation of the start-up company Dou-
ble Helix Optics. The company commercializes the application of helical PSFs for three-
dimensional particle-localization and targets applications in the area of super-resolution
microscopy [53]. The high potential of the approach was further acknowledged as the
company’s main product was awarded with the SPIE Prism award for the best new op-
tics and photonics product on the market in the area of diagnostics and therapeutics.
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1.2. MOTIVATION AND OUTLINE

The research conducted in the frame of this thesis focuses on pupil engineered, com-
putational imaging systems that rely on the use of helical PSFs. These types of PSFs
have been studied and applied for more than a decade and it has been demonstrated
that they provide unique benefits for addressing optical depth measurement and three-
dimensional localization problems. The continuous research interest and the success-
ful commercialization demonstrate the enormous potential of this concept. So far, its
utilization is primarily limited to a single area of application, i.e. super-resolution mi-
croscopy. However, pupil engineering using helical PSFs provides a much more general,
versatile tool for computational imaging and sensing tasks. It facilitates a unique way of
directly retrieving depth information from a simple PSF rotation angle measurement us-
ing a basic, linear relationship. Although its benefits have been primarily demonstrated
in the frame of super-resolution microscopy, in general, they can be transferred to other
areas of optical imaging. This is analogous to the pupil engineering concepts described
in section 1.1.2. PSFs featuring an extended depth of focus or a central obscuration are
utilized in multiple optical imaging application fields. Accordingly, the main motivation
of the research performed here is to expand the application scope of helical PSFs and
to address challenges in different areas of optical imaging and sensing beyond super-
resolution microscopy. In particular, two optical imaging and sensing tasks shall be ad-
dressed.

The first task that shall be addressed is three-dimensional imaging and sensing in the
particular context of machine vision applications. The acquisition of three-dimensional
object information is a key technology for human-machine interaction and autonomous
driving. It provides machines, including robots and autonomous vehicles, with the abil-
ity to properly orientate in a three-dimensional environment, as well as the capability of
tracking and interacting with three-dimensional objects. In addition, three-dimensional
imaging is an essential tool for the projection and the embedding of virtual content for
extended reality application scenarios.

The second imaging task of interest corresponds to the measurement of an optical wave-
front, which is a fundamental technology in multiple engineering disciplines. It is uti-
lized as a metrology tool for precise, three-dimensional shape characterizing and inspec-
tion. Furthermore, it is used for evaluating and optimizing the image quality perfor-
mance of optical setups and it allows for controlling adaptive optical systems.

Pupil engineering using helical PSFs has the potential to provide a powerful tool with
unique benefits for these two optical imaging and sensing tasks. In general, it offers
significant advantages for respective imaging systems as it provides a high level of com-
pactness and a low hardware complexity, which further relates to physical robustness
and high cost-efficiency. In order to make this technology applicable to these two appli-
cation scenarios, however, multiple shortcomings in the current computational imaging
application approach of helical PSFs need to be addressed.

1.2.1. DEPTH RETRIEVAL FOR EXTENDED OBJECTS

Currently, the application scope of helical PSFs is mainly limited to the microscopic de-
tection of single particles or clusters thereof. The main reason for the narrow scope relies
on the interplay between the spatial features of the object of interest and the engineered
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PSF during the imaging process. Single particles provide distinct, point-like spatial fea-
tures. The essential benefit of this aspect is shown in the top part of Fig. 1.4, which
schematically illustrates imaging an exemplary cluster of particles using a double-helix
PSE The encoded image can be modeled by a mathematical convolution of the helical
PSF and the object distribution according to Eq. (1.2). In fact, the encoded image of an
individual particle closely reassembles the actual engineered PSF shape. Accordingly,
the PSF rotation angle «a is directly visible and can be extracted using conventional im-
age segmentation and peak detection algorithms. The particle’s axial focus position Az
can then be retrieved using the calibrated relationship Az(a).

Object distribution Point-spread-function Encoded image

Extended:

Figure 1.4: Tllustration of the rotation angle a retrieval approach using helical PSFs for point-like objects (top)
and extended scenes (bottom). Object and PSF spatial features are well separated for the case of point-like
objects. The PSF rotation angle «, which directly corresponds to the object distance, can directly be obtained
from the encoded image using conventional image segmentation and peak detection algorithms. In contrast,
object and PSF spatial features are interlaced for the case of an extended object and the PSF rotation angle «
cannot directly be retrieved.

The bottom part of Fig. 1.4 illustrates a scenario related to imaging an extended ob-
ject distribution. In this case, the spatial features of the object distribution and the engi-
neered PSF are interlaced as a result of the convolution. The PSF shape is not directly vis-
ible in the encoded image and the extraction of the PSF rotation angle «a is not straight-
forward as in the previous case. A first attempt to separate spatial object and PSF features
for imaging an extended object distribution has been proposed in ref. [54]. However, the
utilized computational imaging system approach relies on the acquisition of multiple
images using different pupil phase distributions, which provides a severe drawback i.e.
for real-time imaging applications. Therefore, novel image processing concepts need
to be explored in order to enable the application of helical point spread functions for
single-shot, three-dimensional imaging of practical, extended objects. In particular, an
approach needs to be developed that allows for separating (lateral) object features from
PSF features in order to retrieve the object’s depth information in a single acquisition.
Itis mentioned here that the term "three-dimensional imaging", as it is used in the frame
of this thesis, refers to the acquisition of a unique depth information for each lateral
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image position x;. It is also referred to as "2.5D imaging" for the machine vision ap-
plications addressed here and it does not refer to the extraction of the full, volumetric
three-dimensional information of an object scene.

1.2.2. PRACTICAL PUPIL PHASE IMPLEMENTATION

Another shortcoming in the current application of helical PSFs for (super-resolution)
microscopy applications corresponds to the practical implementation of the pupil en-
gineered phase distribution. Commonly, a spatial light modulator (SLM), which is inte-
grated inside a microscope’s imaging path, is incorporated to generate the helical PSF
distribution. However, the utilization of an SLM generally results in expensive and bulky
optical imaging systems and requires a dedicated polarization state as well as a narrow
spectral bandwidth of the incident light. In addition, SLMs provide a reduced light effi-
ciency due to the limited fill factor of the individual elements of the modulator array.
Therefore, the application of helical PSFs for three-dimensional imaging in the context
of machine vision is currently not feasible as this application demands for highly inte-
grated, robust and cost-efficient optical setups. An alternative, practical implementation
method for compact phase elements relies on the use of optical lithography fabrication
techniques. Lithographic elements can be designed and manufactured to provide a high
light efficiency and an operation over a broad spectral bandwidth. Initial results using
optical lithography for the fabrication of phase elements to generate helical PSFs have
been presented in ref. [48]. However, the incorporated phase elements are subject to se-
vere limitations related to the available lateral extension, robustness and cost-efficiency.
Therefore, their applicability for machine vision tasks is limited and the development
as well as the demonstration of novel manufacturing approaches that overcome these
limitations are required.

1.2.3. IMPROVED ABERRATION ROBUSTNESS

So far, only idealized optical systems have been considered in the context of compu-
tational imaging using helical PSFs. In particular, a diffraction limited imaging per-
formance has been assumed in the literature. This can be considered an adequate as-
sumption in the context of super-resolution microscopy since highly corrected objective
lenses are used. In contrast, optical imaging systems used for machine vision appli-
cations generally do not operate in a diffraction limited regime and the image quality
is limited by aberrations. In fact, these aberrations may distort the shape of a helical
PSF and ultimately falsify the depth measurement in three-dimensional imaging appli-
cations. This is particularly harmful if it concerns field dependent aberrations as the
depth estimation is deteriorated by a field-dependent bias. For example, objects at the
edge of the field may appear closer than they actually are. In order to utilize compu-
tational imaging systems using helical PSFs for machine vision applications, a holistic
optical design approach that considers the effect of aberrations on the depth retrieval
accuracy needs to be developed. To this end, it is essential to identify which aberrations
are most critical with respect to the rotation angle of a particular helical PSF design. This
provides the basis for an optimized balancing of different aberrations during the optical
design process. At the same time, new phase element designs that lead to a helical PSF
rotation with increased aberration robustness may need to be explored.
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1.2.4. WAVEFRONT RETRIEVAL FOR EXTENDED OBJECTS

The retrieval of depth information using pupil engineered computational imaging sys-
tems can be interpreted as a measurement of defocus aberration of an optical setup. This
aberration is associated with a quadratic phase contribution of an optical wavefront,
which leads to the rotation of a helical PSF as illustrated in Fig. 1.3. The question arises
if more general information on an optical wavefront can be retrieved using helical PSFs,
which constitutes the second optical imaging task that shall be addressed in the frame of
this thesis. A multitude of approaches exists to measure an optical wavefront based on
imaging a point object. However, such distinct objects are not always available in appli-
cations such as metrology, surveillance, or earth observation. Furthermore, the respec-
tive optical systems feature an extended field of view with field dependent aberrations.
Only a few measurement methods are available if the wavefront emerges from an un-
known, extended object distribution. They generally rely on imaging the extended scene
and, similar to the depth retrieval problem illustrated in Fig. 1.4, necessitate the sepa-
ration of spatial PSF and object features in order to retrieve the (field-dependent) wave-
front information. Conventional image processing approaches require comple, itera-
tive optimization routines that are very susceptible to the proper choice of regularization
parameters. Moreover, the need for multiple iteration steps prevents their use for real-
time wavefront measurements applications. Pupil engineered, computational imaging
systems featuring helical PSFs provide the potential to overcome the need for such a
complex and iterative image processing task in order to extract the (field-dependent)
wavefront of an extended scene. Yet, a novel, more elaborate system approach needs to
be developed that exploits general shape characteristics of helical PSFs beyond the com-
monly utilized relationship between the defocus aberration and the rotation angle.

1.2.5. OUTLINE OF THESIS

A computational imaging approach for acquiring three-dimensional object information
based on the use of helical PSFs is initially presented in chapter 2 of this thesis. To this
end, a novel image processing work flow is developed that enables to overcome the ma-
jor challenge of retrieving the PSF rotation angle from the pupil engineered image of an
extended object distribution. Two implementation approaches that enable the practi-
cal realization of highly integrated, robust and cost-efficient phase elements are inves-
tigated in the following two chapters. A novel fabrication scheme that applies a femto-
second laser direct writing technique is developed in chapter 3. A second manufacturing
process that incorporates a combination of optical lithography and UV-replication on a
waver scale is demonstrated in chapter 4. In addition, the shortcoming of existing pupil
engineered systems using helical PSFs with respect to optical aberrations is addressed
in chapter 4. In particular, a new method for designing pupil masks that allow for the
generation of multi-order-helix PSFs with superior aberration robustness is presented.
Furthermore, a computational imaging approach is developed in chapter 5, which uti-
lizes helical PSFs to estimate general wavefront aberrations based on the acquisition of
an extended, unknown object scene. Finally, chapter 6 provides a summary and a dis-
cussion of the results obtained in the frame of this thesis.
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SINGLE SHOT THREE-DIMENSIONAL
IMAGING USING AN ENGINEERED
POINT SPREAD FUNCTION

A system approach to acquire a three-dimensional object distribution is presented using
a compact and cost efficient camera system with an engineered point spread function.
The corresponding monocular setup incorporates a phase-only computer-generated holo-
gram in combination with a conventional imaging objective in order to optically encode
the axial information within a single two-dimensional image. The object’s depth map is
calculated using a novel approach based on the power cepstrum of the image. The in-
plane RGB image information is restored with an extended depth of focus by applying an
adapted Wiener filter. The presented approach is tested experimentally by estimating the
three-dimensional distribution of an extended passively illuminated scene.

Parts of this chapter have been published as R. Berlich, A. Brduer, and S. Stallinga, Opt. Express 24, 5946-5960
(2016) [1].
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2.1. INTRODUCTION

The ability to acquire depth information in a single shot in addition to the conventional
two-dimensional image of an object scene is of increased interest in modern applica-
tions for consumer electronics, bio-medical imaging, machine vision and automotive
engineering. Depending on the particular application, optical system solutions rely on
active or passive illumination. The former approach incorporates a tailored, artificial
light source in addition to an image acquisition module to extract the depth information
of an object. Existing technologies include structured light [2], time-of-flight (Lidar) [3]
as well as interferometry [4]. Passive illumination methods purely rely on ambient light
and thus generally benefit from reduced energy consumption and system complexity,
as well as robustness with respect to stray light. Most common solutions are based on
multi-aperture approaches, i.e. stereo setups. The major disadvantage of these setups
is the necessity for multiple optical systems and image sensors that result in increased
costs, higher complexity and the need for an elaborate calibration [5]. In contrast, con-
ventional single aperture approaches based on depth from focus (DFF) or depth from
defocus (DFD) extract depth information by analyzing the axially dependent image blur
or by searching for the in-focus state of the imaging system, respectively [6]. These con-
figurations provide less complexity, but commonly suffer from low axial precision or re-
quire multiple acquisitions [7]. An approach that enables combining the advantages of
monocular and stereo systems is based on the integration of a diffraction grating in front
of a single imaging configuration [8, 9]. But the utilization of higher diffraction orders in
order to generate a stereo pair results in a significant spectral dependence of the im-
age disparity. Accordingly, the method requires a quasi-monochromatic illumination or
prior knowledge on the object spectrum in order to retrieve well-defined depth informa-
tion. In the past decade, plenoptic cameras have been of increased interest due to their
rather simple, cost efficient setup. However, the inherent loss in lateral object resolution
due to the optical demagnification by the microlens array represents a severe drawback
[10, 11].

An alternative method for acquiring three-dimensional object information utilizes tem-
porally or spatially engineered point spread functions (PSFs). Temporal PSF engineer-
ing techniques exploit a tailored focus sweep to generate a depth dependent PSF dis-
tribution with an extended depth of focus, which requires complex and costly opto-
mechanical components such as piezo-electric actuators or deformable lenses [12, 13].
Various spatially tailored PSFs have been proposed in order to enhance the depth dis-
crimination capabilities of depth-from-defocus systems. In [14], adapted aperture masks
are utilized to extract depth information, but severely reduce the light efficiency of an
optical system. In order to overcome this constraint, complex segmented optical ele-
ments within the pupil can be employed to achieve an extended depth of focus, but
only provide low depth discrimination [15]. Moreover, the respective PSF engineering
approaches commonly require extensive computational effort due to the incorporated
iterative error minimization methods [13-15].

A novel PSF engineering approach has been demonstrated by Piestun and coworkers,
which utilizes a rotating double helix PSF [16, 17]. The corresponding system has been
applied successfully in the area of microscopy, demonstrating an extended depth of fo-
cus and a high depth resolution for 3D single-molecule localization [18, 19]. Moreover,
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the general feasibility for broadband, passive cameras has been verified [20]. However,
the applicability to commercial camera systems, e.g. in the area of consumer electronics
or machine vision, is strongly limited. The necessity of multiple image acquisitions in
order to retrieve the axial and lateral object information represents a major drawback of
the system and restricts its application to (near) static object scenes. Additional minor
drawbacks of these systems include the complex and costly setup, as well as the low light
efficiency due to the incorporated spatial light modulator, which requires polarization
filtering. A similar system based on four rotating PSF peaks has been developed by Ni-
ihara et. al [21], which enables single shot depth acquisition. But in addition to the costly
numerical reconstruction approach, the respective pupil elements are not optimized for
an extended rotation range, which significantly limits the retrievable depth range.

Here, we present a closed system approach based on the combination of a compact cost
efficient optical setup and customized image processing that enables obtaining three-
dimensional, broadband (RGB) object information from a single image. In particular,
we show how the image’s power cepstrum can be used to retrieve the axially dependent
PSF parameters, which encode the object’s depth information, with low computational
effort. Based on the obtained parameters, the lateral scene can be reconstructed by a tai-
lored Wiener filter, which, in contrast to the filter proposed in [17, 20], does not require
an additional reference frame.

Initially, the concept of the proposed image acquisition approach is presented and a sim-
plified imaging model to describe the hybrid optical system is established. The work flow
of the applied image processing steps, including the depth map retrieval and the object
reconstruction, is subsequently described. In the final section, experimental results of
a developed demonstration system are presented, which verify the applied system ap-
proach.

2.2. SYSTEM APPROACH

2.2.1. IMAGING SETUP

The general image acquisition setup is schematically shown in Fig. 2.1. A passively illu-
minated, three-dimensional object is imaged on a conventional image sensor. The hy-
brid optical system is based on a conventional camera objective in combination with a
computer-generated hologram (CGH). The thin holographic element is located directly
at the objective’s aperture stop position in order to ensure a field independent trans-
mission. The particular design of the CGH is based on the approach presented in [16].
An initial estimate is obtained analytically based on a tailored superposition of Gauss-
Laguerre modes with respective indices (2,2), (4,6), (6,10), (8,14) and (10, 18). Subse-
quently, a phase-only element is retrieved by further iterative optimization. The ele-
ment modifies the phase of the transmitted light, which results in characteristic spiral
exit pupil phase distributions that are exemplarily shown in Fig. 2.2(a) for an in- and out-
of-focus object point. The corresponding double-helix shaped PSF distribution features
a depth dependent rotation with an extended depth of focus. When an extended ob-
ject distribution is imaged, the depth dependence is encoded within the recorded two-
dimensional image. By decoding this raw image, both the depth map and the lateral
object information can be extracted.
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Figure 2.1: Schematic layout of the proposed image acquisition setup. A 3D object distribution is imaged by a
conventional camera objective with an implemented glass substrate comprising the CGH surface profile. The
lateral and axial object information is optically encoded within the raw image due to an engineered PSF and
can be recovered by tailored image processing.

In contrast to the spatial light modulator used in [20], the presented setup incor-
porates a thin glass substrate with a structured surface profile, which provides a more
compact and robust system solution. The glass element can be used with a broader
temperature range and without the need for a polarization filter, which decreases the
light efficiency. The profile is generated in two steps utilizing cost efficient, state-of-the-
art wafer level technology that enables the processing of multiple-elements in a single
iteration. Initially, a master sample is fabricated inside a photo resist layer using a novel
grayscale, LED writing lithography system [22]. In particular, the utilized system pro-
vides a high accuracy, characterized by a lateral resolution below 1 um, a low wave front
error of manufactured CGHs, and a highly dynamic dosage control. In comparison to
the system applied in [23], the increased lateral processing area (11x) and the improved
positioning accuracy (2x) enables highly parallelized, more cost efficient manufacturing
of the CGH master samples. Using reactive-ion-etching or mask imprinting technology,
the obtained profile is subsequently transferred onto the targeted substrate, which is
diced in order to obtain the final elements. Ultimately, they are directly implemented in-
side a commercial camera objective. Note that the optical parameters (e.g. focal length,
F-number) can be tailored to particular application needs. The optical setup is similar
to the coded aperture configuration proposed in [14], which incorporates an adapted
aperture mask. However, the systems light efficiency is significantly increased, due to
the utilization of a phase-only element. In addition, the more confined double-helix PSF
distribution inherently provides a higher lateral resolution.

2.2.2. IMAGE ACQUISITION
The proposed setup is modeled as an incoherent imaging system, described by [20]

+00

i={ikl}=fo(z)*h(z) dz+n , 2.1

—00

where i is the discretely sampled coded image distribution, o(z) is the object’s discrete
surface brightness, h(z) is the engineered point spread function and » describes an ad-
ditive noise term. Note that * denotes the discrete lateral convolution integral with the
laterally shift-invariant and axially shift-variant PSE In the following, the indices (k, /)
denote the pixel indexing within the discretely sampled, two-dimensional distributions.
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Figure 2.