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Abstract
IoT devices have grown rapidly over the past few
years. IoT devices are mostly connected to a cen-
tral server that stores the data and handles end-to-
end communication. Due to the increase of IoT de-
vices, the latency with the server increases. Fur-
thermore, when using a central server the data is at
risk of being deleted or tampered with. To mitigate
these issues blockchain could be integrated with
the IoT devices to create a decentralized frame-
work. This paper discusses how IoT integrated
with blockchain can solve the problems with data
integrity and fault tolerance in current IoT frame-
works. Furthermore, different consensus mecha-
nisms are compared and improvements are given
to make the mechanisms suitable for IoT devices.
The paper concludes by stating that G-PBFT, BFT-
SMaRt and Tangle/Jointgraph are the most suitable
consensus mechanisms for IoT devices with regard
to computational power, throughput, latency and
Byzantine fault tolerance. Moreover, two improve-
ments with regard to reducing the latency and in-
creasing the trust in G-PBFT are given.

1 Introduction
The Internet of Things (IoT) industry has grown rapidly over
the past few years. By 2025, it is estimated that the industry
consists of 50 billion devices [1]. Most of these devices are
connected to one central server that stores and handles the
data and thus the framework is centralized [1]. Due to this
growth of IoT devices, there is an increasing load on these
servers. “The central server is no longer efficient enough for
handling large amount of data as well as end to end commu-
nications” [1, p. 2], therefore the latency with the centralized
framework will increase [2]. Another problem is that cen-
tralized servers have the risk that data can be deleted or tam-
pered with [2], [1]. This will reduce the availability and the
integrity of the data in the network. In case of such an event
or malfunction of the server itself, the entire network is at risk
of being paralyzed [3]. Thus the server can become a single
point of failure in the framework [4].

To solve the aforementioned issues, decentralization can be
an option. Another option, adding multiple servers or repli-

cas, is not always the best solution. The server owner has an
extra overhead of creating, maintaining and updating these
replicas [5]. For server owners, this can be a large, difficult
and expensive task. Furthermore, when the data is updated
the communication overhead is high [6]. For applications
where a lot of data is added or changed this can become an
issue. Moreover, the cloud paradigm favours availability over
data consistency to provide higher scalability [5].

Blockchain is a framework that can help to decentralize the
IoT network. Firstly, it uses a point-to-point (P2P) network to
connect the devices with each other [7]. Because of this P2P
network the devices can communicate directly and are not
dependent on the server. This is reducing the latency in the
network because the network load is split among the nodes.
Secondly, the risk of deleting or tampering with the data is re-
solved in blockchain by using consensus mechanisms and im-
mutable data [8]. Byzantine fault tolerance consensus mech-
anisms can deal with malicious nodes and reject false or ma-
licious information, so the integrity of the data is protected.
Thirdly, every full node in the blockchain has a copy of the
ledger. In this way, when data is leaked or gets corrupted, it
can detect this and resolve it. So this improves the resilience
of the network and data [2]. Furthermore, blockchain ensures
that no single authority can tamper or delete the data. Be-
sides this, blockchain also ensures high availability of data
and communication. This is not always the case with central-
ized servers according to Ali et al. [2]. So blockchain will
give at least the same level of availability but with higher data
integrity and lower latency.

This research gives a literature review and tries to find a
way to improve data integrity and fault tolerance via decen-
tralization with blockchain because blockchain can achieve
a similar or better data availability and fault tolerance than
centralized frameworks with an equal or smaller latency with
achieving immutable data. The main question to answer in
this paper is: “How can blockchain-based IoT frameworks
solve the problem of fault tolerance in current IoT frame-
works with regard to computational power, scalability and
fault tolerance?”. The fault tolerance in this context is about
the degree to which the network can still function correctly.
That means with preferably no data manipulation/corruption,
low communication latency and high data availability. The
network can function incorrectly because of malicious data
changes, corrupted data or malfunctioning of the server. Be-
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fore blockchain can be integrated there are a number of chal-
lenges to solve. One of these challenges is to find a suitable
consensus mechanism for IoT devices. Consensus mecha-
nisms are algorithms that make sure only one node can pub-
lish a block and that other nodes must validate that block.
Moreover, it ensures that no one single node can change in-
formation without other nodes agreeing on it, so it can tolerate
a number of malicious nodes in the network.

In this paper, currently implemented and proposed con-
sensus mechanisms are compared with regard to computa-
tional power, scalability, throughput, latency and percentage
of Byzantine fault tolerance. Furthermore, improvements are
given such that the frameworks are better suitable for IoT de-
vices in terms of computational power, latency and through-
put.

The paper is structured as follows: Section 2 discusses the
related work and Section 3 describes the methodology. Sec-
tion 4 describes the fundamentals for understanding this pa-
per. It discusses IoT, blockchain, consensus mechanisms in
general and the integration of blockchain and IoT. Next in
Section 5, eleven currently used or proposed consensus mech-
anisms are explained and a comparison between all of them
is made. Section 6, gives the result of the comparison and
improvements are given. The next section, Responsible Re-
search (7), discusses the ethical implications of this research.
The paper ends with a discussion and the conclusions and fu-
ture work in Sections 8 and 9, respectively.

2 Related Work
In previous years, research was going on how to integrate
blockchain with IoT. In this section, some of the work is dis-
cussed and explained what is still missing.

In 2018, Reyna et al. [8], published a paper where the chal-
lenges and opportunities of integrating blockchain with IoT
are discussed. The paper discusses main challenges such as
storage capacity and scalability. It concludes by stating that
there must be more research on how to overcome challenges
like storage capacity, scalability, security and privacy. This
is because of the possible critical systems IoT networks can
become. Furthermore, it is concluded that consensus mech-
anisms will play a major role in this. Bhushan et al. [1],
discussed in their paper that blockchain has numerous advan-
tages that can improve IoT networks but it still faces some
challenges before IoT can use it. These challenges exist of
scalability issues, constrained IoT devices, blockchain infras-
tructure and more. A paper written by Makhdoom et al. [9,
p. 10], stated that the main challenges include: “IoT-centric
TX and block validation rules, IoT-oriented consensus proto-
col, fast TX confirmation for real-time IoT systems, scalabil-
ity, and secure device integration to the Blockchain.”

One of the challenges before integrating blockchain with
IoT is to have a consensus algorithm that is IoT oriented.
Bodkhe et al. [10], did a survey on consensus mechanisms
for resource constrained devices like IoT. In the paper they
stated that: “the consensus protocols developed for IoT are
not power effective.” [10, p. 27] and scalability and through-
put are still a problem with currently developed consensus
mechanisms.

3 Methodology
As mentioned earlier in this paper, this research compares dif-
ferent consensus mechanisms for blockchain and gives ideas
to improve the mechanisms so they are better suitable for
IoT. To find currently implemented consensus mechanisms,
papers were found and read that discuss different mecha-
nisms such as: [11], [12], [13] and [10]. For finding pro-
posed mechanisms, Google Scholar and Web of Science were
used with the following search terms: “consensus mechanism
blockchain”, “blockchain consensus IoT” and “lightweight
consensus mechanism blockchain”. The selected mecha-
nisms will be compared on five criteria which are:

• Byzantine fault tolerance
• Scalability in the number of nodes
• Throughput or transactions per second (TPS)
• Latency or block confirmation time (BCT)
• Computational power
The first, third and fourth are quantitative criteria and the

second and last one are qualitative criteria. The scalability
is assigned to three different values: low, medium or high.
It is hard to give an exact number for scalability, therefore
this mechanism is used. If it gets assigned a low value it
means that it is not scalable or it can function properly up to
50 nodes in a network. Medium is assigned if a mechanism is
able to work up to 150 nodes. High is assigned if it can work
with more than 150 nodes. The computational power criteria
will also have criteria from low, medium to high. The high
value corresponds to a computational expensive mechanism
like PoW.

4 Background
In the following sections background information is dis-
cussed so that the reader is familiar with topics such as In-
ternet of Things, Blockchain and consensus mechanisms.

4.1 Internet of Things
Internet of Things or IoT can be defined as a network of de-
vices that are communicating with each other without human
to machine or human to human interaction [14]. According
to a paper written by Wortmann et al. [15], IoT can be used
to add value to ‘normal’ things.

In [15], Wortmann et al. are simplifying the IoT stack into
three components, the device referred to as Thing, the con-
nectivity and the cloud. The cloud is needed because most of
the IoT devices in the network are limited in computational
power and storage capacity. The cloud is saving all the data
and does computations with it. The cloud, however, is not
always the best solution because it has some drawbacks.

Goyal et al. propose in [14] that all the drawbacks of this
system can be categorized into the following categories: pri-
vacy, security, accountability, legal and general. One of the
general issues has to do with the type of connection. All
the IoT devices are sending information to one cloud ser-
vice, therefore it is called a centralized network. A problem
with this type of network is that if data is deleted or tam-
pered with or the cloud server stops working due to a failure,



the whole network could stop working [1]. Another prob-
lem is that because IoT is growing very quickly there will be
a lower bandwidth connection available to the cloud server.
The server owner must increase the capacity and throughput
of the server and the maintenance cost will increase [1]. To
solve these problems there is research that focuses on mak-
ing decentralized frameworks for IoT instead of the currently
centralized frameworks.

4.2 Blockchain
Blockchain is a shared distributed ledger that is able to store
transactions [2]. In [2], the most important features of
blockchain are summarized: decentralization, immutability
of data, auditability and fault tolerance. The blockchain net-
work uses a peer-to-peer (P2P) network. This means that
there is no central authority. Because every participant has
the same shared ledger, or copy of the data, the data stored is
transparent. The immutability of the data has to do with the
structure. As the name blockchain suggests, data is stored
in a block and these blocks are chained together [16]. A
block consists of two main parts, a header and a data section.
The header section contains different fields, depending on the
implementation of the blockchain. The fields that are most
common are: hash of the current block, hash of the previous
block, a random nonce value and a timestamp [2]. The hash
is calculated over the data and some of the header fields, this
depends on the implementation. Because of this hash value
and the linking to the previous block its hash value, data is
tamper resistant. When changing data in a block, the hash
is incorrect and the block that is linking to that block is also
saying that it is incorrect. How longer the chain of blocks is,
the more difficult it becomes to tamper with the data.

When talking about blockchain networks, there are two
main types, permissionless and permissioned networks [17].
A permissionless network is a public network where everyone
can join, read and write data to and from the blockchain. To
prevent malicious users from writing data to the blockchain
or tamper with it in any way, consensus mechanisms are used.
More information about consensus mechanisms can be found
in section 4.3. A permissioned network can be seen as a pri-
vate network where everyone is known and authorized. The
permissioned network type can be again split up into two dif-
ferent types: private blockchain and consortium blockchain
[2]. A private blockchain is as the name suggests private and
can be used inside an organization. A consortium blockchain
on the other hand is used in between organizations where
both parties may not trust each other fully. In a permissioned
blockchain, not every user may have the same rights for read-
ing and writing. An owner of the network could change these
rights per user.

4.3 Consensus mechanisms
Consensus mechanisms are used to determine which node or
user in the network is able to publish the next block. This is
needed because especially in a permissionless network many
users may want to publish a block and may not trust each
other. “To make this work, blockchain technologies use con-
sensus models to enable a group of mutually distrusting users
to work together” [17, p. 18]. The consensus mechanism is

also used to prevent a malicious user from taking over the
blockchain or tamper with data [17]. This is more important
in a permissionless network because the users are not trusted.
Even in a permissioned network, where users are authorized,
a consensus mechanism is used. In this case, a network owner
may use a consensus mechanism that is faster but protects less
against malicious users. This is a trade-off the network owner
must make.

4.4 IoT and Blockchain
As discussed earlier, centralized IoT frameworks have draw-
backs regarding fault tolerance, security, privacy and trust.
To solve these issues blockchain technology can be used.
The characteristics of blockchain discussed in section 4.2,
are beneficial for IoT networks. When integrating blockchain
with IoT we get [1]: Higher fault tolerance and reduce the
bottleneck of the cloud server, information transparency, im-
mutable data, use of smart contracts and enhanced security.

Unfortunately, there are a number of challenges to over-
come before integrating Blockchain with IoT. IoT devices are
mostly small devices that have small memory storage and low
computational power. The PoW consensus mechanism is im-
plemented in many blockchains, but IoT devices are not ca-
pable of dealing with this mechanism, because of the high
computational power [7]. A principle of decentralization is
that every node has a copy of the data, but for IoT devices
this is problematic. In [7], the author states that Bitcoin re-
quires a minimum of 200GB of storage and Ethereum even
more with 1.5TB. This is too large for IoT devices to store.
In the remainder of this paper, the focus is on the consensus
mechanisms and how to adapt these for IoT devices.

5 Analysis
In the following section, different consensus mechanisms are
explained. First of all, seven already implemented and used
consensus mechanisms are explained and after that four pro-
posed and evaluated consensus mechanisms are discussed.

5.1 Proof of Work
The most implemented and well-known consensus mecha-
nism in blockchain is Proof of Work (PoW). Zoican et al. [11]
explain in their paper how this mechanism works and why it
is computationally expensive. The goal is that nodes in the
network that generate a block compute a hash value based on
the data of the block and a random nonce value, which can be
changed. The computed hash value must be smaller than the
hardness value of the PoW mechanism. This value changes
periodically to maintain the same difficulty. This is compu-
tationally expensive because it has a complexity of O(16k)
where k is the number of leading zeroes. To check if a hash
value is correct can be done inO(1) because only the number
of leading zeroes needs to be checked. Due to the high com-
putational power, this mechanism offers resistance to DDoS
attacks and faulty blocks [2]. However, it is vulnerable to so-
called 51% attacks [2]. In this attack, one user or one group
of users has the majority of the computational power in the
network and thus can control the mechanism.



5.2 Proof of Stake
To overcome the high computational power of PoW and
its energy consumption, Proof of Stake(PoS) was developed
[18]. In PoS, every node has a share in the network [17]. The
network is selecting a node based on its stake in the network.
This node is then the one that is able to publish a new block.
There are multiple variants of this mechanism. What they
all have in common is the “nothing at stake” problem [17].
When there are two forks, a user may use both chains and no
chain will be the longest one. So there will be no single chain
anymore. Besides this problem, an advantage is that it is us-
ing less computational power and less energy. Just like PoW,
Proof of Stake suffers from a 51% problem. If a node has
more than 50% of the stake then it gets selected with a prob-
ability of more than 50% and thus can control the network.

5.3 Proof of Elapsed Time
Proof of Elapsed Time (PoET) is an improved mechanism
based on PoW [10].

This mechanism tries to reduce the computational work in
PoW by creating a lottery. The node that wins the lottery cre-
ates the block [19]. The lottery is implemented by a timer that
is counting down. The node where the timer is ended first is
able to create the block. This timer is executed in a trusted
environment like Intel SGX [19]. This is a disadvantage be-
cause to take part in the network every device needs to have
a trusted environment. That is why this consensus mecha-
nism is not suited for current IoT devices if they do not have
a trusted environment.

5.4 RAFT
RAFT is a consensus mechanism that belongs to the family of
crash-tolerant consensus protocols. RAFT has no resilience
towards nodes that subverted but can withstand n/2 crashed
nodes where n is the number of nodes in the network [13]. “It
offers a solution for distributing the state machines over the
different clusters of machines and ensures that all the trans-
actions will be performed in a sequence.” [10, p. 9]. In this
mechanism, each round a leader is selected who will create
a new block [19]. When the network suspects that the leader
crashed or behaves in a malicious way, the network can de-
cide to move to the next round and select a new leader. Due
to this behaviour of only being a family of crash-tolerant con-
sensus protocols, it is better to use this in a permissioned net-
work where there is already some trust among the nodes.

5.5 PBFT
Practical Byzantine Fault Tolerance(PBFT) consensus mech-
anism is a mechanism that is part of the Byzantine Fault Tol-
erance(BFT) family [19]. The advantage of BFT mechanisms
is that they are able to detect up to a certain amount of ma-
licious nodes in a network. Therefore they are crash tolerant
and Byzantine tolerant. The PBFT mechanism is able to work
with less than 1/3 of the nodes being malicious or faulty [19].
“Permissioned consensus protocols rely on a semi-centralized
consensus framework and a higher messaging overhead to
provide immediate consensus finality and thus high trans-
action processing throughput.” [20, p. 4]. The processing

throughput of PBFT is estimated in [21] at 78 000 TPS. This
is a desirable throughput for IoT frameworks but because the
network has a large communication overhead of Θ(n2), it is
not scalable and can only be used in small networks [20].

5.6 BFT SMaRt
“BFT SMaRt is an open-source Java-based library imple-
menting robust BFT state machine replication” [21, p. 1]. It
is a library developed by Brazilian researchers and is said to
achieve better performance than other already implemented
SMR libraries[21]. Some researchers implemented a Byzan-
tine fault-tolerant ordering service for Hyperledger with the
use of this framework [22]. It could achieve a transaction
speed of 10k per second with 0.5 second block conforma-
tion time. A major advantage of this framework is that BFT
SMaRt is able to work with non-fixed networks [19]. This
is different from PBFT which mainly works with a fixed size
network.

5.7 DAG-based
Another solution proposed by a cryptocurrency IOTA is the
framework Tangle [12]. This framework is DAG-based in-
stead of the linear block linkage of blockchain. DAG stands
for Directed Acyclic Graph. The structure of a block in Tan-
gle is very similar. Instead of referring to the previous block
its hash it is referring to two previous blocks their hash value.
“Due to the unique design of tangle, it is a fast, infinitely
scalable framework which makes it well-suited for IoT net-
works.” [12, p. 13]. This framework has an estimated trans-
action speed of 1.5k per second and a confirmation time of
around 10ms [19]. This is very fast and desirable for an IoT
framework. A downside of this framework is that it is sort of
centralized [12]. This is because it suffers from a 50% attack
like PoW, to overcome this one trusted node in the network
ensures that it has more than 50% of the power so there are
no malicious attacks. Besides the Tangle framework which
uses a DAG-based approach, Jointgraph and Hashgraph are
also using this approach. Jointgraph is an improved version
of Hashgraph and has a higher performance. Hashgraph and
Jointgraph both work with less than 1/3 of all nodes being
malicious. Hashgraph has a transaction speed per second of
10k and a confirmation time of 5 seconds [19]. In [23], Joint-
graph is evaluated and outperforms Hashgraph at TPS and
BCT. Both of these frameworks are highly scalable but Joint-
graph outperforms Hashgraph. At 150 nodes in the exper-
iment, Jointgraph did 60 events per second compared to 3
events per second in Hashgraph [23].

5.8 Proposed solution
In a paper called “Consensus Mechanism of IoT Based on
Blockchain Technology”[24], a new consensus mechanism is
explained that is suitable for lightweight IoT frameworks. It
is using the Diffie-Hellman algorithm for key negotiation be-
tween the blockchain nodes. After a transaction is received,
it will verify the signature of the data and will look with ma-
chine learning for abnormal data. This new framework tries to
minimize the computational overhead of PoW and the com-
munication overhead of PBFT by using a Verifiable Random



Function (VRF) [24]. It is using a round consensus mecha-
nism and in each round the VRF is used to determine if the
node is allowed to broadcast a block. When it is allowed it
broadcasts the block and other nodes can verify it with a pub-
lic key. VRF cannot preserve one main chain and thus forks
are possible. To resolve this issue the longest chain rule is
applied [24]. In the paper, the experimental results show that
it has a throughput of 600-800 transactions per second and a
maximum latency of 5 seconds.

5.9 G-PBFT
G-PBFT is an improved version of the existing PBFT mecha-
nism. This mechanism tries to improve the scalability and the
communication overhead of the current PBFT mechanism.
The G in G-PBFT stands for Geographic and according to
the authors in [25, p. 1] it is “a new location-based and scal-
able consensus protocol designed for IoT-blockchain appli-
cations.”. This mechanism relies on the fact that most IoT
devices are fixed in one location and those fixed devices are
less likely to be malicious than mobile devices. The authors
in the paper reason that fixed IoT devices, in general, may
have more computational power and these fixed devices are
probably owned by companies and therefore less likely to be
malicious. This mechanism is more scalable than the exist-
ing PBFT mechanism because only a small number of fixed
nodes or endorsers are doing the consensus mechanism in-
stead of all nodes. Furthermore, endorsers are removed from
the group of consensus nodes when they behave wrongly.
This is done with an era switch [25]. With an era switch
also new nodes can join the group under some conditions like
when one node was all the time in the same geographical lo-
cation. In the paper, they compared the improved G-PBFT
version with the existing PBFT version. The improved ver-
sion had an average delay of 5.64 seconds and the existing
version 251.47 seconds when averaging the delay with 4 to
202 nodes in the network. This is a good improvement and
G-PBFT has a delay of around 5-6 seconds from 40 nodes
onwards, while PBFT grows almost exponentially.

5.10 PoBT
PoBT stands for Proof of block and trade. In the paper writ-
ten by Biswas et al. [26], they first propose a new framework
for the whole mechanism. Because IoT devices are resource
constrained and thus cannot run blockchain on it, they are
connected to nodes. A node is a device that is able to perform
blockchain operations like storage and consensus. Every de-
vice is connected to one specific node. In the network, there
is one membership service provider (MSP) and a certificate
authority (CA) to create keys and configuration information.
When an IoT device sends a transaction to a node, it first veri-
fies the transaction and looks for who the transaction is. If the
destination device is in its own network, thus connected to the
same node, it uses a local consensus mechanism. Otherwise,
it forwards the block to another node that has the destination
device connected to it. This node verifies it again. When
everything is verified the block is sent to an orderer. This or-
derer elects the nodes who do the consensus. This is where
the mechanism is significantly different from others because
it uses the ratio of destination nodes of the transactions. So

if the transactions were done by one node, there can be one
node randomly chosen, except the source/destination node, to
verify the block. When more than 50% of all the participants
agree, then the block gets added. Because of this ratio, it is
faster than the standard BFT in Fabric [26]. When there are
50 nodes doing 250 trades, Fabric will have consensus in 1.25
seconds and PoBT in 200 milliseconds. The more nodes and
trades there are, the better PoBT performs in comparison to
the normal BFT mechanism.

5.11 PoEWAL
In a paper written by Raghav et al. [27], they propose a
new consensus mechanism called PoEWAL (Proof of Elapsed
Work And Luck). This mechanism tries to minimize energy
consumption and computational power. It is using PoW but
instead of constantly updating the hardness value, the devices
will solve the puzzle partially. Each device will try to gener-
ate a hash with the highest number of leading zeroes. When
the time is up, all the devices share the block and the device
that had the highest number of zeroes will publish it [27].
This is the elapsed work part of the mechanism. The luck has
to do with the fact that forking can exist when two devices
have the same number of zeroes. When this is the case the
device with the lowest nonce value wins. If the nonce values
are the same again then the winner is the one with the low-
est block hash value. In this way, they have a probabilistic
consensus mechanism with no forking possibilities. An im-
portant aspect to note is the framework of the network. IoT
devices are divided into clusters and each cluster has a head
node that has enough capacity to store the ledger and perform
blockchain operations. Furthermore, the IoT devices them-
selves participate in the consensus mechanism and not only
the cluster head nodes. In the paper, they did an evaluating
of the framework and concluded that it performs better than
other probabilistic consensus mechanisms in terms of consen-
sus time in seconds and energy consumption in Joule.

6 Comparison and results
In the following sections, the aforementioned frameworks are
compared on a couple of criteria to see if they are suitable
for IoT devices. These criteria consist of scalability in the
number of nodes, the number of tolerated Byzantine nodes,
the throughput and confirmation/validation time. Finally, the
computational power required is taken into account. These
criteria are chosen because IoT devices are resource con-
strained devices and an IoT network is mostly not a trusted
environment. Moreover, high scalability, a high number of
transactions per second and low latency are preferable in an
IoT network. After this, the result of the comparison is dis-
cussed and improvements are given.

6.1 Comparison
The first mechanism to start comparing is Proof of Work. As
stated in 5.1, PoW is computationally expensive to perform.
Nodes need to mine for blocks and guess the nonce value to
calculate the hash value. This is not suitable for the IoT de-
vices due to the computational constraint they have. In terms



of throughput and confirmation time, 7 TPS and 10 min re-
spectively, PoW is also not suitable for IoT [19]. IoT net-
works need a high throughput and a small confirmation time
due to the enormous amount of data the sensors in the net-
work can send. In terms of scalability, it is high because a
lot of nodes can enter a blockchain network with PoW like
Bitcoin without issues like exponential confirmation time in-
crease or throughput decrease [28].

When looking at Proof of Stake, it already performs bet-
ter than PoW in terms of computational power, throughput
and confirmation time. Unfortunately, it still requires a lot of
computational power and the throughput and BCT are still on
the low side [29]. Both of these mechanisms can tolerate any
number of malicious users if the sum of their computational
power, or stake in the case of PoS, is less than 51% of the
network its total computational power or stake [2].

Proof of Elapsed Time has a couple of advantages over
PoW and PoS. It has a higher throughput and lower confirma-
tion time of 2.3k TPS and less than 1 sec, respectively [19].
Whereas PoW and PoS are highly scalable in the number of
nodes, PoET is less scalable, but requires less computational
power than the previous two mechanisms. In terms of com-
putational power, TPS and BCT, this mechanism could be
suitable for IoT devices, but a disadvantage is that it needs
specific hardware to work. Moreover, this mechanism cannot
tolerate many malicious users, only Θ( log logn

logn ) nodes need
to be compromised for hijacking the system [30].

In comparison to PoET, RAFT cannot tolerate any Byzan-
tine node in the network. RAFT is only crash tolerant and not
Byzantine fault tolerant. In terms of computational power,
scalability, TPS and BCT it outperforms the above-mentioned
consensus mechanisms. It has a high scalability with a TPS
of 7k-40k and a latency of less than 1 second [19]. The power
required for RAFT is low to medium, but overall this mecha-
nism could be suited for IoT when used in the right environ-
ment. Because it is only crash tolerant, all the nodes in the
network should be trusted.

The next mechanism to compare is PBFT. This mechanism
is a good candidate for IoT frameworks. It uses minimal com-
putational power, has a high throughput of 78k TPS and a
latency under 1 second [19]. Moreover, it can tolerate Byzan-
tine nodes when there are more than 2/3 honest nodes in the
network. Unfortunately, there is one big limitation of this
mechanism and that is the scalability. The scalability in the
number of nodes is low for this mechanism, because it has a
complexity of θ(n2) with regard to network overhead. BFT-
SMaRt is an improvement of the previous PBFT implementa-
tion. It improved the scalability because the network does not
have to be a fixed size [19]. Furthermore, the throughput and
latency stay the same depending on the framework. It could
reach 10k TPS in Fabric and around 80k TPS in Symbiont
[19].

In comparison to all the other aforementioned mechanisms,
the DAG-based solutions are different in terms of structure.
Every block is referring to two older nodes that are not vali-
dated yet. This way of adding ensures that there can be par-
allel validation [12]. In terms of the comparison criteria the
mechanisms scores high. It is highly scalable, achieves a TPS

of 1.5k TPS with a BCT of 10ms [19]. Jointgraph has in com-
parison with Tangle a higher throughput but a higher latency.
Both of these mechanisms can be used for IoT devices be-
cause the computational power is low. A disadvantage is that
if there is no transaction, the transaction that is waited to be
validated is not validated and thus the latency increases.

A proposed solution in [24] uses VRF to elect the block
production node. This ensures a fast election. In the evalua-
tion, it achieves a TPS of 600-800 and a latency of 5 seconds.
The goal of this mechanism was to reduce the computational
overhead of PoW and the network overhead of PBFT. Be-
cause the network overhead is less than PBFT, the scalability
of this proposed mechanism is higher than PBFT and thus is
stated as medium. The computational requirement is low to
medium because the nodes need to create a key agreement
protocol and a machine-learning algorithm to detect and re-
ject outliers of sensor data. Overall it seems like a mechanism
that is suitable for a trusted IoT network where there are not
many devices (more than 300-400).

A more scalable version of the PBFT mechanism is G-
PBFT. This mechanism achieves higher scalability due to the
lower number of nodes that are executing the consensus. Due
to this lower number of nodes, the latency decreases. In the
evaluation, it resulted in a decrease of 97.6% when doing con-
sensus with 202 nodes [25]. PBFT its latency was over 250
seconds while G-PBFT its latency was around 6 seconds. The
other characteristics of PBFT still apply to this mechanism.

The PoBT mechanism uses the same principles as BFT
mechanisms but with fewer nodes. In [26], they evaluated
the mechanism against Fabric and PoBT is more scalable and
uses less bandwidth. The TPS is not evaluated in this frame-
work but the latency was less than one second.

The last mechanism PoEWAL is relying on partially solv-
ing the problem of PoW. Due to this, the computational power
would be medium. In the evaluation in [27], it has a BCT of
0.75 seconds with 50 nodes. Unfortunately, also in this eval-
uation, the TPS was not stated, therefore not a proper recom-
mendation of this and the previous mechanism can be given.

6.2 Result and improvements
In the following sections, the result of the comparison and im-
provements for some mechanisms is given. The next section
discusses the comparison.

When looking at Table 1, some mechanisms are more suit-
able for IoT devices than others. The least suitable mecha-
nism is PoW and after that PoS. This is the case because the
computational power required is high for IoT devices and the
TPS and latency is too low and high respectively. Further-
more, PoS is also not very suitable for IoT devices, because
it is based on a currency to have a stake in the system. This
is not the case in every IoT framework. The most suitable
mechanism for IoT apart from the scalability criteria is PBFT.
The mechanism can tolerate up to 1/3 of malicious nodes in
the network, has a high TPS of 78k and a low BCT of less
than one second. Lastly, the computational power required is
low, and therefore more suitable for IoT devices. When tak-
ing the scalability criteria again into account, the improved
version of PBFT: BFT-SMaRt and G-PBFT are suitable for
IoT devices. G-PBFT is more scalable than BFT-SMaRt but



Table 1: Comparison of the eleven different consensus mechanisms on Byzantine tolerance, scalabilty in number of nodes, TPS, BCT and
computational power.

Consensus mechanism Byzantine tol. Scalable # nodes* TPS BCT Computational power* IoT suitable

PoW [28] 51% power High 7 10 min High No

PoS [29] 51% stake High 125-256 2-10 min Medium-High No

PoET [19] log log n / log n Medium 2.3k less 1 sec Medium Maybe

Raft [19] 0 High 7k-400k less 1 sec Low-Medium Maybe

PBFT [19] 0.33 Low 78k less 1 sec Low Yes

BFT-SMaRt [21] 0.33 Medium 10k less 1 sec Low Yes

Tangle [19] ? High 1.5k 10ms Low Yes

Jointgraph [23] 0.33 High 10k a 5 sec a Low Yes

Proposed solution [24] ? Medium b 600-800 5 sec Low-Medium Maybe

G-PBFT [25] 0.33 High 10k a 5-6 sec Low Yes

PoBT [26] ? High ? in ms Low Maybe

PoEWAL [27] 50%? High b 1k a 1 sec a Medium Maybe
? Question mark means value not known
a Value is derived from evaluating of another algorithm which was outperformed by the mechanism (This value can be seen as
lower bound)
b Value is derived from evaluation in the corresponding paper
* Low, medium and high values are explained in section 3

has a higher latency than BFT-SMaRt. In terms of compu-
tational power, both mechanisms have low computational re-
quirements. The two DAG-based solutions, Tangle and Joint-
graph are also very promising solutions when looking at the
comparison criteria. Both have a low computational require-
ment and high scalability in the number of nodes. Jointgraph
has a higher throughput but slower BCT in comparison with
Tangle. Tangle may suffer from the problem when there are
no transactions, blocks are not validated and the latency could
be large [29]. The latency and throughput in Tangle rely on
the actual number of transactions the network is doing. In
Jointgraph, where the gossip protocol is used, there is no
such problem [23]. Jointgraph suffers from another problem
and that is that it has a weak central node called a supervisor.
When this supervisor node is down or acting maliciously, the
network cannot reach consensus. To fix the problem in Joint-
graph, the normal nodes could switch to the Hashgraph mech-
anism which was the basis Jointgraph was built on. For PoBT
and PoEWAL, not enough information is available to make a
correct comparison. What can be concluded is that the scala-
bility, BCT and computational power have ‘right’ values to be
suitable for IoT devices. Therefore no recommendation can
be given for these mechanisms but ideas from these mecha-
nisms can be used to improve the BCT and scalability.

In the following section observations of the mechanisms
are given and some improvements to make the mechanisms
more suitable for IoT devices. As stated in the previous
section, PoW is not suitable for IoT devices due to its high
computational power requirement, low throughput and BCT.
Moreover, PBFT has high throughput and low BCT but poor

scalability. When looking at alternative mechanisms two im-
portant observations can be made: mechanisms try to lower
the computational requirement by finding another way of
solving a cryptographic puzzle or solving it partially like in
PoEWAL and the mechanisms try to reduce the communica-
tion overhead by creating a subset of nodes.

When looking at BFT variants there could be an improve-
ment in terms of scalability and latency. G-PBFT is already
a highly scalable mechanism that could be suitable for IoT
devices. An improvement would be to try to reduce the BCT
of this mechanism because it is now between 5 and 6 sec-
onds. When this mechanism is used between a couple of fab-
rics or companies where the different locations do not lie on
the same continent, this latency could increase due to the dis-
tance and possible increase of hops in the network [31]. To
minimize the risk of increasing the latency, the mechanism its
election process for nodes could be improved. In the current
algorithm, a node is able to join the group of execution nodes
if the device is at a fixed location for at least 72 hours. An im-
provement would be if a new node must be added to the group
that they randomly select m nodes and select the nodes with
the closest distance to the current average group location of
the group. In this way, the distance to the current group is re-
duced and the risk of increasing the latency is reduced. When
creating a whole new group this rule could also be applied
but some caution needs to be taken into account. If there are
multiple locations, the algorithm must not only select nodes
from one location, even if this minimize the average distance.
This is done to still create a bit of trust among the devices.
Furthermore, for a malicious user, it could also be harder to



infect more than 1/3 of the nodes in the network if they are
not all at the same location or in a small range.

To improve the scalability of the current PBFT mechanism,
the network overhead of Θ(n2) needs to be reduced, where
n is the total number of nodes in the network. One way of
achieving this is to reduce the number of nodes that partic-
ipate in the consensus like G-PBFT or PoBT. In G-PBFT a
group of nodes agree on a node participating when the node
can verify its location over the past hours/days is fixed. PoBT
has a single node that select nodes that need to do the con-
sensus. As an improvement for the scalability of PBFT, there
needs to be a fixed set of nodes that participate in the consen-
sus. G-PBFT is using 40 nodes to do the consensus with, this
will give a latency of 5-6.5 seconds. When using 32 nodes
the latency is between 3.5-5 seconds. The mechanism needs
to have a way of selecting suitable and honest nodes to do the
consensus with. An idea is to use signatures and certificates
as a proof of trustworthiness. The group of endorsers can then
discuss if a particular node is allowed to be added to the sys-
tem. When a node, say A, is acting maliciously, the node is
removed from the consensus protocol and its reputation will
be influenced negatively. If node B wants to join the group
and has a certificate of A that B is trustful, then it is less likely
that B is allowed to join. In this way, the group of nodes doing
the consensus stays more trustworthy and due to this higher
trust, 32 nodes could be used instead of 40. This will reduce
the latency on average by

5+6.5
2 − 3.5+5

2
3.5+5

2

∗ 100% ≈ 26.8%.

7 Responsible Research
In the following section, ethical aspects of the research and
the reproducibility of the research methods are discussed.

In this research, consensus mechanisms for blockchain
with IoT are discussed. An ethical implication of blockchain
itself is the environmental footprint. The Proof of Work al-
gorithm uses a lot of computational power and because it is
a non-cooperative game, everyone is using a lot of resources
to be the first one to have a suitable hash value. This is tak-
ing a lot of energy and blockchain even has the same carbon
footprint as Azerbaijan [32]. This paper focuses on consen-
sus mechanisms that are suitable for IoT devices and thus re-
quires not much computational power. This will reduce the
energy used and thus not increase the carbon footprint dras-
tically. Moreover, society will also be influenced econom-
ically. When a decentralized approach is implemented, the
server owner gets less traffic and can scale down. This means
that the server owner gets, on the positive side, a lower main-
tenance cost. On the negative side, it will potentially get less
income because fewer users pay now for the service.

Different consensus mechanisms are compared in this re-
search. Moreover, a table is created with the values for all
the comparison criteria: scalability in the number of nodes,
number of Byzantine fault tolerance, throughput and confir-
mation time and computational power. To make sure the com-
parison can be reproduced, data is gathered from different
scientific papers, where an evaluation of these mechanisms
was performed. This data was used for the criteria: num-
ber of Byzantine fault tolerance, throughput and confirmation
time, because these are exact numbers. The scalability and

the computational power are more abstract criteria, where as-
signing a number to it is hard. To still make these values
reproducible the reasoning behind it is explained and some
reflection on the outcome are given. Lastly, all the references
for the papers are given. In this way the data, evaluation and
explanation of the mechanisms can be found to reproduce the
comparison table.

8 Discussion
When comparing different consensus mechanisms five differ-
ent criteria were used. Three were quantitative and two qual-
itative. To improve the comparison the computational power
could be measured in another unit like average seconds to
complete the consensus. Then all the mechanisms should be
tested on the same device. Another point of improvement
would be to evaluate PoBT and PoEWAL. When this is done
there are accurate measurements of TPS and BCT for these
mechanisms and the comparison is more complete. Based on
the comparison, there can be concluded that G-PBFT, BFT-
SMaRt and Tangle/Jointgraph are possible suitable consen-
sus mechanisms for IoT. Although there were a couple of im-
provements that could be made, which were discussed in the
analysis, these mechanisms were the best. One could argue
that this subset of consensus mechanisms is far from com-
plete to conclude this. This subset was created by analysing
survey papers on consensus mechanisms in general and for
IoT and chose the ones that already were the most suitable or
promising from those papers. Furthermore, this list was ex-
tended by searching for proposed consensus mechanisms for
resource-constrained devices.

9 Conclusions and Future Work
In this paper, the main research question is: “How can
blockchain-based IoT frameworks solve the problem of fault
tolerance in current IoT frameworks with regard to computa-
tional power, scalability and fault tolerance?”. Blockchain-
based IoT frameworks can solve the fault tolerance problem
in current IoT frameworks by making use of a point-to-point
(P2P) network and a suitable consensus mechanism. Another
question in this research was, what are suitable consensus
mechanisms for IoT and which possible improvements could
be made? After doing the analysis of eleven currently im-
plemented or proposed consensus mechanisms and doing a
comparison among them, there were a couple of suitable can-
didates. These suitable consensus mechanisms are: G-PBFT,
BFT-SMaRt and Tangle/Jointgraph. These mechanisms have
the most suitable characteristics for IoT devices: high scala-
bility in the number of nodes, Byzantine fault tolerant, high
number of transactions per second, low latency and low com-
putational power requirement. Although these mechanisms
were the most suitable a number of improvements could be
made. In G-PBFT the geographical location of a node is
distributed among the network to create a certain amount of
trust. When devices are active at a large distance from each
other, the latency in the network could increase due to the
distance and the number of extra hops. To reduce this la-
tency, the algorithm could take the geographical location into
account and select nodes that are the closest to each other.



Some caution needs to be taking into account, one does not
want to have all devices very close to each other because then
a malicious user could easily manipulate devices. When these
nodes are spread out, it is much harder to do this. Another
improvement is the trust in the network when dealing with G-
PBFT. Now, nodes get trusted when they are at least 72 hours
at the same location. This is a weak constraint because if a
malicious user is long at the same location it could still be
accepted. To overcome this issue, nodes can become a sort
of society. Every node can have a digital certificate that is
signed by another node. When a node has a digital certificate
that was signed by a suspected malicious node, this node is
less likely to be accepted.

In the future, it would be better for comparison if all frame-
works could be compared in the same environment to get
more and reliable data. Furthermore, it would be an idea
to implement the possible improvements and take them into
consideration when comparing the frameworks.
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