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Abstract

Lane detection represents a fundamental task for automated/autonomous vehicles. Current
lane detection methods do not provide the versatility of real-time performance, robustness,
and accuracy required for real-world scenarios. The reasons include lack of computing power
while being portable and inability to observe the continuity and structure of lane lines over a
sequence of images.

An investigation into the present methods in the literature reveals that deep learning net-
works cannot focus on relevant images and critical parts of the images. The neural networks
implemented with max-pooling operations can cause a loss of information at a granular level
of the image during the downsampling of images. Obtaining a fixed set of lane locations will
restrict the number of lane lines detected. It hinders the generalisability of the network. This
thesis aims to introduce a novel spatio temporal method that can focus on lane lines and key
features to increase the robustness and accuracy of lane line detection.

The spatio temporal attention network based on Long Short Term Memory (LSTM) units
tested on the tvtLane dataset provided an accuracy of 98.1443%, the precision of 0.8873, and
F1-score of 0.9108. The precision and F1-measure are the highest when compared to state-of-
the-art lane detection networks. The spatio temporal FC attention network produces better
accuracy and precision on TuSimple dataset than state-of-the-art networks with 98.2078%
and 0.8861, respectively. Testing on the LLAMAS dataset, the network achieved an average
precision of 0.8028 and corner recall of 0.7183. The results show the robustness and high
accuracy on two different datasets with unique distributions. Although the network is trained
on datasets with a maximum of five lanes, it can detect more than five lanes in an image.
The network is also able to detect lanes on the unseen Netherlands dataset.
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Chapter 1

Introduction

According to European Road Safety Observatory (ERSO) 23.926 fatal accidents occurred in
EU countries in 2016, and 47% of these accidents involve a car or taxi when compared with
bicycles, motorcycles, moped, lorries, and buses [38]. One of the leading causes of these acci-
dents is human error. Modern vehicles are fitted with an array of sensors that aid in human
driving, taking control in an emergency, or driving autonomously.

Taxonomy and definitions proposed by the Society of Automotive Engineers (SAE) [19] sug-
gests a division of levels of automation from no automation (SAE level 0) to full automation
(SAE level 5). Figure 1-1 shows general definitions and examples of tasks in each automation
level. Lane detection is a fundamental task for all vehicles ranging from SAE level 0 to SAE
level 5. Lane departure warning system in SAE level 0 vehicles, Lane centering system in SAE
level 1 and 2 vehicles use the detected lanes. These systems constitute automated driving
systems. In SAE level 3 to level 5 vehicles, environment perception remains an essential task,
and lane detection is one of the building blocks [42]. These systems constitute autonomous
driving systems.

These vehicles (SAE level 1 and SAE level 5) share the same road as human drivers. Presently,
lane detection primarily relies on visual sensors [8]. Hence, lane detection remains a task
of detecting the line of points on the road visually, which determines an effective driving
direction for all vehicles.

Lanes are detected through sensors like mono-camera, stereo-camera, radar, and lidar. The
mono-camera sensors can detect lane lines, objects such as road signs and pedestrians. The
stereo camera sensors can detect curbs, slopes, or a 3D model of the road with sufficient
accuracy. Radars can detect the regions based on their reflectivity and detect vehicles and
other objects. Lidar can estimate the roughness of the road surface and detect road edges
due to the change in the 3D surface from the road to curbs [5].
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2 Introduction

Figure 1-1: SAE J3016: Levels of Driving Automation

Vision sensors, which include a mono-camera and stereo camera, are the most successful due
to the amount of information they provide [31]. They constitute passive sensors that do
not emit any signals and hence do not interfere with each other at close proximities. Active
sensors, which include radar and lidar, tend to have lower resolution and slower scanning
speeds. Active sensors tend to interfere with each other at close proximities due to active
signal propagation. Active sensors cost more than passive sensors. Hence, considering the
information gain, speed of capturing data, and cost, a mono-camera sensor is widely used for
lane detection.

Lane detection in itself is a straightforward task in which filters can detect the lane lines,
but there are many cases in which the lane lines are not visible [5]. Figure 1-2 visualizes
these cases, which include snow, rain, night conditions, shadows, and severe occlusions. The
false-positive lane detection can affect the control of vehicles undesirably. In cases like the
Lane Departure Warning (LDW) systems of non-autonomous vehicles, many false positives
annoy the driver and may cause the system to fail. Hence, lane detection is a nontrivial task
for automated/autonomous systems of vehicles, and finding a solution for the lane detection
task which overcomes the challenges mentioned above is of utmost importance.
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1-1 Problem Description 3

Figure 1-2: Challenges experienced during lane detection. (a)different lane shapes (b) varying
lane thickness (c) lane width variation (d) over-exposure in the image (e) shadow covering the
road (f) snow-covered road (g)low-visibility (fog) (h)low-visibility (rain) (i) wet and reflective road
([5])

1-1 Problem Description

A Lane needs to be perceived in all conditions and environments to place the vehicle cen-
tered on the road and during the lane change operation. There are adverse conditions like
over-exposure (figure 1-2d), shadows (figure 1-2f), worn-out lane markings, occlusion due to
vehicles in the front, and wet and reflective road (figure 1-2i). Consider an autonomous vehi-
cle driving through a tunnel. As it exits the tunnel, there is an abrupt change in brightness
detected by the onboard camera. During this time, the camera will not detect the lanes to
place the vehicle centered on the road. In another case, where a large vehicle is obstructing
the view of the road ahead, the lane lines are partially or completely occluded, and lane
detection becomes a challenging task. Moreover, detecting false lanes can change the course
of the vehicle and put the passengers at risk. When lane detection fails, the vehicle can veer
off the road or cause accidents. How to overcome these challenges? How to reduce these false
positive rates to a minimum?

Much research has been conducted in this direction, and many methods have been suggested,
which are discussed briefly by Liu et al. and BarHillel et al. [26] [5]. Liu et al. found deep
learning methods to be promising and that it can be further developed [26].
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4 Introduction

To summarize, the current methods such as LaneNet, CNN-LSTM(SegNet+, UNet+), CNN-
GRU(UNet+) are not capable of selectively focusing on images in a sequence and ocassionally
misclassify the lane lines [32][48][47].

Research Questions

Following the identified research gaps, two research questions are defined:

1. How to extract spatial-temporal information and capture relevant information over
time?

2. How to reduce false positive lane detection?

1-2 Contributions

The primary contribution of this thesis is a novel sequence-based deep learning model which
accepts image sequences as input and produces pixel-wise segmented lane outputs.

In particular 1)Implementation of the Spatio-temporal attention model to focus on relevant
images intuitively. 2)Use the convolutional neural layer as a replacement for max-pooling
layer to extract low-level features more efficiently. 3)Evaluation of the model on various lane
datasets for robustness.

1-3 Outline

In this thesis report, related works on existing lane detection methods are discussed in Chapter
2. Implementation method, network training choices are discussed in Chapter 3. Experiments
and results are elaborated in Chapter 4. The results of the experiments are discussed in detail.
Conclusions are drawn, and recommendations for future work are presented in Chapter 5.
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Chapter 2

Related work

Following the importance of lane detection for vehicles from the Introduction chapter, the
main goal is to detect lane lines consistently, coherently, under any given weather conditions
and driving scenarios. Relevant methods to solve the challenging task of lane detection are
discussed in this chapter.

The lane detection algorithms can be broadly classified into traditional and deep learning
methods. Traditional lane detection methods involve manual mapping functions or algo-
rithms which define the relation between observed road features and lane lines. Deep learning
methods do not require designing a mapping function between the observed road features and
lane lines. Instead, the methods learn the mapping function by processing large datasets with
varied features.

Another distinction of methods in both traditional and deep learning methods can be based
on the input. Spatial methods process only a single image, whereas spatio-temporal methods
process a sequence of images and use the temporal information between the images in sequen-
tial time steps. An overview of the methods discussed in traditional lane detection methods
and deep learning methods is visualized in Figure 2-1.

In traditional lane detection (figure 2-1), a general methodology consists of image preprocess-
ing to denoise and remove the camera perspective, detection of relevant lane points, clustering
the lane points, and fitting a curve to produce the lane lines. A postprocessing step is also con-
sidered to reduce false positive lane detection. Temporal data is considered in some methods
and is integrated in the process after relevant lane point detection. These steps are explained
in detail in the following sections.

In deep learning methods (figure 2-1), convolutional neural networks preprocess the image
and either produce semantic segmentation (pixel-wise classification) or predict the location
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6 Related work

of lane points through downsizing or downsampling the images. These outputs are postpro-
cessed to remove outliers. Recurrent neural network-based methods follow similar steps of
preprocessing, downsampling and extend the method to include the temporal information
from previous images through Long Short Term Memory (LSTM) units or Gated Recurrent
(GRU) units. The images are upsized or upsampled to their original size to detect lanes.
Generative adversarial neural networks include a generator which generates a detected lane
image and learns via discriminating between a generated image and an original image. These
methods are explained in detail in the upcoming sections.

Figure 2-1: Overview of Traditional lane detection method and deep learning method of lane
detection

2-1 Traditional Methods of Lane Detection

Traditional lane detection methods use a heuristic approach to detect and model the lanes.
Mono-camera sensor outputs a sequence of images of the road and matrix operations can be
applied to these images. Using filters and operations, the lane points can be detected and
grouped in lane line instances. The generalized system consists of image preprocessing, feature
detection, temporal information integration, clustering, curve fitting, and postprocessing.
These steps are visualized in Figure 2-2 below.

The algorithms studied in the literature are a subset of the generalized system and do not
use all the steps mentioned above such as the method suggested by Low et al. which does not
use temporal data from the image sequences, but follows the other steps mentioned in Figure
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Figure 2-2: Outline of traditional method for lane detection task

2-1 [28]. Hence, each step in the system is discussed in detail, and a comparison between
different algorithms is provided.

2-1-1 Image preprocessing

The lane lines are orange, white, or yellow. One method to detect the lane lines is by binariz-
ing and thresholding the images. However, McDonald et al. inferred that thresholded images
suffered due to the glare on the road surface [31]. Another method to detect the lane lines is
by using the Sobel edge detector. However, in this case, road barriers are also detected along
the lane lines as they are parallel to the road. Assuming glare to be occurring only on the
road surface, to avoid detecting the road barriers and detect lane lines precisely, thresholding
and Sobel edge detection operation can be combined using ’AND’ operation. An example of
this operation is visualized in Figure 2-3.

Figure 2-3: Image pre-processing in the case of McDonald et, al. [31]

Due to the camera sensor’s perspective effect, which is mounted at an angle to the vehicle, the
lane lines tend to intersect at the horizon. To avoid this effect, Inverse Perspective Mapping
(IPM) is used [1]. Through this, the vehicle can be assumed to be parallel to the lanes all
time. During the postprocessing, the IPM can be reversed to obtain the original image. An
example of IPM is shown in Figure 2-4.
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Figure 2-4: Inverse perspective mapping [1]

The image obtained from the sensor is often noisy and large. To remove the noise from the
images, topology-based methods such as dilation and erosion [28], gaussian filters can be used.
2D-gaussian filters are applied in the case of Aly et al., which is based on the lane dimensions
to denoise the image [1]. Other operations such as cropping, grey scaling can also be applied
to reduce the size of the input image and noise. These operations are visualized in Figures
2-5 and 2-6.

Figure 2-5: Pre-processing techniques such as cropping and greyscale [28]

Figure 2-6: Gaussian filter used to denoise the image [1]
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2-1-2 Feature Detection

The lane lines form ridge-like structures due to the change in intensity between the lanes
and the background when binarized. Hence, edge detectors such as Canny edge detector and
Hough transform can be used. A Canny edge detector uses filters to denoise the images and
detects the gradients in the image. The gradients are then combined using a weighted average
and then denoised again. An example of canny edge detection can be observed in Figure 2-7.

Figure 2-7: Before(left) and after(right) applying canny edge detection

Aly et al. uses the simplified Hough transform to count the number of lines [1]. Hough
transform is a method to transform a set of points in the image plane to a Hough space
(parameter space) [31]. The parameters are the radius ρ from the origin, and the angle θ with
the horizontal axis. Two or more points having the same (ρ,θ) values are considered to be a
part of the same straight line. Lane lines are considered if there are many concurrent curves
in the Hough space. McDonald et al. defines a window of theta values at the horizon where
the lane lines appear to intersect[31]. The values of ρ and θ in the Hough space are considered
parameters of lane lines, and other values in the Hough space are rejected as outliers. An
example of an Hough input image and the corresponding output in the Hough space is shown
in Figure 2-8. Aly et al. suggested using the Artificial Neural Network to generate the possible
lane points[1].

2-1-3 Temporal information

McDonald et al. stated the assumption that the intersection of lane lines at the horizon might
not always hold, especially during occlusion in the image and proposed the usage of temporal
information of the measured values to predict future values [31]. The temporal information
is generated using the exponential averaging process as shown in Equation 2-1 below:

τi = α ∗ xi + (1− α) ∗ τ(i−1) (2-1)

Here τ is the predicted value, x is the measured value, and α is the weight parameter to influ-
ence the measured value and the predicted value. The ego motion of the vehicle determines
the α value. In Equation 2-1, the predicted value tends to deviate from the true value based
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Figure 2-8: An example of hough input image and the corresponding output in the hough space

on the prior value. To avoid this, a threshold is enforced on the predicted value, and a new
predicted value is considered only when it is largely different from the measured value.

Another method proposed by Kim et al. uses particle filtering to enforce the temporal infor-
mation of lane detection—the vehicle motion, which is modeled as a Gaussian distribution
for simplicity [21]. The lane boundary hypothesis is generated based on the previously de-
tected control points of the lane lines. The control points are updated with the motion of the
vehicle. The final position of control points is estimated by the weighted sum of the scores of
hypotheses. When a lane pixel is detected in the current frame, the lane line control points
are slightly adjusted.

2-1-4 Clustering and Curve fitting

After a set of plausible lane lines are obtained through Hough transform or canny edge
detectors, Low et al. group the lane lines into left and right lanes and average them to
produce a single left and right lane [28]. When the lane lines are obtained as a set of points
they are grouped into line segments [21]. A hypothesis is generated from a random set of line
segments. Cubic spline-based RANdom SAmple Consensus (RANSAC) method combines the
line segments into one lane line. A cubic spline has five control points, and three control points
are found with this method. The remaining two control points are obtained by extending the
lane line to the bottom of the image and considering the last selected pixel within the upper
bound. A curve score is generated to verify the line’s fit and an overlapping test with the
original line segment.
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CurveScore = (1− λ)
∑
m

1 (2-2)

Where λ is the penalty for minimum description length, m is the supporting lane marking
pixel on the curve. Kim et al. implemented λ = 0.1 for hypothesis generated from two sets
of line segments and λ = 0.2 for the hypothesis generated by three sets of line segments [20].
The set of lane pixels detected and generated hypotheses is visualized in Figure 2-9 below.

Figure 2-9: Lane pixels detected and generated hypothesis [20]

2-1-5 Post processing

In the case of Kim et al., there are two hypotheses generated, one based on the detected lane
control points in the current frame and the other based on the hypothesis of lane control points
generated from the particle filtering method [20]. These two are combined using probabilistic
reasoning for decision making. A dynamic Bayesian network-style formulation is used, where
e = (ec, et, ep) is the evidence collected. ec is the collective evidence, et is the transitional
evidence obtained from the temporal information, and ep is the past evidence collected from
the previous frames. The probability of existence of the lane pixel x is calculated using the
Bayes rule as:

P (x|ec, et, ep) = P (ec|x)P (x|et, ep)
P (ec)

, (2-3)

Another method to track the detected lane lines is by using Kalman filters. Borkar et al.
uses the parameters ρ and θ to fit the lines on detected lane points [7]. The parameters, ρ,
θ, ρ̇, and θ̇ define the state vector x and observation vector y, where ρ̇ and θ̇ are derivatives
of ρ and θ estimated using the previous and the current frame. The process is assumed to
be uncorrelated, and noise in the state and measurement models is white. The covariance
matrices for this system are constant and diagonal. The state transition matrix is given as:
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A =


1 1 0 0
0 1 0 0
0 0 1 1
0 0 0 1


The observation matrix C is the identity matrix. When the lane marker is not detected,
matrix C is set to zero, and the lanes are purely based on the Kalman filter’s prediction.

2-2 CNN based methods

Neural networks based on a series of convolution operations constitute Convolutional Neu-
ral Networks (CNN). Convolution operations have a special property of extracting complex
shapes. These operations can be used to extract lane lines from images. A general methodol-
ogy includes preprocessing, semantic segmentation or rowwise classification and postprocess-
ing. These steps are explained in further sections.

2-2-1 Pre-Processing

Unlike traditional methods, a Convolutional Neural Network (CNN) does not require a large
amount of preprocessing. There are generally four tasks in this phase:

1. Image resize

2. Inverse Perspective Mapping

3. Cropping

4. Grey-scaling

To reduce the network’s training time and size, the images are resized to lower resolutions,
such as TuSimple dataset images of size 1280x720 are resized to 256x512 [46]. Other net-
works such as Ko et al. have dedicated resizing layers that can extract relevant features
through series of convolutions and max-pooling layers [23]. The pre-processing techniques
include cropping of image, grey-scaling, and inverse perspective mapping (IPM) [25]. As the
cameras are mounted in the moving vehicle, they have a certain angle of view which renders
the lines distorted due to the perspective. Inverse perspective mapping operation in the two-
dimensional domain is carried out to remove this perspective effect. This will distribute the
features homogeneously among the pixels.

From the resized image, the task is to extract the features relevant for lane detection. This can
be done in two main ways: semantic segmentation method and rowwise classification method.
These methods vary in terms of computation memory requirements, speed, efficiency, and
generalization of the network to all types of road conditions.
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2-2-2 Semantic Segmentation methods

The Semantic segmentation task is a part of computer vision tasks where each pixel in an
image is labeled by its class. This allows localization and boundary detection of each object in
the image. For an autonomous vehicle, understanding different objects such as buses, bicycle,
pedestrians, and signboards on the road provides more contextual information [11]. Lane
detection is part of contextual learning. Lanes are inherently curved lines detected by binary
classification of each pixel as {lane, not-lane}.

The semantic segmentation task is usually carried out through an encoder and decoder net-
work [18]. Here the encoder network downsamples the image input to obtain a meaningful
representation, and the decoder network upsamples the representation from the encoder and
labels the pixels with its corresponding class. In the case of Hou et al., the author presents a
self-attention distillation module to the semantic segmentation task, where after each encod-
ing block, a layer-based activation map, known as attention map is implemented [18]. The
attention map transfers important features such as edges, shapes from previous layers to the
next layer which is generated by the attention generator. There are four encoding blocks and
two decoding blocks, and a small binary classification network predicts the lane’s existence.
The network is visualized in Figure 2-10:

Figure 2-10: Example of semantic segmentation method based networks [18]

The attention map generated is propagated to the next layer to reinforce the knowledge ob-
tained in the preceding layer. This method provides great accuracy along with efficiency while
having a lightweight backbone.

The Instance segmentation method is similar to the semantic segmentation method, but it
also detects the objects and the number of instances of their appearance. In the case of
Ko et al. , an hourglass style network is used to extract the features [23]. An hourglass
style network is an encoder-decoder style network with skip connections between equal-sized
upsampling and downsampling layers. The hourglass style network outputs are confidence,
offset, and feature, and the confidence output is forwarded to the next block of the network.
This network is visualized in Figure 2-11.

The confidence output gives the confidence of the lane point existing in the pixel grid. The
offset output gives the exact location of each point. The feature output groups the detected
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Figure 2-11: hourglass style network [23]

pixels into instances. These outputs are obtained by passing the last layer of the hourglass
network through a series of filters, 1, 2, and 4 filters for confidence, offset, and feature,
respectively. There are two hourglass networks in the series, and the network is visualized in
Figure 2-12.

Figure 2-12: Example Architecture of Instance segmentation method [23]

The outputs do not give complete information, hence they are postprocessed to obtain the
relevant lane lines in the image. This is discussed in section 2-2-4.

2-2-3 Row-wise classification methods

Row-wise classification methods take advantage of the innate shape of the lanes. The network
predicts lanes’ existence in any given row of the image and returns the lane vertices’ position
along with it. The lane lines can be characterized by long and thin lines. Squeezing the
network horizontally (reducing the number of rows through down-sampling) can represent
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the lane line accurately.

Yoo et al. discuss the effectiveness of this method and propose an End-to-End Lane Marker
Detection network (E2E-LMD), which is a two stage network where the image representa-
tion is learned via the encoder-decoder network and the spatial resolution is halved to reduce
the computational requirements in the first stage [46]. The second stage comprises shared
reduction layers consisting of a novel horizontal reduction module (HRM). The horizontal
reduction module comprises skip connections, including average pooling layers followed by
[1 × 1] convolutions. This is followed by rearranging the elements of the layer with input
tensor (channel ∗ height ∗width) to (r ∗ channel ∗ height ∗width/r), where r denotes the pool-
ing ratio, which moves the spatial information to the channels and effectively compresses the
columns of the input image matrix to an individual lane-wise representation.

Yoo et al. concluded that the number of HRMs should be equal to the number of lanes to
get accurate results [46]. The network architecture and the Horizontal Reduction Module are
shown in Figure 2-13.

Figure 2-13: Example architecture of row wise classification method and HRM [46]

Although this is an end-to-end method of lane detection, it cannot adapt to an increase in
the number of lanes, hence cannot generalize to real-world scenarios.

Another method by Qin et al. provides a solution for lane detection via row-anchor-wise
classification. Instead of classifying the image, which considers a large number of pixels based
on the resolution, the image is divided into cells of much larger size than a pixel, and the
probability values of finding the lane in the cells are calculated [36]. Hence the goal is to select
lane "anchors" at predefined rows of the image using global features instead of segmenting
every lanes’ pixel based on a local receptive field. The lanes are then detected in the cell
matrix’s rows and are combined to form a smooth lane.

It also uses prior information of lane lines such as smoothness of lanes, rigidity to solve occlu-
sion. The number of calculations through the model suggested by Qin et al. decreased by 102
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fold in comparison to segmentation methods [36]. In Figure 2-14 below, Res blocks contain
the proposed network’s backbone, which is either ResNet18 or ResNet34 [15]. This backbone
contains a set of CNN layers to downsample and extract features. The Group classification
block provides classification-based prediction. The final layer of group classification is of the
size of the original image and it is divided into rows, also known as row anchors. In each
row anchor, the lane points existences are detected and classified into their respective classes.
The auxiliary segmentation network performs loss calculation on the global context and local
features.

Figure 2-14: Overall architecture of Ultra Fast Structure aware Deep Lane Detection [36]

Qin et al. assume that the majority of the curve lanes are straight due to the perspective
effect, which might not be the case always [36]. Hence this method may not be able to
generalize to all driving scenes.

2-2-4 Post-processing

Post-processing is carried out to remove outliers and draw a structured lane line. Sometimes
more than one lane line which overlaps each other could be detected by the network. In these
cases, Ko et al. suggest selecting lane points based on the proximity, their proximity to the
center of the image, and the respective lane line they belong to {left lane, right lane} [23]. Six
points are chosen as ’starting points’ and are divided into lower three points and upper three
points. If the upper three points lie on the left side of the image, then the leftmost points
are selected and vice versa. Three closest points to the ’starting point’ are considered, and a
line is drawn between a point and the corresponding higher point. Distances between other
points on this straight line are calculated, and points are selected if they lie within the margin,
γ. If there are no new points within the margin, the higher point is rejected as an outlier.
A new point is selected, which has the maximum count above the threshold. This point is
considered from the same cluster, and the process is repeated until there are no new points.
The maximum length cluster is selected as the lane line, and other clusters are rejected as
outliers. This process is visualized in Figure 2-15. Here S is the starting point and point A
is rejected as there are no more points in the margin γ. Point B is selected as there are two
points within the margin.
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Figure 2-15: Post-processing method suggested by Ko et al. [23]

Figure 2-16: Post-processing visualization suggested by Ko et al. [23]

There are two outlier lane lines shown by the red and yellow bounding box in Figure 2-16.
These two outliers are rejected as their length is not consistent with other lane lines in the
image and ends abruptly.
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2-3 CNN-RNN based methods

Recurrent neural network methods include extracting features from an image sequence rather
than a single image through convolution neural networks and exploring the temporal relations
between the features. Long Short Term Memory (LSTM) unit, convolutional LSTM, Gated
Recurrent Unit (GRU), and convolutional GRU are few variants of recurrent network units.
A detailed explanation about recurrent neural networks is provided in section 3-2.

2-3-1 Network Architecture

There are two types of recurrent network architectures generally observed in the case of
lane detection tasks, where (1) The recurrent module takes the input as a feature map from
the convolutional neural network (2) The recurrent module takes the location values of the
lane points from the convolutional neural network. Zou et al. propose a feature-map-based
method that benefits from both convolutional neural network and the recurrent neural net-
work to solve partial or complete occlusions of the lane line detection [48]. The network
utilizes either a U-net or a SegNet style encoder-decoder network which are fully convoluted
neural networks [39],[3]. A set of images are taken as input by the encoder network, and
the features are extracted. These features are then passed through the Convolutional Long
-Short-Term Memory (convLSTM) network, which then propagates the information through
different images and produces an output. The equations 2-4 - 2-8 represents the convLSTM
operation.

it = σ(Wxi ∗Xt +Whi ∗Ht−1 +Wci � Ct−1 + bi) (2-4)

ft = σ(Wxf ∗Xt +Whf ∗Ht−1 +Wcf � Ct−1 + bf ) (2-5)

Ct = ft � Ct−1 + it � tanh(Wxc ∗Xt +Whc ∗Ht−1 + bc) (2-6)

ot = σ(Wxo ∗Xt +Who ∗Ht−1 +Wco � Ct + bo) (2-7)

Ht = ot � tanh(Ct) (2-8)

where, X1, X2, ..., Xt are inputs, C1, C2..., Ct are cell outputs, H1, H2, ...,Ht are hidden states,
Wxi,Wxf ,Wxo are weight matrices and � denotes the Hadamard product [17]. ∗ represents
convolutional operations [44].

This intermediate output is then utilized by the decoder network, which produces an image
of the same size as the input image with the lane detections’ probability. ConvLSTMs are
used to reduce the computation time and for better performance where the multiplication
operations are replaced by convolution operations. Stochastic Gradient Descent (SGD) is
used as the optimizer for the network. This network is visualized below in Figure 2-17.
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Figure 2-17: Architecture of Robust lane detection network[48]

Yang et al. proposed another lane location value-based detection method that benefits from
CNN and RNN [45]. The lane lines are considered as pieces of lanes due to the breaks in
the lane strip. It consists of a YOLOv3 (Figure 2-18) network which provides the output
vectors containing the center points of a lane piece, the rectangular width and height of the
lane piece, and the angle between the two consecutive pieces [37].

Figure 2-18: Yolov3 network architecture [30]

This output is then passed to the Angle-based Long Short term Memory-Recurrent Convo-
lutional Neural Network (ALSTM-RcNN), a customized LSTM unit consisting of two input
gates and two forget gates with one output gate. The ALSTM-RcNN is visualized in Figure
2-19. This also restricts the steering angles in the range [−15,+15] degrees with intervals of
2 to avoid the vehicle’s extreme random steering values.

The results from both YOLOv3 and ALSTM-RCNN are fed into a Dempster-Shafer (DS)
fusion algorithm to obtain the final values of the output vectors. The DS fusion algorithm
is a generalization of the Bayesian theory that combines the outputs from two independent
sources by assigning weights to each event’s combination. The K-means and Random Sample
Consensus (RANSAC) combine the lane pieces and produce a continuous straight line for the
detected lanes. This architecture is shown in Figure 2-20.
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Figure 2-19: Angle based Long Short Term memory (ALSTM) - Recurrent convolutional Neural
Network (RCNN) [45]

Figure 2-20: Lane Position Detection Based on Long Short term Memory [45]

Another method proposed by Zhang et al. is a feature-map-based method that uses con-
vGRU’s as temporal feature extractors [47]. The multiplication operations in GRU 3-2 are
replaced with convolutional operations to increase the performance of the convGRUs. The
convGRU modules are represented in the Equations 2-9 - 2-12:

zt = σ(wtz ∗ xt + U tz ∗ ht−1 + bz) (2-9)

rt = σ(W t
r ∗ xt + U tr ∗ ht−1 + br) (2-10)

h̃t = tanh(wt ∗ xt + U t ∗ (rt � ˜ht−1) + b) (2-11)

ht = (1− zt)ht−1 + zth̃t (2-12)

where, ∗ is the convolution operation, zt is the update gate at layer l at time t, ht is the final
result, rt is the reset gate at time t, � is the elementwise multiplication, h̃t is the current
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hidden state representation, ˜ht−1 is the previous hidden state representation, W t
r ,W

t
z ,W and

U tr , U
t
z, U represent kernel variables, bz, br, b represent biases, xt is the input feature vector,

σ(∗) is the sigmoid function and tanh(∗) represents the hyperbolic tangent non-linearities. The
network includes encoder and decoder networks. A convGRU block is used after the second
layer of convolution blocks to extract low-level features such as edges, boundaries, and color.
The encoder network’s output feature map is passed through multiple convGRU’s, which uses
spatio-temporal information. The output from multiple convGRU’s is then passed through
the decoder network, which upsamples the feature map to produce the full-sized image which
contains the lane predictions. There are skip connections introduced between the equal-sized
encoder and decoder layers. The network is visualized in Figure 2-21. ConvGRU’s are simple
and robust; they can be trained faster compared to the LSTMs.

Figure 2-21: ConvGRU network architecture proposed by [47]
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Chapter 3

Lane Detection Methodology

For automated/autonomous driving systems in vehicles, robust detection of lanes during chal-
lenging scenarios is essential to keep the vehicle centered on the road. The current methods
are not completely capable of detecting lanes in challenging scenarios. Relevant information
from a sequence of images has to be considered instead of a single image as mentioned in
section 2-2 and focus on important features such as lane lines, vehicles over time. Moreover,
the automated/autonomous driving system should avoid loosing control over the vehicle due
to false positive lane detection.

A model which can process spatio-temporal data from an image sequence intuitively combined
with a method which avoids false positive detection is discussed in this chapter. Building
blocks of the networks are introduced in sections 3-1, 3-2 and 3-6-1. Choices of baseline
networks are explained in section 3-3. A novel spatio-temporal attention method is discussed
in section 3-4. A method to reduce false positive lane detection is discussed in section 3-5.

3-1 Introduction to Convolutional Neural Networks

Convolutional Neural Network (CNN) is a special type of network for processing data with
a grid-like topology and uses three architectural ideas: local receptive fields, shared weights,
and spatial sub-sampling[24]. CNNs produce the output through a series of convolutions on
a matrix(e.g., image) with a filter or a kernel. The equation representing the convolutional
operation can be written as:

s(t) = (x ∗ w)(t) =
∞∑

a=−∞
x(a)w(t− a) (3-1)

Where w is a weighting function, t is the time index, w is the kernel, and a is the age of mea-
surement, and x are the inputs which can be multidimensional arrays of data [14]. Kernels
are a multidimensional array of parameters that are usually trained by backpropagation. The
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local receptive fields can learn important features from the images, such as corners, shapes,
and high-level features. The kernel parameters are shared with all input values in a given
single layer. Hence, the CNN has shared weights. This reduces the storage requirements of
the system. The sparse connectivity and shared weights increase the convolutions’ efficiency
for detecting edges in an image. CNNs can process images with large dimensions, and some
CNNs can process variable image sizes. A Convolutional Neural Network (CNN) is a powerful
tool that can be used to solve computer vision tasks.

3-2 Introduction to Recurrent Neural Networks

Recurrent Neural Networks (RNN) are a type of deep learning methods which process se-
quential data. They can scale to longer sequences of variable size. The input x(t) of an RNN
can be image data, speech data, or text data, and the output o(t) can be updated as shown
in Equations 3-2 - 3-5 below:

a(t) = b+Wh(t−1) + Ux(t) (3-2)

h(t) = tanh(a(t)) (3-3)

o(t) = c+ V h(t) (3-4)

ŷ(t) = softmax(o(t)) (3-5)

where U ,V ,W are weight matrices, b and c are bias vectors, y(t) is the normalized probability
of the output and h is the hidden state at time t.

RNN’s have a special property that it can be realized as different input and output types
such as:

1. Recurrent Neural Network having connections from one input to one output used for
image classification.

2. Recurrent Neural Network having connections from many inputs to one output used in
action recognition tasks.

3. Recurrent Neural Network having connections from one input to many outputs used in
the tasks such as text sequence generation.

4. Recurrent Neural Network having connections from many inputs to many outputs used
to generate subtitles for an image.

These different types of inputs and outputs for RNNs are visualized in Figure 3-1.

One problem with the Recurrent Neural Networks is that there is a possibility of exploding
or vanishing gradients during backpropagation due to the error terms’ multiplication while
updating the weights. If the initial weights are set as zero, and during the backpropagation,
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Figure 3-1: Types of Recurrent Neural Networks [2]

the consecutive error terms keep getting smaller over time and vanish after certain iterations.
The network cannot be trained further during the vanishing gradient condition. Hence, neural
networks such as Long Short Term Memory (LSTM) units or Gated Recurrent Units (GRU)
can be used to avoid this.

LSTM

The Long Short Term Memory unit is a recurrent unit with more parameters and gates to
control the information flow. It has an input gate, forget gate, and an output gate. It also has
a hidden state, a memory state that can be updated over the network’s propagation through
time by passing the input to the network. Equations 3-6 - 3-11 refer to one step of LSTM.

f (t) = σ(bf + Ufx(t) +W fh(t−1)) (3-6)

i(t) = σ(bi + U ix(t) +W ih(t−1)) (3-7)

c(t) = f (t) � c(t−1) + it � ˜c(t) (3-8)
˜c(t) = g(W cx(t) + U ch(t−1) + bc) (3-9)

h(t) = o(t) � g(c(t)) (3-10)

o(t) = σ(bo + Uox(t) +W oh(t−1)) (3-11)

where x(t) is the current input, h(t) is the current hidden vector, g is typically hyperbolic
tangent function, � is the Hadamard multiplication bf , Uf , W f are biases, input weights
and recurrent weights for the forget gates. bi, U i, W i are biases, input weights and recurrent
weights for the input gate, bc, U c, W c are biases, input weights and recurrent weights for
the current value of the memory state C(t). ˜C(t) is the internal memory state, o(t) is the
output gate, s(t) is the state unit. bo, Uo, W o are biases, input weights and recurrent weights
for the output gate [13]. An LSTM unit is visualized in Figure 3-2. Here, the input (IN)
is summed with a memory cell (C) and new-memory cell (C̃). The output of C̃ is summed
with a memory cell via forget gate (f). The output (OUT ) is obtained from C via activation
function and output gate (o).
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Figure 3-2: Long Short Term Memory unit [10]

GRU

The Gated Recurrent Unit (GRU) differs from the control gates of the unit when compared
to the Long Short Term unit. The GRU contains two gates, namely:

1. Reset gate: which decides the amount of past information that is relevant to the current
unit.

2. Update unit: decides the amount of past information that has to be passed on to the
succeeding units.

ht = (1− z(t))� h(t−1) + z(t) � ˜h(t) (3-12)
˜h(t) = g(W hx(t) + Uh(r(t) � h(t−1)) + bh) (3-13)

z(t) = σ(W zx(t) + U zh(t−1) + bz) (3-14)

r(t) = σ(W rx(t) + U rh(t−1) + br) (3-15)

Equations 3-12 - 3-15 represent the operation of GRUs, where z(t) is the update gate, r(t)

is the reset gate, h(t) and ˜h(t) are internal memory state and current memory state. Gated
Recurrent Unit is visualized in Figure 3-3. Here, the input (IN) is passed to candidate
activation (h̃). The output of h̃ is passed to hidden activation (h) via update gate (z) and
then passed back to h̃ via reset gate (r). The output of h is connected to itself via z. The
output (OUT ) is obtained from h.

A single image input to the neural network is not sufficient if there is dazzle lighting, par-
tial or complete occlusion. For example, consider two vehicles ahead of the ego vehicle and
perform the overtaking operations; during the operation, the lane lines are not visible due to
complete occlusion. During this, the lanes will be impossible to detect, and the vehicle might
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Figure 3-3: Gated Recurrent Unit [10]

lose control. Over-exposure of the camera to the sun’s light can also cause the lane lines to
be invisible. Hence, there is a need to include temporal information from more than a single
image in the neural network to infer the lane lines.

3-3 Baseline Neural Network

The baseline neural network is a skeletal network used to implement a simple and straight-
forward deep learning based method to extract the lanes. Towards this, two methods are
considered initially. The lane pixel classification task and lane location prediction task. The-
oretically, any number of lanes can be detected via classification. However, when predicting
the lane locations as a set of values from the neural network, the number of values that can
be predicted is fixed. Considering the adaptivity to different road conditions and the gener-
alizability of the network, a classification network is considered. In this network, the image
is downsampled for feature extraction and upsampled for pixel-wise classification.

The aim of the baseline network is to build a network with all basic entities needed for lane
detection. The network should be capable of accepting RGB images and outputting an image
containing lane lines. UNet network is considered as the baseline neural network. It is a small
fully convolutional network with skip connections and requires less samples [39]. The UNet
architecture is visualized in Figure 3-4

UNet architecture contains an encoder-decoder structure. The encoder contains a series of
downsizing blocks. The downsizing blocks contain convolution and max-pooling layers which
downsize the images from the input image of size [256×128]. A downsizing block is visualized
in Figure 3-5. Information in the image is encoded in each downsizing layer and meaningful
information such as road, vehicles, and environment are extracted in the first layer. Subse-
quently, the structural elements such as lines, complex shapes are extracted in the next layers
[39].

Master of Science Thesis Sandeep Patil



28 Lane Detection Methodology

Figure 3-4: UNet Architecture [39]

Figure 3-5: Downsizing block of UNet architecture

The output from the last downsized layer is then passed to the decoder which upsizes the im-
age and infers relevant information to detect lane lines. There are four upsizing layers which
contain a series of bilinear upsampling layers and convolution layers. The final layer outputs
the lane lines with the original image size. Skip connections are used after each downsizing
layer and before the corresponding upsizing layer. The upsizing layer is visualized in Figure 3-6

3-4 Spatio - Temporal Attention Model

Long Short Term Memory (LSTM) and Gated Recurrent Unit (GRU) based temporal meth-
ods use hidden units, input gates, forget gate, and update gate to capture information over
time. However, due to the fixed memory of hidden units, these methods are capable of learn-
ing from a fixed length of image sequence[4]. Also, LSTM/GRU methods do not explicitly
place importance on one-(part) of the input over the others. Consider the example frames
collected under the tvtLane dataset as shown in Figure 3-7.
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Figure 3-6: Upsizing block of UNet architecture

Figure 3-7: Example frames collected under tvtLane dataset as a part of TuSimple dataset[48]

An occlusion is caused by the overbridge over the lane lines in the last three frames (Fig-
ure3-7). The first two frames from the left provide most of the relevant information to detect
lane lines. LSTM/GRU methods having three hidden units may not be able to produce lane
detection in the last three frames. Even when a LSTM module having five hidden units is
used. The results may not be as accurate as just using the first two frames. This is because
the LSTM/GRU methods do not use explicit weights to decide the importance of the input
images. Hence, there is a need for a method to learn longer temporal information dependecies
between input frames and place importance over relevant images.

Cognitive attention is the ability to focus on one thing and ignore other things. A neural
network can be used to mimic cognitive attention. A novel attention method is proposed
in which an attention network learns to focus on important parts of the input by assigning
weights to each input and particular parts of the input. In the example mentioned previously,
the attention method can extract important features over a long temporal distance and focus
on relevant features without any limit. Attention model uses the hidden output produced by
a temporal feature extractor such as LSTM/GRU’s.

Hidden outputs of a previous time are multiplied with the input of the current time step.
Since the LSTM/GRU’s tend to better represent the input, the hidden unit can focus around
the features of the current input. The hidden output of the previous time step and the input
at the current time step can be combined using a set of weights. An activation of these
weights can then be obtained to learn which image-(part) is important. A sum of the product
of weights and input images can be obtained to extract the important features. These features
can be imported to a temporal feature extractor to obtain the output at the current time
step and the hidden output. Equations 3-16 - 3-21 denote the equations for the attention
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mechanism explained above.

The attention model is applied when the input image sequences are downsized and the features
are extracted by a series of convolution layers. Consider an input vector of features, Output
of downsized convolution Down4, Figure 3-3, Input, xt = {x1, x2, x3, ..., xn}, Hidden vectors,
h = {h1, h2, h3, ..., hn}, then:

xt = (xdown4(t) ∗ kin)(i) (3-16)

zt−1 = Uxt + V ht−1 (3-17)

wt = Pr(Wzt−1|xt) (3-18)

x̄ =
n∑
t=1

wtxt (3-19)

xo, ht−1 = F (x̄, ht−2) (3-20)

xout = (xo ∗ kout)(i) (3-21)

Here, (∗) is the convolution operation over index i. kin and kout are the kernels of size 1× 1
with 1 and 512 channels, respectively. F can either be LSTM/GRU. The learnable weights
U, V, W can be a variable of size 1 × 1 or a vector of size of input (8 × 16) which can be
represented as 1× 128 or a fully connected layer of size 1× 128.

3-4-1 Temporal Attention Model

In the temporal attention model, the learnable weights U, V, W in Equations 3-16 - 3-21 are
constants. These constants place importance over a particular input. The importance of each
image is measured by a probability value of constant. Figure 3-8 represents the temporal
attention model.

Figure 3-8: Temporal attention model
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3-4-2 Spatio Temporal Attention Model

The spatio - temporal attention model has three learnable weight matrices of size 8 × 16.
Each weight matrix is multiplied with the input feature matrix, the previous hidden output,
and the attention output of the current step. The attention model learns the importance of
the individual pixel with the weights and hidden layer without the knowledge of neighbouring
pixels. Figure 3-9 represents the spatio temporal attention model.

Figure 3-9: Spatio temporal attention model

3-4-3 Spatio Temporal Attention Model with Fully Connected Layers

The spatio temporal attention model with fully connected layers is similar to the spatio
temporal attention model. However, each learnable weight is multiplied with all values of
the input feature matrix as shown in Figure 3-10 below. The idea here is to extract spatial
dependencies between the pixels in the same image while extracting temporal features. Figure
3-10 represents the spatio temporal attention model with fully connected layers.

Figure 3-10: Spatio temporal fully connected attention model

Detailed network architecture parameters are shown in Table 3-1. The attention model is
implemented after the fourth down-layer and before the first up-layer. The attention model
is modular in nature and can be used with other network architectures such as SegNet and
Fully convolutional network [27].
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Table 3-1: Detailed architecture parameters of UNet with attention layer
*Layer 1-1, 1-2, 1-3: Learnable Constant or Learnable array or fully connected layer

Layer Input Output Kernel Stride Pad Activation

Inconv
Conv 1-1 3X128X256 64X128X256 3x3 1 1 ReLU
Conv 1-2 64X128X256 64X128X256 3x3 1 1 ReLU
MaxPool 64X128X256 64X64x128 3x3 2

Down 1
Conv 2-1 64x64x128 64X64x128 3x3 1 1 ReLU
Conv 2-2 64X64x128 128X64x128 3x3 1 1 ReLU
MaxPool 128X64x128 128X32x64 3x3 2

Down 2
Conv 3-1 128X32x64 128X32x64 3x3 1 1 ReLU
Conv 3-2 128X32x64 256X32x64 3x3 1 1 ReLU
MaxPool 256X32x64 256X16x32 3x3 2

Down 3
Conv 4-1 256X16x32 256X16x32 3x3 1 1 ReLU
Conv 4-2 256X16x32 512X16x32 3x3 1 1 ReLU
MaxPool 512X16x32 512X8x16 3x3 2

Down 4 Conv 5-1 512X8x16 512X8x16 3x3 1 1 ReLU
Conv 5-2 512X8x16 512X8x16 3x3 1 1 ReLU

Attention

Conv 6-1 512X8x16 1x8x16 1x1 1
*Layer 1-1 1x128 1x128
*Layer 1-2 1x128 1x128
*Layer 1-3 1x128 1x128
LSTM 128 128

Conv 6-2 1x8x16 512x8x16 1x1 1

Up 1
Bilinear Upsampling 512x8x16 512X16x32 2x2 2

Conv 7-1 1024X16x32 256X16x32 3x3 1 1 ReLU
Conv 7-2 256X16x32 256X16x32 3x3 1 1 ReLU

Up 2 Bilinear Upsampling 256X16x32 256X32x64 2x2 2
Conv 8-1 512X32x64 128X32x64 3x3 1 1 ReLU
Conv 8-2 128X32x64 128X32x64 3x3 1 1 ReLU

Up 3 Bilinear Upsampling 128X32x64 128X64x128 2x2 2
Conv 9-1 256X64x128 64X64x128 3x3 1 1 ReLU
Conv 9-2 64X64x128 64X64x128 3x3 1 1 ReLU

Up 4 Bilinear Upsampling 64X64x128 64X128x256 2x2 2
Conv 10-1 128X128x256 64X128x256 3x3 1 1 ReLU
Conv 10-2 64X128x256 64X128x256 3x3 1 1 ReLU

3-5 Reduction of False Postives

The number of false positives are an important metric in the case of lane detection. False
positives can essentially cause an abrupt change in the lane. This can cause discomfort to the
passengers of the vehicle or the failure of the semi-/autonomous vehicle systems [29]. One of
the main causes for the increase in the false positives, lack of features or information in the
network which causes the network to make poor generalization and prediction.

Sandeep Patil Master of Science Thesis



3-5 Reduction of False Postives 33

The lack of information can be attributed to the maxpooling layer. It is used in the network
to downsize the feature maps without learning the operation during the training process and
is computationally less expensive. However, it stores only the max value inside the moving
kernel during operation. Hence, introducing convolutional layers to downsize the image can
be an effective strategy to avoid the loss of information. The convolution layer can also learn
the operation which can help in extracting more meaningful information [41]. The convolution
operation is a sliding kernel operation which is similar to maxpooling layer. An example of
convolution operation in comparison to the maxpooling layer is shown in Figure 3-11. Here,
smaller colored windows represent the kernels of the layers.

Figure 3-11: Example convolution and maxpooling operations

The maxpooling layer in Figure 3-11 (right) stores the values 20, 30, 112, and 37 out of the
other values in the matrix. This can cause the network to generalize poorly. On the other
hand, the convolution operation embeds all values in the matrix Figure 3-11 (left). It is also
easier to replace the maxpooling layer as the operations are similar. The output sizes of the
maxpooling layer and convolution layer given the input size can be calculated as:

output_size = input_size− kernel_size
stride

+ 1 (3-22)

output_size = input_size− kernel_size+ 2 ∗ (padding)
stride

+ 1 (3-23)

Here, Equation 3-22 represent the output size of the max pooling layer for a given kernel
size and stride. Equation 3-23 represent the output size of the convolution operation for a
given kernel size, padding, and stride values. When the padding is zero, the output size of
the convolution operation will be equal to the output size of the maxpooling operation for
the same kernel size and stride. Four maxpooling layers are implemented in the network,
one after each downsampling layer 3-1. Replacing the convolutional operation after the first
downsampling layer can be more effective as shown by Kaiming et al. [15].
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3-6 Training setup

To train the above-mentioned networks, loss function and optimizers are required. A brief
summary and choice of various loss functions, optimizers, and other necessary parameters are
explained further.

3-6-1 Loss Function

A loss function is required to adjust the trainable parameters in the network. Probabilistic loss
and regression losses are two main types of loss functions. Probabilistic losses provide a prob-
ability value of whether a particular pixel in an image belongs to a given label class. Different
types of probabilistic losses include binary cross-entropy loss, categorical cross-entropy loss,
sparse categorical cross-entropy loss, and Kullback-Leibler (KL) divergence loss. Regression
losses predict a numerical value which is an approximation of the true value. Regression loss
examples include mean absolute error, mean squared error, cosine similarity, mean squared
logarithmic error, and many others.

In the lane detection task, the lane image pixels can be classified as either ’lane’ or ’not lane’.
Since there are only two classes, binary cross-entropy loss is considered [16]. Binary cross-
entropy loss is a specialized form of cross-entropy loss which is formulated in the Equation
3-24.

Lbce = − 1
M

M∑
m=1

[ym ∗ log(hθ(xm)) + (1− ym) ∗ log(1− hθ(xm))] (3-24)

where M is number of training examples, ym is target label for training examples m, xm is
the input for training example m, hθ is the model with neural network weights θ. A weighted
binary cross-entropy is used to balance the loss function during training. The weight of 0.02
is chosen for lane class and 1.02 is chosen for not-lane.

3-6-2 Optimizer

To train the network, the weights (θ) of the network needs to be optimized. Loss function Lbce
defined in the previous subsection 3-6-1 is used to optimize the network. Gradient Descent is
a classical method to optimize the weights (parameters). It can be defined as:

θi := θi + ∆θi (3-25)

where

∆θi = −α∂J(θ)
∂θ

(3-26)

Where J(θ) is the Loss function Lbce, θ are the weights of the network, ∆θi is the gradient
at a given step. The most important aspect of gradient descent is that it is continuous and
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differentiable [40].

To optimize millions (13.39 million for UNet baseline model) parameters of the network,
all images from a large dataset are considered in the gradient descent algorithm. This is
especially time consuming and redundant as each update requires going through all data
repetitively. Hence, Stochastic Gradient Descent (SGD) is considered [35]. SGD overcomes
the redundancy by performing gradient calculations on one sample (image). SGD is defined
as:

θ := θ − η∇θJ(θ) (3-27)

SGD fluctuates with high variance and is susceptible to converging at local minima as visu-
alized in figure 3-12 (a) and 3-13 respectively.

Figure 3-12: Fluctuation of SGD without/with momentum[40]

Figure 3-13: Gradient descent over the cost function J(θ)

Hence, a momentum term is added to overcome this. Momentum helps accelerate SGD in
the correct direction and dampens the fluctuation. A fraction (γ) of past gradients is added
to the current update vector. Hence, the parameters are updated as follows.

vt = γvt−1 + η∇θJ(θ) (3-28)
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θi := θi − vt (3-29)

Here vt refers to the momentum term and is usually set to 0.9. The momentum term increases
for weights whose gradients point in the same direction and reduces updates for weights whose
gradients change direction.

Adaptive Moment Estimation (ADAM) stores the exponentially decaying average of past
squared gradients. vt and exponentially decaying average of past gradients mt. The terms
are defined as:

mt = β1mt−1 + (1− β1)gt (3-30)

vt = β2vt−1 + (1− β2)g2
t (3-31)

where mt is the first moment estimate or mean, vt is the second moment estimate or variance.
When mt and vt are initialized as zero vectors, they are biased towards zero. To correct these,
a bias correction term is used.

m̂t = mt

1− βt1
(3-32)

v̂t = vt
1− βt2

(3-33)

Hence, the parameter update can be yielded as:

θt+1 = θ − η√
v̂t + ε

m̂t (3-34)

for β1 and β2 values of 0.9 and 0.999 are proposed by Kingma et al. [22]. Although, SGD is
known to converge to global minima, it can sometimes converge to local minima. An experi-
ment is conducted to measure the difference between ADAM and SGD on the proposed UNet
spatio-temporal based attention network. The network is trained on the tvtLane dataset.
The graph 3-14 shows that SGD tends to settle at local minima and hence does not reach an
optimal minimum. The SGD based method reaches 97.5% and ADAM based method reaches
97.80% validation accuracy under the same settings, and the validation accuracy curve of
ADAM is much smoother in comparison with SGD, which denotes stability. The ADAM
optimizer is used to train subsequent models.
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Figure 3-14: Validation accuracy of UNet spatio-temporal attention based network trained on
tvtLane dataset using Adam/SGD
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Chapter 4

Experiments and Results

In this chapter, the lane detection datasets that are used in the training of the proposed
networks are explained. Experimentation details of various methodologies (Chapter 3) are
discussed in detail and the results are presented.

4-1 Lane Detection Datasets

Large-scale open-source datasets are often necessary to train deep learning networks. This is
because deep neural networks have a high number of training parameters. There are many
datasets available for lane detection tasks, and more datasets are being added. Some of the
large-scale datasets such as TuSimple, LLAMAS, and tvtLane datasets are discussed below,
and the performance of state-of-the-art networks on these datasets.

4-1-1 TuSimple Dataset

TuSimple dataset contains 7000 one-second long video clips of 20 frames each. The training
set contains 3626 video clips with 3626 annotated frames. The view direction of the camera
is close to the driving direction. Polylines are used for lane markings. The maximum number
of lane markings in any given frame is 5. However, in most frames there are 4 lane markings.
The extra lane marking is used during the lane changing operations. The lanes are around
the center of sight, which is essential for autonomous cars. Accuracy is used as the main
method to evaluate the deep learning method [12]. The location of the recorded images is
not available. An example of the TuSimple dataset is shown in the Figure 4-1.
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Figure 4-1: Example of the TuSimple dataset along with the lane markings [12]

4-1-2 tvtDataset

tvtlane dataset combines TuSimple dataset images and rural roads’ images of China [48]. A
set of 20 consecutive images are stored as a sequence. The resolution of images is 128× 256.
The data distribution of the training and test set is shown in the Table 4-1. The images in
the training set are flipped and rotated in three degrees to obtain the augmented dataset and
are labelled as "f" and "3d" respectively, in the dataset. A total of 38.192 images are created
from 19.096 recorded images.

Table 4-1: Distribution of training and test dataset in tvtDataset [48]

TuSimple(highway) labelled images Rural road images Total
Train dataset 7252 2296 9548
Test dataset 540 728 1268

Table 4-2 shows the sampling of images in the sequence of tvtLane dataset with strides 1, 2,
and 3. Different strides of images represent the varying speed of the vehicle.

Table 4-2: Image samples in tvtLane training set [48]

Stride Sampled frames Labelled Image
1 9, 10, 11, 12, 13 13
2 5, 7, 9, 11, 13 13
3 1, 4, 7 ,11, 13 13
1 16, 17, 18, 19, 20 20
2 12, 14, 16, 18, 20 20
3 8, 11, 14, 17, 20 20

Two test sets are created, the first test set is used to test the overall performance of the
network, and the second test set is created to test the robustness of the network. In the first
test set, there are 540 sequences and every 13th and 20th image is labelled. The second test
set consists of 12 types of hard scenes which are labelled.
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The authors suggest the usage of accuracy and F1-measure as the evaluation metrics for the
dataset. An example of the tvtlane dataset image and the corresponding ground truth is
visualized in Figures 4-2 and 4-3.

Figure 4-2: Example of the tvtlane dataset image [48]

Figure 4-3: Example of the tvtlane dataset ground truth [48]

4-1-3 LLAMAS dataset

The LLAMAS dataset is an unsupervised lane marker dataset consisting of 100.042 images
with labeled lane markers. The dataset is collected by Bosch, United States [6]. Human effort
is used only in collecting lidar and camera data and to remove faulty images. Both lidar and
camera data are collected and optimized to generate the lane detection labels. The recording
mainly consists of 14 highways and around 25 km in each of the highways. The resolution of
the greyscale images is 1280×717. The dataset is divided into 58.269 training images, 20.844
validation images, and 20.929 testing images. The labels contain 2D, 3D dashed lines which
are pixel level lane associations. Behrendt et al. suggest average precision (AP) for binary
segmentation on a per-pixel basis [6]. An example of the LLAMAS dataset is observed in
Figure 4-4.
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Figure 4-4: Example of the Llamas dataset[6]

Table 4-3 show the dataset training samples of LLAMAS dataset used in training. The
training dataset consists of both the sampled frames and the total number of training samples
in LLAMAS dataset is 101,149 image sequences.

Table 4-3: Image samples in LLAMAS dataset

Stride Sampled frames Labelled Image No. of train samples
1 1, 2, 3, 4, 5 5 46000
1 2,4,7,11,16 16 58149

Table 4-4 shows the number of images in each dataset, the resolution of each image, and
the road type in the three datasets under consideration. The images in higher resolution are
downsized to 128× 256 before training the network.

Table 4-4: Summary of different lane detection datasets

Dataset Number of images Resolution Road-type
TuSimple 13.200 1280x720 Highway
LLAMAS 100.042 1276x717 Highway
tvtLane 38.192 128x256 Highway and rural

4-2 Evaluation Metrics

To assess the network capability in performing the lane detection task on an unseen dataset,
evaluation metrics are useful. Lane detection tasks are evaluated mainly through metrics such
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as accuracy, F1-measure, and Average Precision. These metrics are discussed below in detail.

4-2-1 Accuracy

The performance metric for TuSimple and tvtLane dataset is accuracy. Accuracy is defined
as the ratio of true predictions among the total number of outputs.

Accuracy = (TP + TN)
(TP + TN + FP + FN) (4-1)

where, TP = True positive, TN = True negative, FP = False postive, FN = False negative

4-2-2 F1-measure

The performance metric for the tvtLane dataset is F1-measure. Precision and recall are the
building blocks of F1-measure. The union of the correctly predicted lane pixels, given that
the labels are true positives. The union of incorrectly predicted lane pixels, given that labels
are counted as false positives.

A certain threshold is set for these unions, above which the predictions are viewed as the
predictive value of a particular class. The general F-measure is given as:

F −measure = (1 + β2) Precision ∗Recall
β2 ∗ (Precision+Recall) (4-2)

where precision and recall are given as:

precision = TP

TP + FP
(4-3)

recall = TP

TP + FN
(4-4)

Where TP = True positives of lane class, TN = True negatives of non-lane class, FP = False
positives of lane class, FN = False negatives of non-lane class. When β = 1 in Equation 4-2, it
is known as F1-measure which is the harmonic mean of precision and recall values. Equation
4-5 represents F1-measure.

F1−measure = Precision ∗Recall
Precision+Recall

(4-5)
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4-2-3 Average Precision (AP)

The performances for LLAMAS dataset are evaluated by average precision. Average precision
(AP) is the average of precision over recall values between 0 and 1 [9]. Equation 4-6 represent
the average precision.

AP =
U∑
p=1

(
V+1∑
q=1

(Precisionp ∗∆Recallq)) (4-6)

where ∆Recall is the difference between two consecutive values of recall. Recall0 is set to 0,
Precision0 is set to 1 and variable V is set to 100 [47].

4-2-4 General setting of Training

The neural network trainings are carried out on LISA computing service provided by SURF.
LISA computing service has LINUX based machines with NVIDIA GTX 2080Ti GPU clusters
with high volume and high speed scratch drive. The network is trained using only one 2080Ti
gpu as the other combinations did not yield better accuracy during training and testing.

Stochastic Gradient Descent (SGD) and Adaptive Moment estimation (ADAM) optimizers
are considered during the training purposes. To converge to the global minimal loss solution
for the complex mapping function of the neural network, a step-based learning rate is used.
After each epoch, the learning rate is reduced, lrnext = lrprev∗gamma, where gamma ∈ {0, 1}.
Having a constant learning rate causes the complex mapping function of the neural network
to reach a suboptimal local minimum loss. Plot 4-5 shows the decrease in learning rate over
each epoch.

The parameter setting for the experiments is shown in Table 4-5

Table 4-5: Training paramters for neural networks

Training Parameters Value
Stochstic Gradient Descent (SGD) momentum=0.9, learning rate=0.01
Adaptive Moment (ADAM) learning_rate=0.01
Learning rate step (StepLR) Step_size=1 epoch, gamma=0.9
Binary weighted cross-entropy class weights = {0.02 (not-lane), 1.02 (lane)}
Batch size 16

4-3 Experiments

In this section, the network details and experimental methods of baseline network, UNet tem-
poral attention network, UNet spatio-temporal attention network, and UNet spatio-temporal
attention network with fully connected layer. Moreover, the experiments are conducted us-
ing tvtLane dataset as it is a large dataset with various challenging scenarios compared to
TuSimple and LLAMAS dataset. The networks performing well on the tvtLane dataset are

Sandeep Patil Master of Science Thesis



4-3 Experiments 45

Figure 4-5: Plot illustrating learning rate decrease over epochs

also experimented on the TuSimple dataset and the LLAMAS dataset. The results of these
experiments are elaborated in section 4-4

4-3-1 Experiment 1

In this experiment, the baseline architecture, which is an encoder-decoder based UNet ar-
chitecture as discussed in section 3-3 is conducted. This network is used as a benchmark
to compare with the variants of UNet attention-based methods. This network is trained for
40 epochs on the tvtLane dataset, beyond which the validation accuracy converged to a sin-
gle value. Accuracy, precision, recall, and F1-measure are used as metrics to evaluate the
network. The network is visualized in Figure 4-6.

4-3-2 Experiment 2

In this experiment, temporal-based attention model is implemented. The attention model is
placed after the fourth downlayer. The layers ’Down 1’ to ’Down 4’ process the images in
sequence and are input to the attention model. The input in the attention model is multiplied
with a constant value Ci and the hidden input from the previous time step is multiplied with
a constant value Ch, these values are combined and mutilpied with a constatn value Ca to
obtain the attention weights. The output feature map from the attention model is then
upsampled through layers ’Up 1’ to ’Up 4’. The network is visualized in Figure 4-7.

The network is trained for 35 epochs until the validation accuracies do not change in value.
Figure 4-8 shows the validation accuracy against the number of epochs (number of single
passes through the entire dataset) of the network during training.
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Figure 4-6: Baseline UNet network

Figure 4-7: UNet temporal attention network
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Figure 4-8: Validation accuracy during training of UNet temporal attention network

4-3-3 Experiment 3

In this experiment, a spatio-temporal-based attention model is implemented. The attention
model is placed between the fourth downsampling layer and the first upsampling layer. The
layers ’Down 1’ to ’Down 4’ process the images in sequence and are input to the attention
model. The input, the hidden input from the previous time step, and the combined values of
input and hidden values in the attention model are multiplied with a matrix of size 8 × 16
to obtain the attention weights. The output feature map from the attention model is then
upsampled through layers ’Up 1’ to ’Up 4’. The network is visualized in Figure 4-9.

The network is trained for 35 epochs until the validation accuracy does not change in value.
The Figure 4-10 shows the validation accuracy against the number of epochs (number of single
passes through the entire dataset) of the network during training.
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Figure 4-9: UNet spatio-temporal attention network

Figure 4-10: Validation accuracy during training of UNet spatio-temporal network

4-3-4 Experiment 4

In this experiment, UNet spatio temporal fully connected attention network is implemented.
The attention model is placed after the fourth downlayer. The layers ’Down 1’ to ’Down
4’ process the images in sequence and are input to the attention model. The input, hidden
input from the previous time step and the combined outputs of input and hidden values in
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the attention model are multiplied with a fully connected vector of size 1 × 128 to obtain
the attention weights. The output feature map from the attention model is then upsampled
through layers ’Up 1’ to ’Up 4’. The network is visualized in Figure 4-11.

Figure 4-11: UNet spatio-temporal attention network with Fully connected layers

The network is trained for 35 epochs until the validation accuracies do not change in value.
The Figure 4-12 shows the validation accuracy against the number of epochs (number of single
passes through the entire dataset) of the network during training.
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Figure 4-12: Validation accuracy of UNet spatio temporal FC attention network during training

4-3-5 Experiment 5

In this experiment, to observe the effect of maxpooling layer in reducing the false positives,
the maxpooling layer in the first downsampling layer is replaced with the convolution layer
with a kernel size of 2 and a stride of 2. UNet spatio temporal FC attention network is trained
on the tvtLane dataset for 35 epochs. Figure 4-13 shows the replacement of the maxpooling
layer in the first downsampling layer of the network. UNet spatio temporal FC attention
network is trained with the replacement. The validation accuracy during training is observed
in the Figure 4-14.

Figure 4-13: Maxpooling layer replaced by the convolution layer at the first downsampling layer
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Figure 4-14: Validation accuracy of UNet spatio temporal FC attention network where, max-
pooling layer is replaced by convolution layer at the first downsampling layer

4-4 Results

The proposed networks in the previous section 4-3 are trained on tvtLane and LLAMAS
datasets independently. These trained networks are evaluated on TuSimple, tvtLane, and
LLAMAS datasets. A qualitative analysis on the Netherlands dataset [43] is also carried
out in chapter 5 . Augmented tvtLane dataset has a high number of training samples of
rural, urban, and highway roads, therefore all proposed networks are primarily trained and
evaluated on tvtLane dataset. A few of the best models are then trained/evaluated on other
datasets. The evaluation metrics of the proposed networks are compared with state-of-the-art
networks and the results are presented below.

4-4-1 Results on tvtLane dataset

Evaluation metrics on the tvtLane test dataset 1 include accuracy, precision, recall, and
F1-measure, and the evaluation metrics on tvtLane dataset 2 include precision scores. The
evaluation metrics of the proposed network in comparison with the baseline network and other
state-of-the-art methods are shown in Table 4-6 and Table 4-7.

In the case of tvtLane test dataset 1, UNet spatio temporal attention network shows the
best overall performance with the highest precision score and F1-measure. This network
has higher test accuracy compared to state-of-the-art networks and comparable recall value.
Precision value is an indicator of false positives. Higher precision scores indicate lower false
positives. The proposed network is able to reduce false positives for tvtLane dataset. The
UNet spatio temporal attention with the first maxpooling layer replaced with the convolution
layer achieves a high recall but does not produce a significant improvement over the other
proposed networks in terms of precision. Hence, introducing a convolution layer for down-
sampling is not effective in the proposed network. A detailed analysis of tvtLane test datasets
1 and 2 are explained in chapter 5.
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Table 4-6: Performance on tvtLane dataset 1
* proposed networks,
**UNet spatio temporal attention FC network with first maxpooling layer replaced with convolu-
tional layer

Network Accuracy (%) Precision Recall F1-measure
Baseline network 98.0770 0.8807 0.9159 0.8979
SegNet[48] 96.9300 0.7960 0.9620 0.8710
UNet ConvLSTM[48] 97.9428 0.8525 0.9502 0.8987
SegNet ConvLSTM[48] 97.7800 0.8520 0.9640 0.9010
UNet temporal Attention* 98.0800 0.8771 0.9365 0.9058
UNet Attention w/ conv layer** 97.9871 0.8653 0.9409 0.9015
UNet spatio temporal Attention* 98.1443 0.8873 0.9356 0.9108
UNet spatio temporal FC Attention* 98.1816 0.8831 0.9359 0.9088

Table 4-7: Precision score of networks tested on tvtLane dataset 2
* proposed UNet based networks

Network 1-curve
& occlude 2-shadow 3-bright 4-occlude 5-curve 6-dirty

& occlude
Baseline network 0.7018 0.7441 0.6717 0.6517 0.7443 0.3994
SegNet 0.6810 0.7067 0.5987 0.5132 0.7738 0.2431
UNet_ConvLSTM 0.7591 0.8292 0.7971 0.6509 0.8845 0.4513
SegNet_ConvLSTM 0.6545 0.6937 0.5748 0.5405 0.7385 0.2846
temporal Attention* 0.7938 0.8743 0.8013 0.7014 0.8894 0.5215
spatio temporal Attention* 0.8430 0.8909 0.7732 0.5740 0.8322 0.4692
spatio temporal FC Attention* 0.8239 0.8782 0.7646 0.7031 0.8871 0.5295

7-urban 8-blur
& curve 9-blur 10-shadow 11-tunnel 12-dim

Baseline network 0.4422 0.7612 0.8523 0.7881 0.7009 0.5968
SegNet 0.3195 0.6642 0.7091 0.7499 0.6225 0.6463
UNet_ConvLSTM 0.5148 0.8290 0.9484 0.9358 0.7926 0.8402
SegNet_ConvLSTM 0.2885 0.5774 0.6868 0.7584 0.6978 0.7395
temporal Attention* 0.4935 0.8290 0.8517 0.9286 0.7516 0.8218
spatio temporal Attention* 0.4567 0.8358 0.8090 0.9244 0.78931 0.8046
spatio temporal FC Attention* 0.4848 0.7354 0.9023 0.9395 0.8794 0.7542

In the case of tvtLane dataset 2, there are 12 challenging scenarios which include occlusion,
shadow, dirty, rural, and urban roads. UNet spatio temporal network performs better in
curve, occluded, shadow, and blurred roads than other methods compared. In most other
scenarios, both UNet temporal attention and UNet spatio temporal FC attention networks
perform better or similar to state-of-the-art networks. Figure 4-15 shows samples of tvtLane
test datasets 1 and 2. UNet spatio temporal FC attention network predicts lanes which are
closest to the ground truth and UNet spatio temporal network predicts an extra correct lane
in most cases.
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Figure 4-15: Sample results on tvtLane testdataset 1 and 2. (a) Input images (b) ground
truths (c) UNet-ConvLSTM [48] (d) UNet spatio temporal attention network (e) UNet temporal
attention network (f) Unet spatio temporal FC attention network

4-4-2 Results on TuSimple dataset

Evaluation of all proposed networks on metrics such as accuracy, precision, recall, and F1-
measure using TuSimple dataset is carried out. Table 4-8 compares the evaluation metrics of
all proposed networks with state-of-the-art networks along with the number of parameters in
each of the networks. The UNet spatio temporal FC attention network performs better than
all other networks in comparison of accuracy and precision. It also attains comparable results
in recall and F1-measure. Number of parameters (in millions) in Table 4-8, is an indication
of the computation requirement of the network. Lower number of parameters indicates that
the network requires lesser computation time and resources. All proposed networks have a
significantly less number of parameters while performing better than other networks. The
predicted lanes by all proposed networks in comparison with UNet-ConvLSTM by Zou et al.
on TuSimple dataset are observed in Figure 4-16 [48]. Although only four lanes are marked
in the rightmost ground truth frame in Figure 4-16, the UNet spatio temporal FC attention
network is able to detect upto 6 lane lines in the frame.
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Table 4-8: Performance comparison of proposed networks with state-of-the-art networks on TuSimple Dataset
*proposed networks
**average value calculated by two values from test accuracy [48]

Network Accuracy Precision Recall F1-measure Params (M)

PINET(64x32)[23] 97.6200 0.8470 0.8950 0.8710 17.9
Res18-Qin[36] 96.9000 0.6300 0.6910 0.6590 58.4
Res34-Qin[36] 96.8900 0.6370 0.7010 0.6680 98.9
SCNN[34] 96.7900 0.6540 0.8080 0.7220 76.9
LaneNet 97.9400 0.8750 0.9270 0.9010 78.8
SegNet[32] 96.0450 0.7300 0.9810 0.8380 117.9
SegNet ConvLSTM ** 97.9550 0.8520 0.9640 0.9010 268.9
Baseline network 97.9600 0.8640 0.9550 0.9080 5.0
Unet double ConvGRU[47] 98.0400 0.8735 0.9525 0.9113 13.4
UNetConvLSTM[48] 97.9323 0.8623 0.9192 0.8898 204.6
UNet temporal Attention* 98.0500 0.8759 0.9233 0.8990 13.5
UNet spatio temporal Attention* 98.1383 0.8809 0.9245 0.9022 13.5
UNet spatio temporal FC Attention* 98.2078 0.8861 0.9503 0.8956 13.6

Figure 4-16: TuSimple results on (a)Input images (b) ground truths (c) UNet-ConvLSTM [48] (d)UNet spatio
temporal attention network (e) UNet temporal attention network (f)Unet spatio temporal FC attention network

4-4-3 Results on LLAMAS dataset

Evaluation metrics for LLAMAS dataset are Average Precision (AP), corner precision, and
corner recall. Overall, UNet spatio temporal network performed better in comparison with
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other proposed networks. Hence, it is used to train and evaluate on LLAMAS dataset. Table
4-9 shows the results of UNet spatio temporal attention network in comparison with state-of-
the-art networks. The proposed network performs best in corner recall, which is an indication
of a lower number of false negatives and has a comparable average precision. However, the
lower corner precision indicates that there are a higher number of false positives. A possible
explanation for the low corner precision is given in section 5-1.

Table 4-9: Performance comparison of proposed networks with state-of-the-art networks on LLAMAS Dataset
*proposed network

Model Average Precision (AP) Corner Precision Corner Recall
UNet double ConvGRU [47] 0.8519 0.6162 0.6163
SegNet ConvLSTM[48] 0.8500 0.5487 0.6839
UNet ConvLSTM[48] 0.8510 0.5857 0.6558
UNet spatio temporal attenion* 0.8028 0.3246 0.7183

The predicted lanes by UNet spatio temporal attention network are visualized in Figure 4-17.
In all the top frames, the predicted lane lines are shown in red color and in all bottom frames,
only the predicted lane lines are visualized. Visually, there are very few false positives and
the lane lines appear to be predicted accurately.

Figure 4-17: LLAMAS detection results on UNet spatio temporal attention network
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Chapter 5

Discussion and Conclusion

The thesis aims at improving the lane detection and reducing the number of false positive lane
detection. Towards this, the current state-of-the-art methods were studied and gaps in the
research were found and are presented in Chapter 1 and 2. To address these research gaps,
novel sequence-to-sequence-based methods are proposed in Chapter 3 with the objective to
capture relevant information over an image sequence. Experiments were conducted to evaluate
the effectiveness of the proposed algorithms in comparison with the existing methods and the
results are presented in Chapter 4. These results are explained, the effectiveness of the
proposed methods, and the problems faced during the experiments are discussed. A future
recommendation is given.

5-1 Discussion

Lane line prediction results between the baseline network and all proposed networks are
compared in Figure 5-1. The baseline network (Figure 3-4) is able to produce lane lines
with tvtLane dataset 2. However, in the leftmost and the rightmost frame (Figure 5-1), the
baseline network is not able to predict the lane lines in the shadow region. However, all
proposed networks are able to make predictions in such scenarios. Due to the occlusion in the
second frame from left (Figure 5-1), the baseline network is not able to recognize the lane line.
In the third and fourth frame from the left (Figure 5-1), due to the less bright environment
and blur, the baseline network is not able to make correct predictions.
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Figure 5-1: (a)Input images (b) Ground truths (c)Predicted lanes for UNet baseline network
tested on tvtLane dataset-2 (d) UNet spatio temporal attention network (e) UNet temporal
attention network (f) Unet spatio temporal FC attention network

However, all proposed networks take advantage in terms of two main aspects (1) Sequence
based image input, (2) Ability to focus on relevant images. When compared to UNet baseline
architecture, there is an improvement in the precision metrics on the tvtLane dataset 2
observed in Table 4-7.

The UNet spatio temporal attention network is an upgraded version of UNet temporal
attention-based network, where the weights of the attention module are replaced with a
learnable matrix of size of the input feature map (Figure 3-8 and 3-9). These weights can
focus on both important feature maps (image) and the specific segments of the feature maps.
Through this, more meaningful relationships can be learnt between the images in the sequence.
In Figure 5-1, UNet spatio temporal attention network is able to produce smoother lane lines
compared to UNet temporal attention network, observed in the first and third frames from left.

UNet spatio temporal FC attention network is similar to UNet spatio temporal attention-
based network where the attention matrices are replaced by fully connected matrices (Figure
3-9 and 3-10). Here, all input pixels are connected to all output pixels. The fully connected
matrices establish the relation between pixels in the given feature map. Hence, the network
should be able to learn the intraframe dependencies and the continuous nature of the lane
lines. Figure 5-1 shows the predicted lane lines in the images. The lane lines observed here
are continuous and there are improvements in the predictions compared to the earlier.

UNet-ConvLSTM network proposed by Zou et al. has a very high test-accuracy of 97.91%,
and F1-measure of 0.7114. It is compared with the UNet spatio temporal fully connected
attenion network. In Figure 5-2, (a) represents the sequence of lane detection images from
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UNet-ConvLSTM. The convLSTM module is not able to focus on the middle lane line on the
road in frames 2 & 3. Although frame 1 consists of a partially detected middle lane line, the
model is not able to construct a temporal relationship between frames 1-3. Comparatively,
Figure 5-2 (b) represents the sequence of lane detection images from the proposed UNet
spatio-temporal attention-based model. The attention module is able to focus on the middle
lane lines in all frames and produces a favourable result. There is continuity from the end
of lane in the first frame to the beginning of the second frame. Hence, the attention-based
network is effective in extracting spatio-temporal information.

Figure 5-2: Comparison of lane detection from UNet ConvLSTM[48] and proposed UNet Spatio-
Temporal FC Attention network

The UNet spatio temporal attention network produces high recall values but low corner
precision values on the LLAMAS test dataset. This indicates that the network has low false
negatives and high false positives in comparison to state-of-the-art networks (Table 4-9). One
reason for the low corner precision values is the preprocessing of LLAMAS dataset for training
the proposed network. Figure 5-3 shows the original image and two types of downsized
images. The original image with resolution of 1276× 717 is downsized to 256× 128. During
the operation, the lane line values are lowered as a part of the averaging method. This causes
the lane lines to be less visible in the left downsized image. During training, the network
is unable to learn these lane lines. To overcome this, the lane line values are binarized and
scaled to 255, which creates jagged lane lines as shown in the right downsized image. The
network is able to learn these lane lines, but does not produce optimal results.
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Figure 5-3: Sample of original llamas dataset (top) and downsized images (bottom)

The UNet spatio temporal attention network trained on the LLAMAS dataset is used to test
qualitatively on the Netherlands dataset. The Netherlands dataset is a collection of video clips
of highways of the Netherlands by Vos et al.[43]. The video clips are of 1920×1080 resolution
and are captured from the vehicle traversing at a speed of 100km/h. The detection on the
Netherlands dataset is shown in Figure 5-4. Observing the input images and lane predicted
images, the lane lines are in appropriate positions visually. This can be attributed to the good
generalizability and robustness of the network. False negatives exist in the second image
from the left in Figure 5-4. The third, fourth, and fifth lane prediction images in Figure
5-4 have incomplete predictions for the right lane. These shortcomings can be attributed
to a different distribution of training data in the LLAMAS dataset in comparison to the
Netherlands dataset. With the help of transfer learning methods [33], the network should be
able to adapt to the Netherlands dataset very well.

Figure 5-4: Prediction of netherlands highway lanes using UNet spatio temporal attention net-
work
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5-2 Conclusion

In this thesis, an attempt to intuitively predict lanes in a sequence of images and reduce false
positives is made. The current methodologies do not have the ability to focus on relevant
images and important features in an image. This has been addressed by introducing spatio
temporal attention networks.

To show the effectiveness of all proposed networks, five experiments were conducted. A
baseline UNet network is extended with the attention module to create a UNet temporal
attention network, UNet spatio temporal attention network, and UNet spatio temporal FC
attention network. The proposed networks are trained on tvtLane and LLAMAS datasets
and evaluated on tvtLane, TuSimple, LLAMAS, and the Netherlands dataset. Replacing the
maxpooling layer with the convolution layer did not decrease the overall reduction in false
positives. UNet spatio temporal attention network has an outstanding performance which is
better than all networks in comparison. Increase in parameters is very small compared to
the baseline network and other networks. The predicted lane images of the attention-based
networks clearly show the importance of understanding the context in the image by the ability
to focus.

5-3 Recommendation

Lane detection is a fundamental task for vehicles. Hence, a robust method which can adapt
to all driving conditions, is adaptable and accurate is necessary. Towards this, some future
recommendations are elaborated below. Recommendations include both the network archi-
tecture and datasets.

The proposed networks are trained and tested on an image sequence length of 5. Testing with
higher number of images in the sequence can be beneficial in generalizability and improvement
in accuracy of the network. Moreover, training the network with different intervals between
the images in the sequence can simulate fast or slow driving conditions. The proposed net-
work already can accept varying length sequences with different intervals between the images.
It needs to be extensively tested for generalizability.

The attention modules proposed are implemented after the fourth downsampling layer and
the first upsampling layer (Table 3-1). The attention layer can also be placed between differ-
ent layers such as downsampling layers one and two, or downsampling layers two and three.
Although the number of parameters of the network can increase due to the higher feature
map sizes in these layers, the effectiveness of implementing the attention modules in these
places should be tested.

Due to the network’s architectural constraints, the upsampling layer heavily depends on the
last image in the sequence. Sometimes the last image in the sequence may not have the
relevant features needed to detect the lane lines. Hence, the network architecture should be
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altered to upsample the image with the most relevant features.

The Netherlands dataset has been qualitatively assessed using UNet spatio temporal attention
network. This dataset should be quantitatively assessed by labelling it. The network can also
be tested on other lane detection datasets such as CULane, BDD100k to assess the robustness
of the network.
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