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Abstract

The Internet of Things (IoT) is producing sig-
nificant amounts of data. Protecting this data
from adversaries is therefore a prominent field
of research. This paper conducts a review of
the current state-of-the-art in the field of IoT
integrated with Blockchain (BC) and Machine
Learning (ML). The review focuses on the use of
privacy and performance metrics to evaluate the
effectiveness of these latest solutions. We first
provide an overview of related works to have an
understanding of what has been done. Then,
we present five important privacy and perfor-
mance metrics that have been used in the re-
view. We then provide a detailed evaluation
of state-of-the-art solutions. Finally, we iden-
tify and present open problems that need to be
addressed in the form of future research direc-
tions. This paper provides valuable insights for
researchers interested in improving privacy and
performance in IoT applications, and opportu-
nities for future research.

Keywords—Internet of Things; Blockchain; Machine
Learning; Data Privacy; Performance

1 Introduction

The Internet of Things (IoT) is revolutionizing the IT sec-
tor and is stated to be the next most significant advancement
since the invention of the Internet [1]. As such, IoT is ex-
pected to have a deep economic, commercial and social im-
pact on our lives in the future [2]. It is projected that the IoT
market will grow to approximately 75 billion devices by the
year 2025 [3], resulting in five times more devices in the IoT
market than in 2017.

Due to the growing IoT market, there is a significant in-
crease in the data generated by IoT. The data is considered to
be privacy-sensitive [4], since generated data in ToT (directly
or indirectly) reflects people’s behaviour, interests, lifestyle,
and so forth. As such, protecting data from privacy violations
is a necessity in the field of IoT.

Recent literature has shown that the combination of
Blockchain (BC) and Machine Learning (ML) can improve
the privacy of IoT data. Kumar et al. [5] presented a
Blockchain-enabled Privacy-Preserving Access Control Sys-
tem (BPACS) for IoT data sharing and accessing data using
ML, attempting to improve data integrity and solve data pri-
vacy challenges. Also, Kumar et al. [6] presented an intel-
ligent BC framework that integrates BC with ML techniques
to protect privacy in IoT. This research is promising and is a
step in the right direction.

In this paper, we investigate how the integration of BC
and ML impacts privacy and performance in IoT applica-
tions. We will do so by answering the following research
question: “How do the combination of machine learning and
blockchain impact privacy and performance in loT data man-
agement?”. The final answer will provide valuable insight to

those who want to implement a privacy secure and well per-
forming IoT application. We will first describe the current
privacy- and performance-related issues in IoT data manage-
ment by performing a literature survey of related work in sec-
tion 2.3. Next, we compare the current state-of-the-art work
on this topic in section 3 and critically present their findings.
Finally, we propose the design of a technique that addresses
privacy- and performance-related issues in the current state-
of-the-art techniques. Concretely, this paper provides a sur-
vey on the latest advancements in the field of IoT where BC
and ML techniques are used.

The rest of this paper is structured as follows. In Section
2, we discuss the background information for BC and ML
integrations in IoT data management. Additionally, list the
related work to this research, and present their findings and
potential limitations. In Section 3, we discuss the method
used in this research along with the metrics we will use for
review. Review of the state-of-the-art is done in section 3.2.
A discussion about the state-of-the-art review along with fu-
ture research directions is done in Section 4. Furthermore, in
this section, we briefly mention in what way future research
should be designed. In section 5, we will briefly discuss re-
sponsible research and ethics. Finally, a conclusion is given
in Section 6.

2 Background

It is useful for a reader to understand the related topics to this
research field of study. Therefore, we will discuss the back-
ground of relevant topics in the following sections. The core
of this research is about IoT data management, so we will dis-
cuss its background in section 2.1. Next, we consider BC and
ML integration techniques as they have the potential to both
improve privacy and performance. Therefore, we will pro-
vide the background of such integration techniques in section
2.2. Lastly, in section 2.3 we will present related work done
in the IoT with BC and ML techniques domain.

2.1 IoT data management

IoT describes a group of physical objects that have sensors,
processing capabilities and other technologies in order to
share data amongst a network [7]. This data is shared be-
tween the IoT devices by the use of their networking capa-
bilities. Although the definition IoT has the word internet in
its name, the devices are not necessarily connected to the in-
ternet. It might be that these devices are only connected to a
local network, which is not accessible by the outside world.
The data that is collected on IoT devices is shared, as such
other devices in the same IoT network benefit from having ac-
cess to this data. Oftentimes, this data is transferred through
an IoT hub or gateway to enable other connected devices to
either analyze this data or take action. A visual representation
of the data flow through an IoT system is presented in Fig. 1.

2.2 Blockchain-Machine Learning integration

Understanding Blockchain and Machine Learning integra-
tions (BC-ML) begins with understanding what the individual
components are. Therefore, we will briefly discuss a defini-
tion of both before discussing the integration between them
and IoT.
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Figure 1: Example data flow through an IoT system

Blockchain (BC) is a distributed so-called ledger that is
decentralized among a network. Data is recorded in this
ledger when a consensus is reached by the majority of nodes
in the network. Different consensus algorithms might define
a majority in other ways [8]. Data is recorded in an im-
mutable way without the inference of an authority, which is
useful functionality for a network such as IoT. Since the BC
is distributed among all entities in a network, all entities in
the same network have undeniable access to this data. This
technology is useful for this research area since it can appro-
priately address data privacy in IoT applications. On top of
that, not only data privacy can be addressed by BC technolo-
gies but also user anonymity, with asymmetric cryptography
to secure transactions between users [8]. A potential draw-
back of BC technology is with the fact that data is immutable,
if a participant would want to withdraw it’s data from the net-
work this would be impossible.

Machine Learning (ML) is seen as a subdomain of arti-
ficial intelligence (AI). ML algorithms are able to learn from
input data. Then, these algorithms can provide a sensible re-
sponse on never before seen data, based on the previously
acquired knowledge [9]. ML is often used in 10T networks to
detect adversaries that have joined the network or are attempt-
ing to. Detecting adversaries is valuable in order to prevent
such entities from doing harm to the network. In order for a
ML model to be trained well good data is needed, if this data
is not available the ML technology is limited.

Integration with IoT of BC and ML techniques can be
done in various ways, in order to improve various privacy
and performance issues with IoT networks. A few are listed
below.

1. ToT applications often have issues with secure storage
of data, for which an authority needs to be trusted. BC
can provide a secure and decentralized way to store and
share data, mitigating data risks in IoT applications.

2. Issues exist with scalability in IoT applications due to
protocols that have been implemented [10]. Both BC
and ML are scalable technologies. Implementing such
protocols through the use of these technologies can mit-
igate these problems.

3. In a manufacturing environment with IoT applications,
downtime of equipment can have high impact [11].
Therefore, predictive maintenance is implemented to

prevent downtime. ML models can be trained to im-
prove predictive maintenance when trained on data col-
lected by sensors and devices in the IoT network.

As can be seen, there are both benefits and limitations when
integrating BC with ML in IoT. Literature on this topic should
mention both the positive and the negative impacts of their
proposed solutions.

2.3 Related work

For the related work we have selected surveys that consider
integrations of BC and ML with IoT. For these surveys, we
present what the authors have done, the issues they have iden-
tified and present an objective overview of the work the paper
has done. We also attempt to provide for the relevant works
what is useful for researchers in the same area.

Wu et al. [8] in their paper Deep reinforcement learning
for blockchain in industrial IoT: A survey focus on the ap-
plication of BC technology in the Industrial Internet of Things
(ITIoT) sector. They survey existing literature that proposes
solutions for the IoT and examine how these solutions can be
adapted for the IIoT. This survey is valuable for researchers
in the field of IoT as it provides a deeper understanding of the
security and privacy risks of BC from the perspective of ML,
which is useful in the design of practical BC solutions for
IoT. Lastly, Wu et al. provide a visual representation of how
an IoT network with Deep Reinforcement Learning (DRL)
and BC should look, we provide this representation in Fig. 2.
In their setup device to device (D2D) connections inside of
the factory make use of BC for security of data. Devices that
collect data can train DRL models and provide these trained
models to the network.
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Figure 2: Proposed IIoT network with DRL and BC (Wu, 2021, page
10)

The authors first provide an overview of BC, Deep Learn-
ing (DL), and IIoT and then list the main contributions made
by recent works in the field where DL is combined with BC
for IoT or IIoT solutions. Some useful findings from these
main contributions include proposals to improve node selec-
tion in BC-driven IoT using DL techniques, which aim to



improve performance. Additionally, the authors list contribu-
tions that make use of BC to improve data sharing capabilities
and those that aim to improve the performance of DL.

Furthermore, the authors identify potential risks regard-
ing privacy leakage and pseudonymity when analyzing data
stored on BC ledgers with DL. They discuss performance is-
sues caused by the consensus mechanisms used by BC and
provide an overview of different consensus mechanisms and
how DL affects blockchain privacy. They even touch upon
data storage in BC, as the way data is stored can affect how
well it can be kept private. During these parts the authors do a
survey of current state-of-the-art research and address how, if
at all, these state-of-the-art can address the threats and prob-
lems stated before.

In conclusion, the work done by Wu et al. can be used to
improve privacy and performance in IoT networks that use
BC for data storage. The potential threats and solutions listed
by the authors, along with representative works, are valuable
for creating the best version of an IoT network when imple-
menting BC. However, it should be noted that the solutions
mainly focus on privacy threats arising from the use of DL to
analyze data in a BC IoT network and do not provide much
information on improving IoT networks that make use of both
DL and BC. Additionally, the structure of the paper could be
improved, as the authors do not provide an explanation for
the order in which they discuss potential threats and issues.

In their paper Security and Privacy in IoT using Ma-
chine Learning and Blockchain: Threats and Counter-
measures, Waheed et al. [9] state that previous surveys
have not looked into both security and privacy in the same
paper. The authors first provide a thorough explanation of
the methodology used to collect relevant papers for this sur-
vey, including search keywords, selection criteria, and search
repositories. They then explain the study, which consists of
providing a generic classification of IoT threats reported in
recent literature, literature reviews of ML algorithms and BC
techniques for IoT security and privacy, and highlighting re-
search gaps in this literature. They also provide a taxonomy
of the latest security and privacy solutions in IoT using ML
and BC, identifying and analyzing the integration of ML and
BC that strengthen security and privacy in IoT, and highlight-
ing and discussing existing challenges to ML and BC tech-
niques in IoT security and privacy to suggest future direc-
tions.

The work done by Waheed et al. is valuable as they iden-
tify threats to both security and privacy, and they conduct a
comprehensive analysis of potential solutions. Furthermore,
they provide clear tables with threats and solutions that can be
used to improve security and privacy in an IoT network. The
solutions provided by Waheed et al. are split into three cate-
gories: (i) solutions that make use of ML, (ii) solutions that
make use of BC, and (iii) solutions that use an integration of
ML and BC techniques. This makes their survey strong as
they consider solutions not limited to one technique.

However, it should be noted that the authors discuss IoT
security more than IoT privacy. Of the selected papers that
contributed to this field, 14 out of 17 papers consider IoT
security, but only 7 out of these same 17 papers consider
IoT privacy. This trend continues with Waheed et al. dis-

cussing 4 papers on IoT security that use ML algorithms as
opposed to no papers being discussed on IoT privacy that use
ML algorithms, even though they presented one survey being
published that considered IoT privacy with machine learn-
ing. Additionally, this can also be seen when making use of
BC techniques, where 9 and 6 papers were selected for IoT
security and IoT privacy, respectively. This is not necessar-
ily a bad thing, since this representation of previous works
might be an accurate representation of the work done in this
field. However, one should consider researching additional
works on privacy if one is looking for purely privacy related
works. On a positive note, the authors consider existing so-
lutions to the presented threats more equally. This represen-
tation of previous work may be an accurate representation of
the work done in this field.

3 Proposed study

Following the analysis of related work in our field of research,
we have composed a list of metrics by which we will review
current state-of-the-art solutions. The structure of this sec-
tion is as follows, we first present our privacy and perfor-
mance metrics with their explanation in section 3.1. After-
wards, the actual review of the selected solutions is presented
in section 3.2 to assess whether these proposed solutions are
privacy-preserving and/or performance-enhancing. The re-
view by privacy and performance metrics can be seen in table
1.

3.1 Privacy and performance metrics

The metrics used for review of the state-of-the-art are the fol-
lowing five.

Confidentiality; defined as preserving authorized restric-
tions on access and disclosure, including means for protect-
ing personal privacy and proprietary information. In the field
of BC-ML, IoT confidentiality is most often achieved by en-
cryption of data. Because the nature of BC makes data acces-
sible and disclosed to everyone in the network.

Anonymity (Pseadonymity); the notion of a person (or
entity) not being identifiable by name. In a BC framework,
it is required for all transactions to be linked back to a user.
Therefore, anonymity is achieved by using pseudonyms. In
an open BC, this means that people who join are anonymous.
Opposed to this, in a private BC where users have to be ad-
mitted, the entity that admits a user knows the identity of this
user. This identity is not disclosed to other users on this pri-
vate BC. Hence, they would have pseudonymity.

Transparency; in BC applications, transparency is related
to the transactions done on the network and which entity does
the computing of the new blocks for the ledger. Transparency
in the ML field is about being able to know on what data
the model is trained. Such that one can infer why a model
predicts its outcomes.

Consent Management; in data applications, it is important
that a user is in control over who gets access to their personal
data. As such, we selected this metric for our reviews. Con-
sent management in BC applications has to do with what data
gets recorded on the ledger of the users. The ML aspect of
consent management has to do with what data may be used to
train and verify a model.



Performance; since performance can mean many things,
such as in BC the time per block generated or in ML time
per epoch during training, we will have this as a more generic
metric. A full improvement is achieved when a paper proves
improvement through a theoretical substantiation and mea-
suring experiments. If either is missing, we denote that partial
improvement is achieved, and if no notion of performance is
done in the state-of-the-art research, we will note that no im-
provement is gained.

3.2 State-of-the-art evaluation

The below evaluations of the state-of-the-art are structured
as follows. First, we present the problem addressed in the
IoT field. Then, the proposed solution along with the steps
taken. We furthermore note the method used in the paper to
evaluate the proposed solution. Lastly, we present our review
with the positive points of the proposed solution and why it is
useful for IoT applications. Opposing potential weaknesses
or limitations the proposed solution might have.

Blockchain-based Auditable Privacy-Preserving Data
Classification for Internet of Things, in [12] Zhao et al.
state existing issues in IoT data with privacy preservation.
Existing approaches usually make use of a designated con-
verter interacting with a semi-honest verifier. Zhao et al. note
that for the malicious behaviour of the data center and data
processor, this approach is insufficient. They note that it is
challenging to design a mechanism which can be against a
malicious data center/data processor while guaranteeing pri-
vacy of data. It is important for data to remain private in an
IoT network, especially if there exists a malicious entity in
the network.

To counteract the issues found they propose a blockchain-
based auditable Privacy-Preserving Data Classification
(PPDC) scheme for IoT. Then, go on to show the correct-
ness of PPDC against malicious data processors/data centers.
Zhao et al. also provide a new group signature to improve en-
cryption methods of data and allow calculation of correctness
by all entities connected to the IoT network. Data privacy
is shown by providing a hardness assumption of calculating
private keys by an adversary when the encryption/decryption
keys are based on a type-3 asymmetric pairing group. They
go on to show correctness by proof.

In this paper a powerful solution for guaranteeing privacy
of data in a BC based IoT application. Therefore, people
should aim to implement this proposed solution when look-
ing to improve an IoT application by use of BC technology.
It should, however, be noted that the system is subject to

breaking if the private keys related to the data encryption are
leaked. Another limitation of their solution is the amount of
transactions needed to store one secured piece of data. Which
makes it computational heavy, even though they improved the
amount of calculation over the flawed previous solution called
CLS [16].

Privacy-Preserving Support Vector Machine Training
Over Blockchain-Based Encrypted IoT Data in Smart
Cities, Shen et al. presented in [13] a problem with exist-
ing Support Vector Machine (SVM) training methods where
an implicit assumption was made that data can reliably be
collected from multiple data providers while maintaining
data privacy. Since this is generally not true in reality
they proposed SecureSVM which is designed to be privacy-
preserving. It is important for the data used to train an SVM
classifier to be privacy preserving. On the contrary, if this is
not the case entities would be reluctant to share their data.

The proposed solution employs a public-key cryptosystem
in order to encrypt data that needs to remain private. The
specific cryptosystem they use is Paillier since it is more ef-
ficient than other algorithms (e.g. Goldwasser-Micali, RSA
and Rabin). The proposed solution is different than other
SVM solutions since they train on encrypted data instead of
unencrypted data. Therefore, they use a simpler optimization
algorithm named gradient descent. This in order to make it
computationally feasible. The data is all stored on a BC in
order to provide secure, reliable and tamperproof data shar-
ing.

Evaluation of the proposed SecureSVM is done by compar-
ing precision and recall against traditional SVM on two com-
monly used sufficiently large datasets. It is shown that both
precision and recall remain in an error margin range com-
pared to SVM. This means that the data is now secure but the
proposed classifier can still identify trends and make accurate
predictions. Lastly, in the evaluation the authors provide per-
formance time of SecureSVM on both datasets and show that
the computation time is acceptable.

The proposed solution can be used to train classifiers where
the supplied data is encrypted in order to be privacy secure.
One major drawback of this work is that both the problem
they end up solving and datasets used for evaluation are
healthcare related. Therefore, it is not certain that this pro-
posed solution will also perform well on non-healthcare re-
lated datasets. This is not consistent with the sector they were
considering, namely smart cities. Also, for the performance
evaluation they only provide the performance of their pro-
posed solution and not that of the traditional SVM. The au-

Table 1: Review of state-of-the-art by metrics.

Paper Confidentiality | Anonymity | Transparency | Consent Management | Performance
PPDC [12] [ [ [ ] O ()
secureSVM [13] o [ ) O [ ) [ )
PPSF [6] () () O O o
BC Federated Learning [14] [ ] © O [ ) ©
10T healthcare FL + BC [15] () O O O ()

No: O, Partially: O, Yes: @



thors should have included this in order to make a comparison
between the respective performances. The authors make no
notion of anonymity of entities in this IoT network. However,
since they adopt a BC-based solution at least pseudonymity
could be achieved. Lastly, they state that future work needed
to be done is generalizing their framework to enable the con-
struction of a wide range of privacy-preserving ML training
algorithms.

PPSF: A Privacy-Preserving and Secure Framework
Using Blockchain-Based Machine-Learning for IoT-
Driven Smart Cities, smart cities face challenges such as
centralization, security, privacy and scalability with the evo-
lIution of IoT. As such, Kumar et al. present a Privacy-
Preserving and Secure Framework (PPSF) in [6]. With the
proposed PPSF framework the authors aim to improve data
privacy and attack detection (security) of the IoT network.

Their solution contains a two-level privacy scheme and an
intrusion detection scheme. On top of the PPSF, they pro-
pose a Gradient Boosting Anomaly Detector (GBAD) based
on the LightGBM utility system. Lastly, they propose a de-
centralized deployment solution by integrating an InterPlan-
etary File System (IPFS) with blockchain. Where the actual
privacy sensitive data is stored securely on a filesystem out-
side of the BC ledger (but inside of the IoT network) and
only the hash needed to access this data is recorded on the
BC ledger.

They compare this model with three well-known ML tech-
niques and show that the model performs significantly better
when detecting various attacks on the IoT network. They use
two intrusion detection datasets which are commonly used,
namely ToN-IoT and BoT-IoT. They evaluate the precision,
true positive rate, false positive rate and performance of exe-
cution time for various actions.

This paper creates a strong framework basis that is useful
in IoT applications, and this solution uses both BC and ML
techniques. Therefore, if any researchers want to extend this
framework, it can easily be done. Since our paper consid-
ers privacy and performance and not security, it might seem
by Table 1 that this paper doesn’t add much. However, this
paper did some privacy contributions and made a major per-
formance contribution. It should be noted that their biggest
contribution is in the space of attack detection which is out-
side of the scope for our paper. For the privacy of data, we
note a partial solution because the authors stored privacy sen-
sitive data on a secure location but did not look for improve-
ment in the encryption of this data, nor did they provide in
which way they encrypt the data in their solution. As a poten-
tial limitation of the proposed solution, we note that execution
time of actions scale with the amount of nodes in the IoT net-
work. Consequently, as the IoT network grows bigger with
more nodes performance takes a hit. Therefore, this proposed
framework might be best for private IoT networks where the
amount of nodes is limited. Their future work suggests de-
signing a prototype so that they can assess the efficiency of
the proposed framework.

Privacy-preserving Decentralized Learning Frame-
work for Healthcare System, Kasyap et al. [14] state that
medical applications such as clinical trials and drug discov-
ery would not be effective without collaboration of institu-

tions. However, the problem is that it would be at the cost of
an individual’s privacy. A previous solution to this problem
was by enforcing several pacts and compliances to avoid data
breaches, and collecting participant’s data to a central trusted
repository. Due to the COVID pandemic this central repos-
itory has proven to be obsolete and the authors state that a
design of a distributed and decentralized Collaborative Learn-
ing system is needed which could inference knowledge from
every data point.

As a potential solution, they state that Google has proposed
Federated Learning in order to train models in-place so that
data is kept intact to the device [17]. Although this solution is
privacy-preserving in nature it is susceptible to inference, poi-
soning and Sybil attacks. Therefore, they present a BC-based
Federated Learning architecture with two layers of partici-
pation to improve global model accuracy and guarantee par-
ticipant privacy. Their solution makes use of BC’s channel
mechanism in order to train models in parallel and distribute
them.

In order to evaluate their proposal, the authors run an ex-
periment on top of a federated testbed called PySyft'. Their
infrastructure setup simulates federated training in a multi-
channel BC. The MedNIST? dataset was used for training
purposes. The authors show training loss for both a privacy-
leaking experiment and privacy-preserving experiment. From
the results it is shown that training on privacy-preserving
data is harder than on privacy-leaking data. However, over
time the trained model on privacy-preserving data is only
marginally worse in accuracy and testing loss than the model
trained on privacy-leaking data. It should be noted, however,
that at inference time the privacy-preserving model performs
35% less accurate than the privacy-leaking model.

The proposed solution achieves privacy of data.
Pseudonymity is achieved by having participants ask
healthcare instances for access to the network. As such,
the identity of the participant is known to the healthcare
instance but not to other participants in this network. Since
participants can choose to join this network and make their
data available we denote this as being able to give consent
for usage of data. Even though the authors claim to have
improved performance, only partial explanation is given and
no metrics are given. They do show that some computations
during the training of models are theoretically faster than
previous approaches. A major limitation of this model is that
it operates under the assumption that honest participants stay
honest. The model would break in terms of privacy when a
participant starts behaving maliciously. Also, in order for in-
terested parties to implement this technique they should find
out if their IoT network can facilitate the proposed solution
with the resource constraints of their specific network.

A framework for privacy-preservation of IoT health-
care data using Federated Learning and blockchain tech-
nology [15] proposed by Singh et al., is a framework aimed
at addressing the centralized storage of data often found in
smart city IoT applications. Centralized storage of data has
some problems when we consider an IoT application, such

"https://github.com/OpenMined/PySyft
“https://www.dropbox.com/s/Swwskxctvexiuea/MedNIST.tar.gz



as: security issues, single point of failure and increased la-
tency. Similar to the earlier reviewed state-of-the-art PPSF,
this proposal is a framework. Therefore, researchers looking
to implement a specific solution should aim to build on top of
this proposed framework in order to gain privacy, anonymity
and performance benefits.

In order to counteract the problems with centralized stor-
age, an architecture containing BC and Federated Learning
(FL) is proposed. With this proposal the authors move the
learning to the data such that data does not need to be stored
on a centralized form of storage. Also, with their framework
Singh et al. aim to improve scalability.

Evaluation is done of overhead and reliability in the net-
work. Since the proposal is purely theoretical, measurements
are done by providing the formula’s for both the overhead
calculations and the reliability calculations. Plots are then
presented in which can be seen that the biggest impact in
overhead is caused by latency between devices. Reliability
is shown to be mainly impacted by the binomial probability
distribution.

This research, which proposes a framework for privacy-
preserving IoT networks, is particularly valuable for individ-
uals and organizations seeking to develop specific applica-
tions utilizing such a framework. The authors present a visual
representation of the proposed IoT network, which is ben-
eficial for understanding the design. However, the authors
do not provide a detailed implementation of the framework,
and the explanations for its privacy-preserving properties are
limited. Additionally, the authors do not provide sufficient
information on the framework’s transparency and consent
management capabilities, beyond the fact that it incorporates
blockchain technology. As such, it is unclear whether this
framework represents an improvement in these areas. Over-
all, the primary limitation of this proposed solution is its the-
oretical nature. It is possible that the metrics provided by the
authors may not hold up when applied to a real-world IoT
application.

4 Discussion and Future Work

In the previous section it can be seen that various work is be-
ing done in the field of IoT with BC and ML techniques. All
solutions aim at improving the privacy in the network, with
regards to the data that is shared and collected. Also, an at-
tempt is made to provide anonymity of an individual in the
network. Along the way, all solutions have performance im-
provement where the PPSF proposed by Kumar et al. stand
out positively with the most performance gain. Most notably
is the PPDC proposed by Zhao et al., because it provides pri-
vacy, anonymity and transparency while even gaining perfor-
mance benefits. In the following list we provide future re-
search directions.

* We note that, apart from PPDC, no state-of-the-art solu-
tion is able to provide transparency. Probably, providing
transparency is hard since privacy-preserving techniques
are inherently non-transparent. There is high correlation
between transparency and privacy, most techniques need
to make a trade-off between these. Therefore, research

should be done into providing transparency in a privacy-
preserving way.

e Another thing that stood out during review of state-
of-the-art solutions is that when an approach provides
full privacy of data, it can most often only provide
pseudonymity as well. A common approach in these
state-of-the-art solutions is having some form of author-
ity in the network. Nodes that want to join the network
first have to make themselves known to the authority.
Then, potential adversaries are denied access to the net-
work by the authority. This approach is heavily used
since most privacy problems addressed in the state-of-
the-art arise when attacks on privacy come from within
the network. Future research is suggested to investigate
the possibility of providing full anonymity while pre-
serving privacy of data.

* A future research direction that arises from the review
of state-of-the-art is the question around consent man-
agement. A structure for consent management is only
sparsely implemented in the reviewed state-of-the-art
solutions. Such a structure would benefit users in a net-
work to control which data is shared and which data is
kept private. However, an opt-in strategy of data shar-
ing might negatively impact the performance of trained
models. Furthermore, attacks on the network might be
harder to detect and/or prevent. Therefore, research
needs to be done to find out the impact on performance
in an IoT network when only a small portion of partici-
pants share their data.

For future research directions it is advised to build on top
of a framework that implements BC and ML in the IoT do-
main. For the reviewed state-of-the-art frameworks PPSF is
a promising candidate, it implements anonymity and perfor-
mance in a better way than the IoT healthcare FL + BC frame-
work reviewed. Furthermore, the PPSF framework provides
better reproducibility and has been implemented as opposed
to the purely theoretical form of the IoT healthcare FL + BC
framework.

5 Responsible Research

In this section, we will provide insight into the scientific in-
tegrity of this paper. We will do so by both providing the
integrity and reproducibility of our research. Integrity can be
found in section 5.1 and reproducibility is presented in sec-
tion 5.2

5.1 Integrity

Since this work is a literature study, no experiments have been
done. As such, the discussion of data gathering, fabrication,
falsification or the trimming of data is irrelevant. The in-
tegrity we do provide, is related to the collected papers used
in this study. We note that all papers are properly referenced
throughout this paper and a references section which adheres
to the IEEE xplore reference style is provided. The collec-
tion of papers has been done by accessing the IEEE xplore
and ACM databases. We decided to use these two databases
because of their thorough quality checks before accepting pa-
pers. As a last notable attempt in order to guarantee integrity



we first provided the metrics by which we compared the state-
of-the-art before the actual comparison. By doing so we pre-
vented altering the metrics in such a way that could put some
works in a very positive or negative light by our choosing.

5.2 Reproducibility

Reproducibility in the sense of resulting data being processed
or an experiment that was conducted is not applicable to this
paper. However, we can provide insight into the reproducibil-
ity of collecting the related work. Since we do provide ref-
erences one can easily check these papers if interested. An
improvement that could have been done in order to improve
reproducibility is providing a systematic manner in which we
collected the relevant work, such as the used search queries
and inclusion criteria. Then, interested parties could extend
upon our research if more recent relevant work is available by
the defined gathering criteria.

6 Conclusion

In this paper, we reviewed state-of-the-art research in the
field of IoT where BC and ML techniques are used to im-
prove privacy and performance. We explored technologies
used in latest research and composed metrics to analyse state-
of-the—art solutions on the combination of IoT, BC and ML.
We note that the integration of BC and ML in IoT can pos-
itively impact both privacy and performance. An informa-
tional table was constructed for easy comparison of the state-
of-the-art solutions. Afterwards, we discussed the reviews
and pointed out the works that added the most in this field
in terms of privacy and performance. Furthermore, we pre-
sented future research directions based on the privacy metrics
that were lacking in the reviewed state-of-the-art. Lastly, we
concluded that future researchers should try and build on top
of a privacy-preserving framework when developing new IoT
applications. We believe that researchers will find our work
insightful as a guide to their future research on IoT applica-
tions to both protect privacy of participants and enhance the
performance of the network.
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