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Propositions
accompanying the dissertation

RECONFIGURABLE RANGE-DOPPLER PROCESSING AND INTERFERENCE
MITIGATION FOR FMCW RADARS

by
Sharef NEEMAT

1. Aderamping FMCW radar can observe targets with multiple target response
function widths, and in multiple Doppler ambiguity intervals, from one
coherent processing interval — using one chirp burst with a fixed PRE

2. It is simple to detect FMCW-to-FMCW radar interference using a single-
side-band receiver.

3. The SNR is the most important parameter when using interpolation for
reconstructing beat frequencies for the purpose of interference mitigation.

4. Itis counterintuitive in a PhD that finding problems is part of the problem.
5. APhD is a trap worth falling into.

6. Submitting papers to IEEE transactions is a good and bad idea for a PhD
candidate.

7. Meditation works against a practicer’s quality-of-life in the long term.

8. Those trapped in the challenge-accomplishment-reward loop are in a
—invisible to them - psychological prison not recognized by today’s world-
order, and they are not looking forward to escape.

9. “Don't give me life’s water in humiliation, but give me in pride a glass of
wild-gourd”— Antarah ibn Shaddad.

10. “Brevity is the soul of wit”"— William Shakespeare.

These propositions are regarded as opposable and defendable, and have been
approved as such by the promotor Prof. DSc. A.G. Yarovoy.
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INTRODUCTION

This chapter presents motivations for research on FMCW radars, deramping FMCW
radar background, theory and operational challenges. Those are then followed by

this dissertation’s research objective and research questions, then a showcasing of
this dissertation’s novelty and main research results. Finally a dissertation outline

is presented.

1.1. WHY FMCW RADAR?

Deramping (stretch) Frequency Modulated Continuous Wave (FMCW) [1], [2]
radars with chirp-sequence waveforms are widely used in numerous fields and
applications. They are also known for their ability to deal with short-range ap-
plications as opposed to high peak power systems with dead time. They are
identified as a simple low-cost solution in contemporary literature for their low
sampling-rate requirements, and therefore are attractive to commercial appli-
cations. They are further identified by their low peak power characteristic, and
hence have a lower probability of intercept property, making them a tempting
solution in military applications. Example fields and applications are automo-
tive (cruise control, parking assist, collision avoidance, blind-spot detection and
self-driving), medical (tumour detection and monitoring, cardiorespiratory ac-
tivity monitoring, sleep quality monitoring), Human-Computer-interaction (mi-
cro gestures tracking and recognition and tangible painting applications), weather

Parts of this chapter are based on:

S. Neemat, O. Krasnov, and A. Yarovoy, “Waveform and Receiver Parameters Design Choices for
a Reconfigurable Digital FMCW Radar,” 2016 17th International Radar Symposium (IRS). © 2019
IEEE with permission.



2 1. INTRODUCTION

and geophysical phenomena, and much more. Some of these applications are
predicted to grow to a point of having a world-wide impact, with major market
players showing interest in — and already manufacturing — this radar class like
the Google Soli project. With Soli, Google is planning to integrate FMCW radars
in wearables, phones, computers, cars and Internet of things (IoT) devices. Be-
cause of the wide-range of possible applications, Google has developed software
development kits which enables developers to build customise their own pro-
cessing methods. With this being said, it becomes a challenging task to even try
and estimate a future market value for this type of radar.

The aforementioned applications all share the need to detect, track and clas-
sify targets with different Pulse Repetition Frequencies (PRFs) for velocity esti-
mation in different Doppler ambiguity intervals or for providing different inputs
to target classification algorithms. On the other-hand, this predicted increase
in the number of radars will require means and techniques to avoid or mitigate
radar-to-radar interferences, which is an issue not thought of by the scientific
community during the early days of radar.

The aforementioned interesting situation has triggered a need to look for ad-
vanced waveforms and signal processing methods which are simple to imple-
ment, and have motivated the research presented in this dissertation.

1.2. FMCW RADAR OPERATIONAL BACKGROUND
Deramping FMCW radars operate by mixing the transmitted chirp with the re-
ceived echoes, producing what are known as beat signals — after filtration and
digitization. A simplified block diagram of an FMCW radar is presented in Fig. 1.1.
The main concepts discussed hereafter are illustrated in Fig. 1.2.

After deramping - for a single point-target, the time delay between the prob-
ing signal transmission and the scattered signal reception will result in a single-
tone signal, known as a beat-frequency, whose frequency is proportional to that
target’s range. Range is therefore defined by frequency.

To elaborate, this single-tone beat-signal for that point-target is observed
during a certain time interval within the radar’s sweep time. Classical signal
compression is then done by converting this single-tone signal to the spectral
domain. As a result, the point-target is represented as a sinc-function-shaped
spectral line which has a bandwidth that is inversely proportional to the dura-
tion of the signal observation time interval. The conversion of this compressed
signal from the spectral domain to the range domain (to produce a range-profile)
is done by rescaling the spectrum grid to a range grid using a scaling equation.
As aresult, the sinc-function-shaped spectral line — related to that point-target —
is converted into what can be called a point target response function (analogous
to the impulse response function in pulse-compression radar).
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Figure 1.1: Simplified deramping FMCW radar block diagram. Transmitted and received signals
are mixed to produce beat-frequencies, low pass filtered (LPF), digitized and handled by a Digital
Signal Processor (DSP) for range-Doppler processing and beyond.

In classical FMCW processing, the width of this response function after scal-
ing is inversely proportional to the transmitted bandwidth during the observa-
tion time interval. This width represents the actual radar range resolution, which
is directly proportional to the target’s range localization accuracy. The range-
resolution granularity defines the width of what is known as targets’ range bins.
A radar’s range-resolution is a criterion by which the radar’s ability to separate
targets that are close in range is evaluated. The Fourier Transform (FT) is typi-
cally used to convert beat signals to the spectral domain. The FT frequency spec-
tral width is defined by the signal observation time, or by the combination of the
observed samples number and the sampling frequency [3].

Legacy computer architectures used in FMCW radars are highly compatible
with the FT for its reduced computational requirements and predictable latency.

Target velocities are calculated from Doppler processing —also typically using
the FT —across targets’ range bins from multiple sweeps. The radar’s Pulse/sweep
Repetition Frequency (PRF) is therefore the Doppler sampling frequency, and in
consequence defines the radar’s maximum unambitious Doppler velocity.

The time spent to gather multiple sweep returns for range and Doppler pro-
cessing is typically known as a Coherent Processing Interval (CPI). Sweeps in a
CPI are typically arranged in a fast-time slow-time matrix, where fast-time is the
time within a sweep, and slow-time is the time across multiple sweeps. The to-
tal processing gain in the CPI is the pulse compression gain - also known as the
time-bandwidth product (BT) - multiplied by the number of sweeps in the CPI.
The total processing gain in a CPI is therefore contributed to the matrix’s 2-D FT
processing gain.




Chirp rate = Bandwidth

LPF cutoff = Max. range
PRI
Interference
Frequency
Bandwidth CPI
Time
Observation
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-
Amplitude
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|
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Figure 1.2: Deramping FMCW terminology, concepts and operational overview associated with
Section. 1.2.

It is typical for radars to transmit at different PRF values, across multiple CPIs
to unambiguously determine targets’ ranges and velocities [5]. In FMCW, the
aforementioned target observation time is limited by what is known as the “tran-

1. INTRODUCTION
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Figure 1.3: FMCW up-chirp waveform with depicted symbology following the equations in Sec-
tion. 1.3.

sient” or “fly-back” region between frequency sweeps [6]. The received signal is
typically only sampled after the transient region.

The sweep’s chirp-rate defines the ratio between the transmitted bandwidth
and the sweep time (PRI). The radar’s maximum operational range is defined by
its maximum beat-frequency, which is typically set by a Low Pass Filter (LPF)
placed subsequent to the mixing of the transmitted and received signals. Der-
amping receiver implementations can be I/Q Single-Side-Band (SSB) or Double-
Side-Band (DSB). Using an SSB implementation allows the possibility to reject
positive or negative frequencies as desired.

Since FMCW radars are widely used, they might suffer from interferences
from other radars operating within their vicinity, as in Multiple-Input and Multiple-
Output (MIMO) radar networks and in automotive scenarios, or from themselves
as in the case of fully polarimetric radars with dual-orthogonal signals [7], where
there is a leakage between two mutually orthogonal channels (cross-channel in-
terference).

1.3. FMCW RADAR THEORY REVIEW
This subsection reviews basic FMCW theory [2], [9] as foreground, with a scope
bound by commonality of the presented material in subsequent chapters in the
thesis. Noting that cos notations instead of complex will be used hereafter to
orient the theory with radar systems that mix transmitted and received signals in
the digital domain (FPGA).

An FMCW radar like the one depicted in Fig. 1.1 typically transmits an up-
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chirp like the ones depicted in Fig. 1.2 and Fig. 1.3, which can be expressed as:

T(1) :Atrec(Ti) cos (1.1)

1
21(fot+ —at?)
s 2

for —Ts/2 < t < T/2, where Ty is the sweep time. In this thesis, for simplicity, we
assume that T equals to the Pulse Repetition Interval (PRI). A; is the amplitude,
fc the carrier center frequency, and the chirp-rate «a is:

a=Br/T; (1.2)

where Br is the total transmitted chirp bandwidth. In classical FMCW process-
ing, the total bandwidth is the same as the chirp transmitted bandwidth B, in
Fig.1.3. The chirp-rate preceding sign determines if it is an up-chirp or a down-
chirp.

The radar receives an echo signal from a target after a time delay 7, which can
be expressed as:

t
R(t) = A,rec (?) cos

[

Zﬂ(fc(t—r)+%a(t—r)2) (1.3)

for —T,/2 < t < T,/2, where A, is the received amplitude. The observation time
T, (ADC sampling interval. The duration over which samples are taken) is related
to the sweep time as:

To=Ts—Tpm (1.4)

where 71, is the maximum system delay corresponding to the desired radar max-
imum range. A target’s delay is therefore related to its range as:

T=2(Ry+vt)/c (1.5)

where Ry is its initial range and v its relative velocity (line of sight velocity).

In deramp (de-chirp) processing, the transmitted signal is mixed with the re-
ceived one to produce - after proper filtration — what is known as a beat signal.
This signal is in baseband and can be expressed — after simplification and dis-
carding of usual negligible terms in a narrow-band system with no accelerating
targets — for the n™ sweep in a CPI, following [1] and [8], as:

2aR, 2fcv 2VB.n 2fcvn
x(t,n) = Apcos[27r( Cot+ j;c r+ CC r+ fe

Ts)) (1.6)

where ¢ is fast-time within the sweep and A, is the beat signal amplitude.
Estimating the frequency term 2aRy/c provides the target range. The second
and third terms are the usual FMCW range-Doppler coupling terms. The target’s
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velocity v is estimated from the phase evolution in the last phase term over mul-
tiple sweeps in a CPI (nTs), hence the 2-D FT typically performed on beat-signals
from multiple sweeps in a CPI to estimate range and velocity.
It then follows that the estimated frequency term — known as the beat-frequency
— is related to the target’s range, and that the maximum operational range R, is
related to a maximum beat-frequencyf,, as:

2a Ry 2aR,,
= , - , 1.7
fo c fm c (1.7)
The target range is then:
c
Ro=—fp. 1.8
0=5-Tb (1.8)

Note that one can also observe the (71, fi;;) relation from the geometryin Fig. 1.3,
in the sense that the LPF implementing the f;,, cutoff-frequency defines the max-
imum range R, in de facto.

The effective bandwidth is related to the transmitted on by:

BrT,
BFA
T

) (1.9
which also expresses the degradation in the transmitted bandwidth due to the
reduced observation time (T, < T;). The range-resolution is therefore:

C

AR=—.
2B,

(1.10)

The unambiguous Doppler-velocity interval v, is defined by the PRF as:

APRF
b=t —, (1.11)

where A is the wavelength. The dwell time in the CPI depends on the number of
sweeps gathered in one CPI (N¢pp), and on the sweep time. It is defined as:

T4 = Ncpr Ts. (1.12)

The Doppler frequency resolution is the dwell time’s inverse and is defined as:

1
Ao =7 (1.13)

The Doppler velocity resolution is:

Avp = (1.14)

2T,
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The sweep compression gain (also known as the BT time-bandwidth prod-
uct) [9] is:
G, =B,T,. (1.15)

The total processing gain in a CPI is the BT product multiplied by the number
of sweeps in the CPI (Ncpy):

Gcepr = Gy Ncpr. (1.16)

1.4. FMCW RADAR OPERATIONAL CHALLENGES

Real-time reconfigurable digital FMCW radar systems offer degrees of flexibil-
ity in selecting operational parameters for the transmitted waveform and for the
digital receiver signal processing chain. These parameters are tightly-coupled
and a change in any of them will affect the rest, and subsequently the entire sys-
tem. The more reconfigurability and flexibility a radar has, the more challenging
its situation becomes. The discussion hereafter is a step in the road towards the
development of methods and waveforms to operationally enhance the radar’s
performance and increase its resistance to interferences — with the purpose of
taking it beyond its current state-of-the-art.

The first FMCW radar challenge is related to interference resistance. Process-
ing interference-contaminated beat-frequencies with the FT yields poorer radar
detection, due to undesired artifacts such as a noise-floor level increase in range-
profiles, which is significantly higher than the system noise-floor, masking weak
targets — and spurious vertical lines in range-Doppler — as illustrated in Fig. 1.2.
While zeroing the contaminated part of the beat-frequency signal is the simplest
interference suppression method, it causes signal phase discontinuity, which re-
sults in - after performing the range-compression FT - target-response broaden-
ing in range and high residual sidelobes. This in turn causes worse range resolu-
tion. Inverse-windowing compromises interferences complete elimination and
smoothing the area between the signal and the interference. Both zeroing and
windowing cause Signal to Noise Ratio (SNR) loss. Using other state-of-the-art
mitigation methods are challenging because they require waveform or receiver
architecture diversity, utilize signal processing techniques that are not real-time
implementable or have unpredictable latencies, require detection or a priori tar-
get information, or are not suitable for the sensing of very extended targets (at-
mospheric observation).

The second FMCW radar performance challenge pertaining to the research
presented in this dissertation is related to the fact that typical processing faces
challenges related to the multi-dimensional coupling between the radar’s PRE
maximum operational range, maximum unambiguous Doppler velocity, range-
resolution, and the CPI processing gain (as can be surmised from the equations
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in the previous subsection). This is in the sense that if there is an operational
requirement for the observation of fast(er) moving targets, the radar requires the
utilization of a higher PRE which in turn reduces the range resolution and due to
the reduced transmitted bandwidth and reduced observation time (assuming a
fixed chirp-rate). But, if the transmitted bandwidth is to be maintained as it was
before increasing the PRF — by increasing the chirp-rate, which is not always pos-
sible for legacy systems — the maximum operational range will be reduced due to
the typically fixed LPF cutoff frequency, and a trade-off is then made between the
maximum operational range and the unambiguous Doppler velocity interval. If
the chirp-rate cannot be changed and there is a desire to increase the PRE that
would result in a range resolution degradation.

Since the processing gain is contributed to the 2-D FFT gain in a CPI - op-
erationally, to maintain this gain, the total number of samples stored in a CPI is
typically kept the same when changing the PRE This is in the sense that more
sweeps of shorter durations are required to be received when operating in a High
PRF (HPRF) mode, and less sweeps of longer duration in a low PRF mode. If the
radar operates in a HPRF mode, it is true that different unambiguous Doppler
velocity intervals can be created by simply discarding every other sweep(s) in
the fast-time slow-time matrix, but that would then result in a total processing
gain loss — due to the discarded data. Examples of these performance param-
eters trade-off trends are illustrated in Fig. 1.4. Furthermore, in typical FMCW
processing, the received signals are only sampled after the transient region (de-
marking the end of a received sweep) as seen in Fig. 1.2, causing discontinuities
in received beat-frequencies — and putting a limit on the possibility of having
a continuous observation time, as seen in the equations in Section. 1.3. This
puts limitations on the radar’s achievable performance, and victimizes it to op-
erational parameters trade-offs. Note that the observation time is typically the
same as the integration time — due to the transient-region — as seen in Fig. 1.2.
It then becomes challenging from a design and cost point-of-view to improve
the resolution without increasing the transmitted bandwidth. This is not always
possible due to cost and bandwidth allocation restrictions.

1.5. RESEARCH OBJECTIVES AND QUESTIONS

This dissertation aims to investigate and develop methods and waveforms for
the operational enhancement of deramping FMCW radars. This is in the sense
that there is a desire for this research to take FMCW radars beyond their existing
state-of-the-art performance limitations, and increase their resistance to inter-
ference. To achieve these objectives, the following Research Questions (RQ) will
be addressed:
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Figure 1.4: Example sketch for trade-off trends for relations between classical-processing FMCW
performance parameters for a fixed chirp-rate and fixed LPF cutoff-frequency, as described in Sec-
tion 1.4.

(RQ.1) Is there a way to mitigate FMCW radar interferences where the devel-
oped mitigation method restores any SNR loss due to the interference
and/or the mitigation technique itself? Can the method be evaluatable
in performance in the range-Doppler domain (as opposed to only in a
range-profile)?

(RQ.2) Is there a way to decouple the Doppler velocity ambiguity interval — de-
fined by the PRF - from parameters like the maximum operational range,
range resolution, all while maintaining the same transmitted chirp-rate?
Would it be possible to liberate the radar from the design/operational
trade-offs associated with these parameters? Particularly in the scenario
in which the PRF is to be increased for the observation of fast(er) moving
targets.

(RQ.3) Isthere a way to overcome the existence of the transient (fly-back) region
in deramping FMCW radar beat-signals? This is in the sense that its ex-
istence limits the maximum observation time in a single sweep. Would
manoeuvring it then allow the coherent chaining of beat-signals — from
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multiple sweeps — in a way that could improve the target response func-
tion width? Could it also improve the SNR? And since the beginning of
a sweep and the transient region are related — and therefore the Doppler
velocity ambiguity interval is related too in de facto — could overcoming
the presence of the transient region then allow for Doppler processing
PRFs that are different from the transmitted PRF?

All developed methods for the aforementioned research questions aim to comply
with the general requirements that they:

e Are applicable for the deramping class of FMCW radars.

* Rely only on the FT as the primary frequency estimation tool for range and
Doppler processing.

* Be applicable to the sensing of very extended targets (atmospheric obser-
vation).

* Not require target detection or any a priori target information to begin
with.

e Have a predictable execution latency.
The justifications for the FT reliance requirement are:
* Real-time implementation considerations and performance predictability.

* Compatibility with legacy receiver architectures and most available com-
puting resources.

* Linearity of the FT in the sense that noise and clutter still maintain their
statistical distribution further up the radar processing-chain, beyond range-
Doppler maps.

Note that the aforementioned research questions (RQ1, RQ2 and RQ3) are mapped
onto individual chapters in this dissertation.

1.6. NOVELTY AND MAIN RESULTS
The novelty and main results presented in this dissertation are as follows:

Chapter 2 (RQ1): An Interference Mitigation Technique for FMCW Radar Using
Beat-Frequencies Interpolation in the STFT Domain

A method was developed to mitigate FMCW radar interferences. The method re-
stored any SNR loss due to the interference, and was evaluatable in performance
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in the range-Doppler domain (as opposed to only in a range-profile). The novelty
is highlighted in:

* The first ever interference mitigation method for deramping FMCW radar
receivers via model-based beat-signals interpolation in the time-frequency
domain.

e Theintroduction of an optional linear prediction interpolation coefficients
reconfigurable estimation mode for CPI processing. Coefficients are esti-
mated for the current observation scene using a known single interference-
free sweep. These coefficients are then reused for the restoration of subse-
quent interference-contaminated sweeps in the CPI.

* An evaluation of the method’s performance in the range-Doppler domain.
The aim was to additionally showcase the maintenance of the radar’s co-
herence over a CPI after interference mitigation.

Chapter 3 (RQ2): Decoupling the Doppler Ambiguity Interval from the Maxi-
mum Operational Range and Range Resolution in FMCW Radars

A method was developed to decouple the Doppler ambiguity interval — defined
by the PRF - from parameters like the maximum operational range and range
resolution, all while maintaining the same transmitted chirp-rate. The novelty is
highlighted in:

* The first ever processing method for the coherent integration of frequency
multiplexed chirps within one sweep/PRI - for deramping FMCW radar in
the time-frequency domain.

* The method constructed a single fast-time slow-time matrix — with an ex-
tended Doppler ambiguity interval, while maintaining the range resolu-
tion and CPI processing gain — in one go.

Chapter 4 (RQ3): Reconfigurable Range-Doppler Processing and Target Re-
sponse Function Width Improvement for FMCW Radar

A method was developed to overcome the existence of the transient (fly-back)
region. The novelty is highlighted in:

e The first ever method for deramping FMCW radar sweeps coherent con-
catenation in the time-frequency domain.

* The method allowed for target response function width improvement with-
out transmitting additional bandwidth.
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* The method offered the ability to — in parallel — generate different size fast-
time slow-time matrices, and allowed for Doppler processing PRFs that are
different from the transmitted PRE without compromising on the total CPI
processing gain. This offered the ability to observer different unambiguous
Doppler velocity intervals in one CPI.

Note that all the developed methods complied with the general requirements
specified in the previous subsection. The research conclusions are presented in
Chapter 5.

1.7. DISSERTATION OUTLINE AND CHAPTERS’ ABSTRACTS
Chapters 2, 3 and 4 of this dissertation have their publication status in accor-
dance with the copyright footnote at each chapter, and are related to research
questions (RQs) as defined in Section 1.5. The chapters are as follows:

* Chapter 2: “An Interference Mitigation Technique for FMCW Radar Us-
ing Beat-Frequencies Interpolation in the STFT Domain”. This is related to
RQ.1.

Abstract:

A Frequency Modulated Continuous Wave radar interference mitigation tech-
nique using the interpolation of beat-frequencies in the Short-time Fourier
transform (STFT) domain, phase matching and reconfigurable linear pre-
diction coefficients estimation for Coherent Processing Interval (CPI) pro-
cessing is proposed. The technique is non-iterative and does not rely on al-
gorithm convergence. It allows the usage of the (Fast Fourier Transform)
FFT as the radar’s beat-frequency estimation tool, for reasons like real-time
implementation, noise linearity after the FFT and compatibility with legacy
receiver architectures. Verification is done in range and in range-Doppler
using radar experimental data in two ways: firstly by removing interferences
from interference-contaminated data, and secondly by using interference-
free data as reference-data, and processing it - as if it had interferences -
using the proposed technique, inverse cosine windowing and zeroing for
comparison. We found that processing with the proposed technique closely
matches the reference-data, outperforms the inverse cosine windowing and
zeroing techniques.

* Chapter 3: “Decoupling the Doppler Ambiguity Interval from the Maxi-
mum Operational Range and Range Resolution in FMCW Radars”. This is
related to RQ.2.

Abstract:
Classical sawtooth Frequency Modulated Continuous Wave (FMCW) radars
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experience a coupling between the maximum unambiguous Doppler-velocity
interval, maximum operational range, range resolution and processing gain.
Operationally, a trade-off is often necessarily made between these param-
eters. In this chapter, we propose a waveform and a processing method
that decouples the aforementioned parameter dependencies at the price of
using multiple receiver channels within the radar. The proposed method
exploits the fact that beat-frequency signals have the same baseband fre-
quency, even if the transmitted and received chirps occupy different radio
frequency bands, and have different center-frequencies. We concatenate those
baseband signals in the time-frequency domain to restore the range resolu-
tion and processing gain. An overview of the FMCW parameters trade-off
for different waveforms and a feasibility analysis of implementing the pro-
posed processing method are presented. The proposed method is verified by
simulations and experiments with an FMCW radar for stable, moving and
extended-moving targets. We found that the proposed method indeed allows
for the unambiguous Doppler-velocity interval extension, without compro-
mising the operational maximum range, range resolution and processing
gain. We furthermore discussed the method’s limitations and imperfections.

Chapter 4: “Reconfigurable Range-Doppler Processing and Target Response
Function Width Improvement for FMCW Radar”. This is related to RQ.3.
Abstract:

A reconfigurable range-Doppler processing method for FMCW radar is pre-
sented. By concatenating beat-frequency signals from more than one sweep,
continuous targets’ observation time is extended beyond that of a single chirp
duration, leading to target response function width improvement. Multiple
two-dimensional slow-time fast-time matrices can be created — in the digi-
tal domain — with the same number of elements as in the original matrix.
This offers a realization of a software defined pulse/sweep repetition rate
(PRF) for Range-Doppler processing. The signal concatenation is done in the
Short-time Fourier Transform (STFT) domain, where beat-frequency slices
are extrapolated to compensate for the observation time lost in the transient
region between sweeps, then a phase correction is applied to each frequency-
slice as appropriate, followed by an Inverse STFT (ISTFT). The proposed
method is verified with simulation and experiments with two FMCW radars
for stable and moving target scenarios. We found that the method allows
for target response function width improvement. It additionally allows the
decoupling of the transmitted PRF from the Doppler processing PRE per-
mitting the facility to observe different unambiguous Doppler velocity inter-
vals from one CPI, without compromising on the total CPI processing gain.
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Method limitations and shortcomings are additionally highlighted.

e Chapter 5: Conclusions and Recommendations for Future Work.
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AN INTERFERENCE MITIGATION
TECHNIQUE FOR FMCW RADAR
USING BEAT-FREQUENCIES
INTERPOLATION IN THE STFT
DOMAIN

A Frequency Modulated Continuous Wave radar interference mitigation technique
using the interpolation of beat-frequencies in the Short-time Fourier transform
(STFT) domain, phase matching and reconfigurable linear prediction coefficients
estimation for Coherent Processing Interval (CPI) processing is proposed. The tech-
nique is non-iterative and does not rely on algorithm convergence. It allows the
usage of the (Fast Fourier Transform) FFT as the radar’s beat-frequency estima-
tion tool, for reasons like real-time implementation, noise linearity after the FFT
and compatibility with legacy receiver architectures. Verification is done in range
and in range-Doppler using radar experimental data in two ways: firstly by re-
moving interferences from interference-contaminated data, and secondly by us-
ing interference-free data as reference-data, and processing it - as if it had inter-
ferences - using the proposed technique, inverse cosine windowing and zeroing
for comparison. We found that processing with the proposed technique closely

This chapter is based on:

S. Neemat, O. Krasnov, and A. Yarovoy, “An interference mitigation technique for FMCW radar us-
ing beat-frequencies interpolation in the STFT domain,” IEEE Transactions on Microwave Theory
and Techniques, pp. 1-14, 2018. © 2019 IEEE with permission.
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matches the reference-data, outperforms the inverse cosine windowing and zero-
ing techniques

2.1. INTRODUCTION

Frequency Modulated Continuous Wave (FMCW) radars might suffer from inter-
ferences from other radars operating within their vicinity, as in Multiple-Input
and Multiple-Output (MIMO) radar networks and in automotive scenarios, or
from themselves as in the case of fully polarimetric radars with dual-orthogonal
signals [2], where there is a leakage between two mutually orthogonal channels
(cross-channel interference).

In deramp FMCW radars (stretch-processing), targets’ range is deduced from
beat-frequency estimation. Processing interference-contaminated beat-frequen-
cies with (Fast Fourier transform) FFTs yields poorer radar detection, due to un-
desired artifacts such as a noise-floor level increase in range-profiles, which is
significantly higher than the system noise-floor, masking weak targets; and spu-
rious vertical lines in range-Doppler. The nature and effects of these interfer-
ences on range-profiles have been widely studied in the last ten years as in [3]
and [4]. The FMCW interference dwell time derivations and interference shapes
in an FMCW receiver due to different waveforms can be found in [5]. Analyt-
ical formulas for calculating the probability of the occurrence of ghost targets
and the interference power per range-bin was presented in [6]. Comprehen-
sive studies of interferences for full polarimetric FMCW radars can be found in
[7], and for FMCW radars in general in [8], where interference appearance in
range-Doppler maps are illustrated. Interference detection was studied in [9]
where image processing techniques were used to detect the interference in the
Short-Time Fourier Transform (STFT) domain. In [10] the interference is de-
tected by virtue of using a Single-Side-Band (SSB) I/Q receiver. In an SSB, there
usually is only noise in the image-band of the radar, and therefore any interfer-
ence will be clearly visible in the image-band and simple to detect using a thresh-
old. Once the interference slope is known, its extension into the desired signal
band can be deduced from the slope. To solve the interference problem, several
approaches have been proposed, among them: 1) zeroing or inverse-windowing
the interference-contaminated parts of the signal in the time domain as in [11]
and [12]. Inverse-windowing the detected interference regions was proposed in
[9]; 2) using waveform-diversity and receiver-architecture-diversity techniques
to avoid the interference (e.g. frequency ramp modulation [13], frequency hop-
ping [14] and [15], digital-beam-forming for interference suppression [16]; 3) in-
terference reconstruction and cancellation techniques[17]; 4) sparse sampling
techniques in [18] (where interference detection is done by monitoring target
peak-power threshold levels against interference-induced noise, then mitigation
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is done by reconstructing the interference-free signal using a sparse-signal re-
covery algorithm); and - most recently - in [19].

While zeroing a part of the beat-frequency signal is the simplest interference
suppression method, it causes discontinuities in the periodicity of the tones in
the signal, which results in - after performing the range-compression FFT - high
residual sidelobes. This in turn causes worse range resolution and the masking
of weak targets. Inverse-windowing compromises interferences complete elim-
ination and smoothing the area between the signal and the interference. Both
zeroing and windowing cause Signal to Noise Ratio (SNR) loss.

Despite of all aforementioned research on interference mitigation, there is
still a need to develop an interference mitigation technique that: 1) relies on the
FFT as the primary beat-frequency estimation tool in the radar system; 2) at-
tempts to restore any SNR loss after mitigating the interference; 3) is usable for
very extended-target scenarios (atmospheric observations for example) where a
single target peak-power threshold level - or any form of target detection - can-
not be set to begin with. The justification for the emphasis on using the FFT
is: 1) real-time implementation considerations and performance predictability;
2) compatibility with legacy receiver architectures; 3) linearity of the FFT in the
sense that noise and clutter still maintain their statistical distribution further up
the radar processing-chain, beyond range-Doppler maps. This linearity is not
guaranteed if parametric frequency estimation algorithms are used instead of
the FFT. The maintenance of such a statistical distribution for noise and clutter
is beneficial for many detection algorithms.

Looking at the zeroed parts of beat-frequencies as a missing data frame or
segment has lead us to consider model-based interpolation as a possible solu-
tion, similarly to the problem in acoustics signal processing. In 1986, speech was
proposed to be considered as a sum of sine waves with arbitrary amplitudes, fre-
quencies and phases by McAulay (a member of the radar signal processing group
at the Lincoln Laboratory) [20]. As we will show in the following section, this
analogy holds and is applicable for FMCW deramping beat-frequencies by virtue
of the radar’s transmitter linearity. In 2001 Kauppinen showed a significantly re-
lated finding in [21], being that a single frequency sinusoid can be linearly extrap-
olated by an impulse response of two coefficients. He then generalizes to that the
minimum number of coefficients should be twice the number of frequencies in
a signal. In 2002 the same author showed that the extrapolation of missing si-
nusoidal data can be done forwards and backwards from the known samples,
hence the term interpolation instead of just extrapolation from one side [22]. In-
terpolation of the FMCW time-domain beat signal at full bandwidth - typically in
the MHz, even after deramping - would then require a prohibitively high-order
filter with thousands of coefficients [21]. Coefficients estimation for such a high-
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order filter would also typically require the usage of a number of samples at least
twice the filter order, which would even further burden the radar.

Decomposing the FMCW time-domain signal in the STFT domain would how-
ever relieve the radar from the high-order extrapolation filter requirement, since
each frequency (target) will theoretically be represented by a single slice in the
STFT time-frequency axes. The idea of working in the STFT domain for speech
was indeed also presented by McAulay in the eighties [23] for the purpose of
speech analysis and synthesis (reconstruction) back to speech, and in 1997 [24]
for radar without further investigation. The work was continued by McAulay’s
[20] co-author in [25] for the purpose of audio cross-channel interference sup-
pression using the aforementioned sinusoidal model in the STFT domain, fol-
lowed by an (Inverse Short-Time Fourier Transform) ISTFT for synthesis.

We note that in all the previously cited work, no strict linking of the extrapo-
lated or interpolated data - in the STFT domain - from a phase-continuity point
of view has been attempted. The methods suggest none, or just the averaging of
the forward and backward extrapolated amplitudes using a cross-fading window.
The quality of these reconstruction methods were evaluated subjectively using
listening tests. A momentary phase discontinuity might be negligible to the hu-
man ear in speech, but remains a limiting factor in radar. There is also no con-
cept of a Coherent Processing Interval (CPI) phase stability (coherence) across
multiple sweeps in acoustics. In FMCW however, the end-goal would be to per-
form FFT operations on the reconstructed sinusoids - after an ISTFT - for range
and Doppler information. Phase discontinuities after concatenating the original
signal with the interpolated part would cause significantly high sidelobes after
performing a range-compression FFT, and as a result, phase stability from pulse-
to-pulse will subsequently degrade, resulting in additional high sidelobes after
the Doppler (second) FFT.

Considering the suppression/removal of FMCW interferences in the STFT
domain and their reconstruction (as in Fig. 2.1 for example), defines the problem
as one of the nature of the reconstruction of an amplitude-modulated single-
frequency sinusoid per target which was observed in two separate windows. The
single-frequency amplitude-modulated sinusoid per target is the simplest beat-
frequency signal model, as we will discuss how this varies for real scenarios in
Section 2.2.

Inspired by acoustics, in this chapter we propose an interference mitigation
technique in the STFT domain, tuned for deramping FMCW radar. In our tech-
nique, interference-contaminated parts of the beat-frequencies within a sweep
are suppressed in the STFT domain. Useful beat-frequencies are to be subse-
quently reconstructed based on a known signal model (being amplitude-modulated
single-frequency sinusoids). The STFT is the analysis tool for the signal model
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Figure 2.1: STFT for a single interference contaminated sweep as received using the FMCW
radar’s Double-Side-Band (DSB) receiver. This sweep is used for the experiment in Section 2.5.2.
(a) Interference-contaminated. (b) Interference-contaminated frames suppressed (c) Beat-
frequencies interpolated using our proposed technique.
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parameters estimation. Linear Prediction (LP) coefficients for the signal param-
eters are then estimated using Autoregression (AR). These coefficients are es-
timated for each STFT frequency-slice from the interference-free parts of the
sweep, or optionally, in a reconfigurable manner, from a previously known inter-
ference -free sweep in the CPI. Suppressed beat-frequencies are then replaced by
linear-predicted interpolated ones, followed by a phase matching procedure.

The difference from previous techniques and the novelty in this work is high-
lighted in:

1. The first ever interference mitigation technique for FMCW radar deramp
receivers via model-based beat-frequencies interpolation in the STFT do-
main;

2. An optional LP interpolation coefficients reconfigurable estimation mode
for CPI processing. Coefficients are estimated for the current observation
scene using a known single interference-free sweep. These coefficients are
then reused for the restoration of subsequent interference-contaminated
sweeps in the CPI;

3. The proposed technique is real-time implementable, with a predictable ex-
ecution delay (latency), based on FFT banks and fixed-length extrapolation
filters, as opposed to iterative methods relying on algorithm convergence;

4. An evaluation of the technique’s performance in the range-Doppler do-
main as opposed to range-only (range-profiles) as in previously cited work.
The aim is to additionally showcase the maintenance of the radar’s coher-
ence over a CPI after interference mitigation;

The rest of the chapter is organised as follows: Section 2.2 presents theoret-
ical aspects related to the proposed technique. Section 2.3 describes the tech-
nique used for interference mitigation. Section 2.4 presents technique simu-
lations. Section 2.5 presents experimental results with real radar data and dis-
cusses the findings. Conclusions and final remarks are given in Section 2.6.

2.2. THEORY

2.2.1. DERAMP LINEAR FMCW RECEIVERS

In linear FMCW [26], the transmitted signal can be described as in (1.1), and the
received signal as in (1.3). In deramping, the transmitted and received signals
are mixed to produce beat-frequencies. This is illustrated in Fig. 2.2 where a
receiver’s output can be considered as a sum of beat-frequencies. The receiver
implementation can be an I/Q (SSB) or DSB. These beat-frequencies are usually
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Figure 2.2: After [7],[5] and [19]. (a) Deramping linear FMCW operational overview. The trans-
mitted and received chirps are mixed to produce beat-frequencies which are usually bound by a
LPE (b) Simplified receiver architecture at the top where R’} (¢) from (2.4) is shown after the LPE
At the bottom, a victim/interferer FMCW interference example where the shaded area represents
interferences in a DSB receiver implementation.

bound by a Low Pass Filter (LPF), limiting the maximum frequency in the beat-
frequency interval to a desired maximum range. The beat-frequencies are then
typically sampled to a point that satisfies the Nyquist criterion for that maximum
range. A beat-frequency for a target return after mixing and filtration can also be
expressed as [17]:

Ry,i (1) = Aj cos[e;(1)] 2.1
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and the receiver output for M multiple responses can be written as:

M
Ry(1) =) Rp;(1) 2.2)
i=0

confirming that targets’ beat-frequencies, like speech, can indeed be considered
as a sum of sinusoids with arbitrary amplitudes, frequencies and phases. A full
derivation showing all phase terms can be found in [27]. This insight lends it-
self to working with targets’ beat-frequencies in the STFT domain. Each fre-
quency (target) will theoretically be represented by a single slice in the STFT
time-frequency axes. Targets with different velocities will later be resolvable in
the Doppler domain after processing a CPI. It is worth noting that in the interfer-
ence mitigation technique presented in this chapter, we do not consider the case
where a target might have a considerably high acceleration - causing a frequency
change within a single sweep - as in ballistic missile applications, for example.
The proposed technique can however work in radars experiencing targets range-
migration phenomena, as this happens from sweep-to-sweep.

2.2.2. FMCW INTERFERENCE

In a victim deramp FMCW radar receiver like the one in Fig. 2.2(b), a received
interference from a similar interferer FMCW radar can be described similarly to
(1.3) as:

R[(t):A[COS[ZJ‘[(fC(t—AT)+%al(t—AT)z)] (2.3)

where Aj is the interference amplitude, At is the interferer’s transmission start
time delay with respect to the victim radar transmit start time, and the interferer’s
chirprate oy = By / Ts ;. The interferer’'s bandwidth is By and its sweep time inter-
valis Ts ;. This interference will be mixed with the transmitted reference, along
with useful received echoes. This means that the receiver output in (2.2) can be
written as:

Rpear(1), —(%)+Tmax< t<t
Ry =2 Rpea:t()+R1(1), i<t<t> (2.4)
Rpear (1), h<t<T,/2

where the interference duration 77yt = f, — t; + 1 following the derivations in [5],
[17] and [19]. It has been demonstrated that after deramping, the instantaneous
frequency of R;(f) can be expressed as f;(t) = (a; — @)t — a;At. The analysis in
[19] show that since f;(#) is bound by the victim’s LPF as illustrated in Fig. 2.2(b),
the interference duration will be: Tyy7 < |2LPF/(a; - a)|. Note that the factor
2 will not be present in a SSB receiver implementation. For a DSB receiver, the
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interference appears as a “V” like shape intersecting across the beat-frequencies
band, as in Fig. 2.1(a). The assumption in (2.4) is that the interference occurs
in the middle of the sweep, causing a discontinuity in useful data. If however
the interference occurs in the beginning or end of the sweep, it can simply be
discarded without having undesired effects on the range FFT.

2.2.3. LINEAR PREDICTION OF FMCW BEAT-FREQUENCIES

In the STFT domain, FMCW target beat-frequencies - as in (2.2), Fig. 2.1 - ap-
pear as horizontal (slices) in the time-frequency plane. The full derivation in
[27], shows that - except for target range - contributing factors to the phase el-
ements of (1.6) are usually very small in one sweep compared to 7 radians, and
can be neglected. It is expected that a noise-free single point-target will have a
single constant-amplitude frequency-slice. In reality we however observe ampli-
tude fluctuations on each frequency-slice which depend on factors like: 1) tar-
get(s) Radar-Cross-Section (RCS) frequency dependence varying in response to
swept instantaneous frequency (Swerling RCS models) in relation to target(s) be-
havior and nature (point/extended/stable/moving); 2) FFT leakage and resolu-
tion degradation due to the fact that the STFT window and hop sizes being typ-
ically smaller than the observed signal length; 3) ripple on beat-frequencies as
a result of imperfect digital filters’ pass-band-ripple. There usually are one or
more digital filters in an FMCW radar receiver chain (dc-block, I/Q demodula-
tion, maximume-range, etc.).

Because of the aforementioned reasons, beat-frequencies in the STFT do-
main can be considered as time sinusoidal signals too, but - as key - with a much
lower frequency than the original time domain deramped signal. In the follow-
ing section we will show that we propose to suppress interference-contaminated
beat-frequency frames in the spectrogram, and interpolate them. Since it has
long been known in acoustics that time signals’ parameters can be modeled us-
ing AR, and further extrapolated using these parameters by LB, we propose to do
so for FMCW radar beat-frequencies in the STFT domain in this chapter.

In LP, future y values are estimated using a linear combination of previous
ones, with the most common representation being:

LPorq
xyl= ) aixly-il (2.5)
i=1

where X[y] is the predicted value, LP,,4 the prediction filter order and a; the AR
prediction coefficients. AR coefficients estimation algorithms recommend hav-
ing available samples - to estimate from - at least twice LP,;. Noting that when
estimating from post-interference-region samples, nothing changes except that
samples are flipped-around before being used. This will further be discussed in




2. AN INTERFERENCE MITIGATION TECHNIQUE FOR FMCW RADAR USING
26 BEAT-FREQUENCIES INTERPOLATION IN THE STFT DOMAIN

Section 2.3. The coefficients are estimated following the Burg method [28] in our
implementation. Several methods exist for AR parameters estimation, such as
the least-square and Yule-Walker [29]. These methods lead to approximately the
same results for large data sets (typically more than 2048 points [30]). It has how-
ever been demonstrated that the Burg method is more reliable than the others
[30].
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Frequency CPI

Time
\L w g
Use for Use coefficients to
Interference-free Coefficients repair any contaminated
sweep estimation sweeps in CPI

Figure 2.4: Optional reconfigurable LP coefficients scheme for CPI processing. Estimated LP co-
efficients are retained using a known interference-free sweep, and then used for the interpolation
operations in the rest of the CPI.

2.2.4. BEAT-FREQUENCIES IN THE STFT DOMAIN

At the output of a typical deramping FMCW receiver, like the one in Fig. 2.2, let
a received sweep - as in (2.4) - have k samples, a sampling frequency fs Hz, a
sampling time t; seconds, yielding an observation time T, = k/ fs seconds; The
beat-frequency resolution of this signal would then be Af = 1/T,,s; Hz. In the
STFT domain, the sweep can be represented as:

LU/C
xi(nl = ZZ hinlx(n+1Ahop]e™ 27" Wien (2.6)
where [ is the frame number in the STFT, W},,, is the number of samples for each
FFT forming the STFT. h is the analysis window function (Hamming in our case),
and x is the input sweep fragment. Ahop is the number of samples from succes-
sive STFT windows to create an overlap, and w the frequency index. The number
of frames is defined as [ = 1+ floor((k — Wy,,)/Ahop), where floor is a round-
towards-zero operation. The observation time will be determined by W;,, as
Tobs sTFT = Wien! fs seconds. The reduced observation time will yield an STFT
frequency axis resolution being A fsrrr = 1/ Tops strr Hz. A fsTrr will be signif-
icantly coarser than A f of the original signal. On the STFT’s time axis. The time
equivalent of the Ahop size is Tapop = Ahopl fs, resulting in a different sam-
pling frequency fanop = 1/ Tanop- To satisfy the Nyquist criterion, the maximum
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STFT beat-frequency-slice fluctuation that can then be unambiguously observed
is fanop/2. Note that the STFT is the analysis tool for the signal model (beat-
frequencies) parameters estimation.

2.2.5. BEAT-FREQUENCY FLUCTUATION MODEL
We model the beat-frequency fluctuations discussed in Section 2.2.3 using a clas-
sical amplitude modulation defined with a depth and frequency where:

sm(t) = n fom (1+ mcos(@mt+@m)) cospt +@p) + n(r) 2.7)

for 0 < t < Ts, where s, (f) is an amplitude modulated STFT beat-frequency-slice,
Ay its amplitude, m the modulation depth, w,, the modulation frequency, ¢,
the modulation phase, w;, = 27 f;, where f}, is the beat-frequency, with an initial
phase ¢y, and n(f) is noise. The modulation frequency w,, = 2n/T;) g, where g is
the number of oscillations per observation period, and f;,, = g/ Ts the frequency
in Hz.

Any of the fluctuation reasons can lead to: 1) m possibly ranging from 0 to
1 in depth; 2) f;,, being smaller than A fsrr7, or being closely spaced to another
frequency, and therefore be unresolvable by the STFT on a single frequency-slice;
3) fluctuations periodicity behaviour not being captured by the LP coefficients
when the number of oscillations g is too small (depending on the interference
duration being suppressed); 4) the SNR affected by the noise amplitude. This
model will assist in the trade-offs for the selection of the W, Ahop and LP,,4
parameters in Section 2.3.2, and for simulation in Section 2.4.

2.3. METHOD
The following subsections present the steps for beat signal reconstruction, dis-
cusses the reconstruction parameters selection trade-offs and CPI processing.

2.3.1. BEAT SIGNAL RECONSTRUCTION STEPS

The proposed interference mitigation technique is illustrated in Fig. 2.3. This
technique assumes a priori knowledge of the interference location in the sweep,
or the usage of the simple method in [10] to identify that location. The steps are:

1. Take a received deramped sweep to the STFT domain;

2. Suppress p interference-contaminated frames where p is the index of the
suppressed frames. The suppression is illustrated in Fig. 2.1(b);

3. Estimate IQ amplitude LP coefficients (a; in (2.5)) for each n frequency-
slice from the interference-free parts. The coefficients estimation is done
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Table 2.1: Interpolation Parameters Trade-offs
Pa- Role/Effect Size Increase Pros Size Increase Limits /
ram- Cons Requirement to
eter Satisfy
Determines Better resolution on the | Less Available samples [
Wien | number of STFT frequency grid interference- to be used for
STFT (AfsTFT). More free samples ! | interpolation have
frequency- immunity against to interpolate | to be atleast twice
slices amplitude fluctuations. | from. Increase | the interpolation
(frequency Decrease interpolation FFT computa- | filter order
resolution) filter operations tional
computational complexity
complexity
Along with Interpolation filter Less Nyquist criterion
Ahop| Wiy, it operations interference- for maximum
determines computational free samples I | unambiguously
the time complexity decrease to interpolate observed
resolution from amplitude
Tanop and fluctuation for a
value of / single
beat-frequency
slice (fanop)-
Available samples /
to be used for
interpolation have
to be at least twice
the interpolation
filter order
Determines Better ability to Interpolation Order should be
LP,, 4| maximum interpolate more filter less than or equal
number of amplitude fluctuations operations to 1/2
frequencies to | and better noise computa-
be immunity tional
interpolated complexity
(fanop) increase
(interpolation
quality)
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from the left and right sides of the suppressed frames. As illustrated in
Fig. 2.4, in CPI processing, an optional mode allows for the retainment of
estimated coefficients from a known interference-free sweep, and the re-
configuring of the LP filters with those coefficients from one CPI to an-
other. This will further be discussed in Section 2.3.2;

4. Extrapolation of IQ amplitudes of (2.6) is done from right and left follow-
ing (2.5). (noting that this is done on STFT data, which are made up of
short FFTs, therefore IQ amplitudes of beat signals on the STFT grid are
available. This should not be confused with sweep IQ deramped data from
a radar’s SSB receiver). A cross-fading window is used to merge the data
from both extrapolations, hence the term interpolation. An interpolated
frequency slice can be written as:

xnlp] = cwlplxyrwlpl + (1 - cwlpl) Xppwlp] (2.8)

where x, r,, and x,p,, are the forward and backward extrapolations respec-
tively. The cross-fading window cw adapted from [31] and [32] is defined
as: cw(p] = c[p]”, where c[p] =0.5(1 +cos(n (1+ p/(pp— pe))))-

The contaminated frames’ beginning and end indexes are pj and p, re-
spectively.

And r =10g(0.5)/0.5(1+cos (7 (1 +0.5/(pp— pe))));

5. Predict an extra sample (p.+1) beyond the interference region, with the
purpose of checking the predicted phase vs the actual phase at that point.
The calculated phase error is then spread backwards in the interpolated
data following [32] using the approximation:

Perror = Ppesy = Ppen (2.9)
where @p,,, is the phase of the extra predicted sample, ¢,,, is the actual
phase of the first sample of the interference-free part, and:

~— Fb
p pb(Perror (2.10)

@lpl =@lpl +

e
where @[p] are the phase values of the p previously interpolated samples
and pj < p < p.. Note that if the forward or backward parts of the sweep
are completely contaminated, the technique will work, (2.8) will then only
have one part and the phase correction step can be skipped;

6. Convert sweep back to the time-domain, after all p frames have been re-
placed, using an ISTFT;

7. Normal CPI processing can now take place using a 2-D FFT - with Ham-
ming windows for example - to produce range-Doppler maps.
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2.3.2. RECONSTRUCTION PARAMETERS SELECTION TRADE-OFFS AND CPI
PROCESSING

Following the beat-frequency model discussion in Section 2.2.5 and (2.7), inter-

polation errors can be considered using the trade-offs of the multi dimensional

dependence in:

error = f(SNR,INT, g, m, k, Wi, Ahop, LPy.4) (2.11)

where INT is the interference duration within a sweep. Some of these depen-
dencies will be covered in the simulations in Section 2.4. Trade-offs have to be
then made for the selection of Wj,,, Ahop and LP,,; parameters. A guideline
for these trade-offs is presented in Table 2.1.

Since the aforementioned fluctuations are not the same for different ranges,
target types and different radars, an optimal LP,, 4 selection cannot be general-

ized and has to be estimated. This can be done by extrapolating known interference-

free samples (continuously from sweep-to-sweep as a radar background task for
example), and choosing an acceptable error percentage threshold against differ-
ent LP filter orders. An average interpolation error percentage can be calculated

as:
1 N

error=— >

n=1

Xn—Xn

x 100% (2.12)

Xn

where N is the number of samples interpolated, x is the interference-free sam-
ples and % the interpolated samples. If the nature of the beat-frequencies is not
foreseen to significantly change from sweep-to-sweep, LP coefficients estimated
from a known interference-free sweep can optionally be used for the restora-
tion of an optional number of subsequent interference-contaminated sweeps,
or for all subsequent interference-contaminated sweeps in a CPI. This compro-
mise will relief the radar from coefficients estimation from sweep-to-sweep. The
CPI coefficients retention mode is illustrated in Fig. 2.4 and has been used in the
experiments presented in Section 2.5.

2.4. SIMULATION RESULTS FOR PRESENTED TECHNIQUE

To characterize some of the multi-dimensional dependencies in (2.11) for the
mitigation technique, a beat-frequency is generated as in Fig. 2.5(a) following
(2.7) with: m =1, Ts =1 ms, g =25, ¢, =0, f, =100 kHz, ¢}, = 0 and sampled
at an f; = 2 MHz. Additive White Gaussian Noise (AWGN) is used in the simu-
lations. The beat-frequency is then taken to the STFT domain as in Fig. 2.5(b)
with: Wy, =64, Ahop = 4, where the effects of g and m are clearly visible. The
STFT frequency slice at 100kHz is then plotted in Fig. 2.5(c). For 100 Monte-
Carlo simulation runs, Fig. 2.5(d) to Fig. 2.5(i) present box-plots for different
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Figure 2.5: Plots for simulation is Section 2.4.(a) Input beat signal in time-domain. (b) STFT of
input signal. (c) Amplitude of the 100 kHz frequency slice. Box-plots (d) to (i) are for average
amplitude error percentages vs LP filter order for different permutations. In the box-plots, dots
represent outliers, horizontal lines the median and circles the mean. In the plots, m: modulation
depth from (2.7), INT: interference duration percentage in relation to the time-domain beat signal.
SNR values are given for the input time-domain signal. Number of samples used for coefficients

estimation: 450.
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Table 2.2: Results related to Fig. 2.6 for the strongest target. The difference in signal amplitude
(loss) due to the restoration is represented by dP2P, and the difference in peak to sidelobe level is
represented by dPSL

SNR (dB) 50 13 0

INT (%) 5 20 | 50 5 20 | 50 5 20 | 50
dP2P(dB) | 03 | 0.3 | 0.3 | 03 | 03 | 03 | 04 | 04 | 1.0
dPSL(dB) | 1.8 | 20 | 23 | 6.0 | 6.0 | 70 | 6.0 | 6.0 | 3.0

beat-frequencies with different dependencies of (2.11). SNR and INT percent-
ages are related to the time-domain beat-frequency signal before the STFT (an
INT of 50% for example would mean that 0.5 ms of the beat-frequency signal is
interference-contaminated). The duration of which the signal in Fig. 2.5(c) is to
be suppressed in relation to different interference percentages is calculated us-
ing the equation for / STFT frames in Section 2.2.4. The floor operation when
calculating [ is the reason the STFT beat-frequency has a 0.94 ms duration as
opposed to the 1 ms duration of its time-domain representation. Average ampli-
tude errors are calculated using (2.12) and are related to the amplitudes of the
specific frequency-slice under test in the STFT domain. From the simulations,
we found that the interference duration and modulation depth have a great im-
pact on the errors. As the input SNR is reduced, the fluctuations do not play a
major role and the interference duration is more important. Despite that results
are shown for a g value of 25, we found that high values of g are better, as the pe-
riodicity behavior is more easily then being captured by the LP coefficients. The
average amplitude errors seem dramatic because they are calculated sample per
sample without any thresholding, and therefore random noise is also compared.
To relate those errors to a detection scenario, Fig. 2.6 presents the signal spec-
trum related to Fig. 2.5(h) after restoration. The combination of g and m appear
as three targets. The difference in signal amplitude (loss) due to the restoration
is represented by dP2P, and the difference in peak to sidelobe level is represented
by dPSL. Table 2.2 presents the results for all simulated cases in dB regardless of
probability of detection and false alarm. In simulation, the reference noise-free
samples - before adding white noise - are known, therefore another way to eval-
uate the reconstruction results is to do so for the beat-frequency time-domain
signal by calculating a Restoration SNR (RSNR) [21] as:

RSNR=10log— 1 (2.13)
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Figure 2.6: Signal spectrum related to Fig. 2.5(h) after restoration. The difference in signal ampli-
tude (loss) due to the restoration is represented by dP2P, and the difference in peak to sidelobe
level is represented by dPSL. Refer to Table 2.2 for these results for all simulated cases.

where N is the number of interference-contaminated samples (in the beat-frequency
time-domain signal). z are the reference noise-free samples, z’ the reconstructed
samples. The denominator represents the noise that is the error due to the re-
construction imperfection. The RSNR can also be interpreted as how much of
the beat-frequency SNR is restored due to the reconstruction, and to show the
reconstruction’s dependence on the input beat-frequency SNR. The RSNR is cal-
culated only over the interference-contaminated region in the beat-frequency
time signal and is presented in Fig. 2.7. For the permutations in these simula-
tions, LP orders of from 18 to 34 were sufficient to achieve stable error results.
Similar simulations can be done for different FMCW radars to determine accept-
able error thresholds as discussed in Section 2.3.2.

2.5. EXPERIMENTAL VERIFICATION

2.5.1. EXPERIMENTAL SETUP

The performance of the proposed interference mitigation technique is demon-
strated experimentally using the full-polarimetric TU Delft PARSAX [33] radar
depicted in Fig. 2.8(a). PARSAX is mounted on the roof of the electrical engi-
neering, mathematics and computer science building at the TU Delft. The radar
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Figure 2.7: RSNR for simulations in Section 2.4. RSNR values indicate how much of the signal
power (in the interference region) is restored due to the proposed mitigation technique. This is an
advantage over merely suppressing interferences in time-domain. As the input SNR increases, the
better the RSNR. Increasing interference durations give worst results.

operates in S-band (3.1315 GHz) and uses an Intermediate Frequency (IF) of
125 MHz. The radar is equipped with a horizontal and a vertical polarization
transmit channels. PARSAX has four receiver channels providing for cross and
co-polarization configurations. A simplified PARSAX block diagram is depicted
in Fig. 2.9. On every receiver channel, transmitted and received signals are sam-
pled at IF using a pair of Analog-to-Digital Converters (ADCs) on an Innovative
Integrations X5-400M Xilinx Virtex5SX95T FPGA card. The ADCs are 14-bit de-
vices with sampling rates up to 400 Mega Samples per Second (MSPS). Deramp-
ing signal processing is performed digitally on the FPGAs. Beat-frequencies are
transferred to a computer via the PCI-express bus for interference mitigation and
range-Doppler processing.

PARSAX can be used to create FMCW interferences in the form of cross-channel
interferences. This is done by simultaneously generating an up-chirp and a down-
chirp on the horizontal and vertical polarization channels respectively. This wave-
form will cause a leakage around the time when the up and down chirps inter-
sect. The interference is in agreement with the theory in Section 2.2.2, except that
the interferer and victim radars are different polarization channels within the
same radar. This is illustrated at the bottom right of Fig. 2.9 for the SSB receiver
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Figure 2.8: Experimental setup. (a) The PARSAX radar (b) Industrial chimney as a stable-target
in experiment 1 (c) location of highway in relation to PARSAX for experiment 2 (d) Photo of the
illuminated highway area for experiment 2.

case used in the second experiment. The interference duration in PARSAX for
DSB and SSB receivers is approximately 20% and 10% respectively [7]. PARSAX
can also be used in an interference-free mode where only a single chirp is gener-
ated on a single polarization channel.

Experiments were conducted using the configuration options shown in Table
2.4.

The filter order was selected after analyzing radar data STFT frequency-slices
following the discussion in Section 2.3.2. The lowest filter order which gives sta-
ble minimum errors for the worst-case frequency-slice (target) was selected. The
worst-case frequency-slices for both experiments are illustrated in Fig. 2.10. For
simplicity, that filter order was used for all frequency-slices in both experiments.
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Figure 2.9: Simplified simultaneous polarimetric PARSAX radar block diagram. The radar has two
co- and two cross-polarization channels. FPGAs allow for implementing a DSB or a SSB receiver.
Data transfer to the PC via PCI-express. The interference scenario in the bottom-right represents

the simultaneous polarimetric mode and a SSB receiver.

2.5.2. EXPERIMENT 1: INTERFERENCE MITIGATION FOR A SINGLE SWEEP

(RANGE-PROFILE)

The setup for the first experiment is illustrated in Fig. 2.3. In this experiment we
observe an industrial factory chimney in a stable targets scene, using simultane-
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Figure 2.10: Filter order selection based of average interpolation errors of interference-free beat-
frequency-slice amplitude fluctuations. For radar-measured data, (a) and (b): Beat-frequency-
slice amplitude fluctuation for the worst-case-targets in experiments 1 and 2 respectively. (c) and
(d): A filter order of 75 was selected for both experiments. A filter order of 75 was selected because
itis the lowest order which gives stable error results.

ous transmission on the horizontal and vertical polarization channels, and using
the radar’s co-polarimetric receiver (R-HH) with a DSB implementation for an in-
terference duration of 20%. The chimney is depicted in Fig. 2.8(b). This will result
in an interference-contaminated sweep due to the vertical channel’s leakage into
the horizontal one. The aim is to use our interference mitigation technique for
this sweep, and illustrate the results for a range-profile. We observe the interfer-
ence in the STFT domain shown in Fig. 2.1(a). The data is then processed using
the proposed technique, inverse cosine windowing and zeroing for comparison.
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Figure 2.11: Setup for the second experiment in Section 2.5.3. The zeroing, inverse cosine window-
ing and the proposed techniques are compared in range-Doppler against reference interference-
free data. W-2D-FFT indicates performing a windowed (Hamming, in our implementation) range-
Doppler two-dimensional FFT.

The inverse cosine window is applied to the interference region in time-domain
and is defined as:
1-cos (n (%))

2
where t; <t <t asin (2.4) and Tynr =t — 1 + 1.

Wc(t) =

(2.14)

2.5.3. EXPERIMENT 2: INTERFERENCE MITIGATION IN A RANGE-DOPPLER
CPI
The experiment Setup is illustrated in Fig. 2.11. In this experiment, we observe
automobiles on a highway, transmitting on only the radar’s horizontal channel,
and using the radar’s co-polarimetric receiver (R-HH) with a SSB implementa-
tion. This will result in interference-free sweeps. The highway and its location are
depicted in Fig. 2.8(c) and Fig. 2.8(d). These interference-free sweeps are used as
reference-data. The data is then processed - as if it had interferences - using the
proposed technique, inverse cosine windowing and zeroing for comparison. The
aim is to evaluate our proposed technique on range-Doppler maps for a CPI in
the case of a moving targets scene. Three copies of the data are made available.
On the first, a section of each interference-free sweep is removed by the zeroing
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technique. On the second, the inverse cosine window is applied to that same
section. And on the third copy, the same section is removed and interpolated by
the proposed technique. Three durations of 15%, 25%, and 50% are selected to
examine the effects of different possible interference durations. All three tech-
niques are then compared against the reference-data in range-Doppler. A seg-
ment - representing a cluster of targets - of the range-Doppler maps from the
compared cases is presented in Fig. 2.12, before and after applying a threshold of
-30 dB lower than the strongest target peak in each map (different thresholds will
also be considered as will be seen in the next subsection). This range-Doppler
segment/cluster will be used for further comparisons.

2.5.4. RESULTS AND DISCUSSION

For the first experiment, results are shown in Fig. 2.1(c) for our technique in the
STFT domain where the “V” shaped interference is removed. In Fig. 2.13 the
range-profile for the compared techniques is shown. The range-profile shows
that weaker targets clearly emerge after the reduction of the interference-induced
noise floor. The inverse cosine window does not perform as well as zeroing -
throughout the range-profile - because of it being a compromise between com-
pletely eliminating interferences and smoothing the area between the signal and
the interference to reduce SLL in the frequency domain. The “V” shaped inter-
ference will not completely be removed by the inverse cosine window. The ze-
roing technique however suffers from higher residual-sidelobes due to the dis-
continuity in the FFT frequency estimation. For the second experiment, results
are calculated on the previously mentioned thresholded range-Doppler maps in
Fig. 2.12[(b),(d), (f) and (h)] for multiple threshold levels. The range-Doppler
maps show high sidelobes and signal energy spread in the case of zeroing and
inverse cosine windowing, whereas a fine restoration is achieved after interpola-
tion. This is also evident in the range and Doppler cuts illustrated in Fig. 2.14 and
Fig. 2.15. The figures correspond to the interference duration of 15% in Table 2.3.

The results in Table 2.3 measure performance criteria from different points of
view. We found that if we were to evaluate only at target peaks - even after data
normalization - it would not be a fully representative restoration accuracy mea-
sure, since the zeroing technique can cause peak-deformation into more than
one. While this might not be very evident in simulation data, we found it to be so
for experiments with the radar. We therefore calculate the performance criteria
on the thresholded range-Doppler maps - instead of just at normalized peaks -
for more representative results.
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A 2-D correlation coefficient [34] calculated as:

S J
> X (xsj_j)(x,sj_j,)

s=1j=1
r= (2.15)
S J L, S o
¢Z Y (xsj— X)X Y (X5 —X)
s=1j=1 s=1j=1

where x is the reference interference-free data, % its mean, x’ the data processed
by the mitigation technique being evaluated and X’ its mean. The 2-D matrix
indices are s and j.
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Figure 2.12: Range-Doppler maps used in the second experiment (Section 2.5.3), and illustrated
in Fig. 2.11. (a) Reference-data (b) Reference-data thresholded at -30 dB from its strongest peak.
(c) Zeroing technique processing of the reference-data (d) Zeroing technique processing of the
reference-data thresholded at -30 dB from its strongest peak.(e) Inverse cosine window technique
processing of the reference-data (f) Inverse cosine window technique processing of the reference-
data thresholded at -30 dB from its strongest peak (g) STFT interpolation technique processing of
the reference-data (h) STFT interpolation technique processing of the reference-data thresholded

at -30 dB from its strongest peak.
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Figure 2.14: A cut through the range-Doppler maps in Fig. 2.12 before any thresholding, at
17.34 m/s velocity. The interpolation technique outperforms the zeroing and inverse cosine win-
dow techniques in terms of signal energy spread and SLL.
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For the —10 dB threshold case, a correlation of 0.97 is calculated compared
to 0.78 and 0.62 for the interpolation, inverse cosine windowing and zeroing
techniques respectively. A close correlation (the closer to 1 the better) between
the original and restored range-Doppler maps for the proposed technique is ob-
served. 2-D correlation coefficients are indicators of how well Sidelobe-Levels
(SLL) are reduced. It is worthwhile noting that the results are slightly biased to-
wards inverse cosine windowing in the second experiment. Inverse cosine win-
dowing performs considerably better than zeroing - and in a few instances even
better than interpolation - because it is applied to reference interference-free
data. There is - in this case - no “V” shaped interference to battle against, and
no compromise has to be made between completely eliminating interferences
and smoothing the area between the signal and the interference.

An average error percentage is used to quantify accuracy for amplitudes and
phases using (2.12) where N is the number of elements in a range-Doppler map,
Xrer is the reference interference-free data and x' is the data processed by the
mitigation technique being evaluated. The results show that - for the -10 dB
threshold case - the interpolation technique reduces amplitude and phase er-
rors from 40.98% and 24.5% - for zeroing and inverse cosine windowing respec-
tively - to 4.81% and from 111.66% and 32.47% - for zeroing and inverse cosine
windowing respectively - to 4.87%. The differences in the results confirms peaks
power-spread and high sidelobes in the case of the zeroing and inverse cosine
windowing techniques, which is also in agreement with the 2-D correlation co-
efficients’ results. A phase Root-Mean-Square Error (RMSE) is added as an addi-
tional method for phases evaluation in radian. The RMSE is calculated using:

1 N
RMSE=| =Y |x,—%,I? (2.16)
anl

where N is the number of samples, x is the reference interference-free data phases
inradian and x’ is the phases in radian for data processed by the mitigation tech-
nique being evaluated. The interpolation technique offers better phase main-
tenance. Phase stability is of great importance in polarimetric radars, where
target polarimetric information is directly dependent on phase variations be-
tween the co- and cross-polarimetric receiver channels (as in the configuration
in Fig. 2.9). At high threshold levels, results are more related to target peaks, but
as the threshold drops, sidelobes and noise become more evident, and therefore
have greater effects in worsening the results. At the lowest threshold of —50 dB
we are already marginally comparing noise and the results are not very represen-
tative.

Conforming to simulations observations, as interference durations increases,
the interpolation quality decreases because of errors accumulating over time. In
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Table 2.4: Setup parameters for experiments in Section 2.5

Experiments 1 and 2

Parameter Value Unit
Bandwidth 40 MHz
PRF 1 kHz
Maximum beat-frequency | 5 MHz

16384 Samples
Total number of samples
per sweep
STFT window length 3072 Samples
STFT hop size 32 Samples
Linear prediction filter 75 n/a
order

Experiment 1
Receiver type DSB n/a
Waveform Simultanious up/down chirps n/a

on horizontal and vertical

polarization channels

Experiment 2
Receiver type SSB n/a
Waveform Up-chirp on horizontal n/a

channel

Yes n/a
Retain linear prediction
coefficients for entire CPI
CPI length 512 Sweeps
CPI time 512 ms

such cases we observed worst target sidelobes in range and in Doppler. We ob-
served neither the introduction of new/false strong target peaks nor a rise in the
noise-floor. We believe this to be due to the LP’s linear nature in the sense that
its extrapolated values depend on a linear combination of previous ones. This is
also evident in that no new targets falsely appear in the noise regions between
targets. On the other hand, zeroing or inverse cosine windowing should be se-
lected - at low SNR scenarios - if the error in (2.12) exceeds a selected threshold
by the radar designer, as motivated in the discussion in Section 2.3.2.
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2.6. CONCLUSION

Anovel interference mitigation technique for FMCW radar using beat-frequencies
interpolation and phase matching in the STFT domain has been presented. Af-
ter the suppression of interference-contaminated frames of beat-frequencies in
a sweep in the STFT domain, useful beat-frequencies are subsequently recon-
structed based on a known beat signal model. The beat signal model param-
eters estimation analysis is done using the STFT. LP coefficients for the signal
parameters are then estimated using AR for the current observation scene - for
each STFT frequency-slice - from the interference-free parts of each slice, or op-
tionally - in a reconfigurable manner - from a previously known interference-
free sweep in the CPI. Suppressed beat-frequency frames are then replaced by
the linear-predicted interpolated ones, followed by a phase matching procedure.
The proposed technique satisfies our requirement to keep using the FFT as the
radar’s beat-frequency estimation tool. It furthermore does not require target de-
tection/thresholding - at the strongest target peak - to begin with, nor algorithm
convergence. The technique is real-time implementable with a predictable exe-
cution delay (latency), based on FFT banks and fixed-length extrapolation filters.
We have demonstrated the technique’s performance improvement with respect
to the known zeroing and inverse cosine windowing solutions, against interfer-
ence for a stable targets scenario. We have then evaluated the technique’s perfor-
mance in range-Doppler for a moving targets scenario, where an interference-
free reference-data CPI is processed using the zeroing technique and vs inverse
cosine windowing in comparison to ours. Our technique has shown significant
improvements in 2-D correlation coefficients, amplitude and phase average er-
ror percentages and phase RMSE.

The proposed technique is also applicable for radars experiencing targets
range-migration phenomena, but not applicable to applications where targets
might have a considerably high acceleration - causing a frequency change within
a single sweep - as in ballistic missile applications, for example.
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DECOUPLING THE DOPPLER
AMBIGUITY INTERVAL FROM THE
MAXIMUM OPERATIONAL RANGE

AND RANGE RESOLUTION IN

FMCW RADARS

Classical sawtooth Frequency Modulated Continuous Wave (FMCW) radars ex-
perience a coupling between the maximum unambiguous Doppler-velocity in-
terval, maximum operational range, range resolution and processing gain. Op-
erationally, a trade-off is often necessarily made between these parameters. In
this chapter, we propose a waveform and a processing method that decouples the
aforementioned parameter dependencies at the price of using multiple receiver
channels within the radar. The proposed method exploits the fact that beat-frequency
signals have the same baseband frequency, even if the transmitted and received
chirps occupy different radio frequency bands, and have different center-frequencies.
We concatenate those baseband signals in the time-frequency domain to restore
the range resolution and processing gain. An overview of the FMCW parameters
trade-off for different waveforms and a feasibility analysis of implementing the

This chapter is based on:

S. Neemat, O. Krasnov, Fred van der Zwan, and A. Yarovoy, “Decoupling the Doppler Ambiguity
Interval from the Maximum Operational Range and Range Resolution in FMCW Radars,” IEEE
Sensors Journal. to be published, DOI: 10.1109/JSEN.2020.2972152. © 2020 IEEE with permission.
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proposed processing method are presented. The proposed method is verified by
simulations and experiments with an FMCW radar for stable, moving and extended-
moving targets. We found that the proposed method indeed allows for the un-
ambiguous Doppler-velocity interval extension, without compromising the oper-
ational maximum range, range resolution and processing gain. We furthermore
discussed the method’s limitations and imperfections.

3.1. INTRODUCTION

Frequency Modulated Continuous Wave (FMCW) radars [1], [2], operating with
chirp-sequence sawtooth waveforms in deramping (stretch-processing) mode —
are widely used for numerous applications from weather observation, automo-
tive sensing and navigation [3], and biomedical applications [4]. The deramp-
ing processing concept is based on the mixing of the transmitted signal with
the received echoes, resulting in baseband signals known as beat-signal, which
are proportional to targets’ ranges. Appropriate Radio Frequency (RF) conver-
sion and filtering operations are used for a reliable deramping design, depend-
ing on available resources and desired operational band [5]. The radar’s range-
resolution is a criterion by which the radar’s ability to separate targets that are
close in range is measured. Deramping FMCW radars’ range-resolution is de-
fined by the transmitted bandwidth. The radar’s chirp-rate defines the ratio be-
tween the transmitted bandwidth and the sweep time (PRI). Deramping FMCW
radar’s maximum operational range is defined by its maximum beat-frequency,
which is typically set by a Low Pass Filter (LPF) placed subsequent to the mixing
of the transmitted and received signals. Targets’ velocities are typically calcu-
lated from Doppler frequency estimation across multiple targets’ returns from
multiple sweeps in a Coherent Processing Interval (CPI). The radar’s sweep repe-
tition frequency (PRF) is therefore the Doppler sampling frequency, and in con-
sequence defines the radar’'s maximum unambiguous velocity. The FT is widely
used for the estimation of target ranges and velocities, for its compatibility with
most processing architectures, linearity and predictable latency.

The problem this chapter offers a solution for is the coupling of the radar’s
Doppler-velocity ambiguity interval — as defined by the PRF - with its range res-
olution and its maximum operational range. This is in the sense that if there is
an operational requirement for the observation of fast(er) moving targets, con-
ventional FMCW radar requires the utilization of a higher PRE which in turn de-
grades the range-resolution due to the reduced transmitted bandwidth because
of the reduced observation time. But, if the transmitted bandwidth is to be main-
tained as it was before increasing the PRF — by increasing the chirp-rate, which
is not always possible for legacy systems — the maximum operational range will
be reduced due to the fixed LPF cutoff frequency. The developed solution for
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the aforementioned problem shall not require any detection or a-priori informa-
tion about the observed scene, shall be applicable to very-extended targets like
rain/clouds, and shall only use the FT - as opposed to iterative frequency esti-
mation techniques.

Previous work used under-sampling or antenna-spacing schemes are ways
to restore range-resolution, but still suffer from Doppler ambiguities [8], [9]. The
work in [11] utilizes a Bandwidth Extrapolation (BE) method which uses an Auto
Regressive (AR) model to interpolate beat-signals to connect multiple RF sub-
band returns in fast-time. The technique is not suitable for systems with an LPF
cutoff of a few MHz - in addition to a usually unknown number of observed tar-
gets —yielding a fast-time signal which would require an AR filter order in thou-
sands to interpolate, which is very difficult to realize and implement in a practical
system. The improvement from BE methods is also typically limited to small du-
rations of a sweep, and it would not be realistic if there is a desire to increase the
PRF by a factor of 2, which would mean that half of the original signal would have
to be interpolated. The method in [12] is also a BE technique for matched-filter
processing and is not applicable to deramping systems. An iterative frequency
estimation method for target’s beat-signals is presented in [13]. The method
gives more freedom in terms of restrictions to the maximum center-frequency
separation between utilized sub-bands, but does not rely on the FT, making its
latency unpredictable since it relies on algorithm convergence. An interesting
approach which unbinds the Doppler ambiguity interval from the PRF is pre-
sented in [15], but requires the usage of time-shifted opposite-slope chirps, and
is iterative along target-peaks, making it unsuitable for extended meteorological
targets like rain.

The solution proposed in this chapter is the multiplexing of multiple chirps
within one sweep, and a processing method that decouples the aforementioned
parameter dependencies at the price of using multiple receiver channels within
the radar. The processing method will exploit the fact that beat-frequency signals
have the same baseband frequency - even if the transmitted and received chirps
occupy different RF bands, and have different center-frequencies (with restric-
tions discussed at the end of the chapter). The fusion of those — same frequency
- baseband signals will be done in the time-frequency domain using phase shift
operations. The solution will enable the radar to continuously operate at a high
PRE liberating it from post range-Doppler resolution improvement techniques
which might suffer from Doppler frequency spectrum folding due to the ambi-
guities related to alow PRE

A concept sketch of the idea is presented in Fig.3.1.

The novelty of this work and difference from previous techniques is high-
lighted in:
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Figure 3.1: Concept sketch of the solution waveform presented in this chapter, where the mul-
tiplexing of multiple chirps within one sweep and a processing method is proposed. The solu-
tion decouples FMCW operational parameter dependencies at the price of using multiple receiver
channels in the radar. The total transmitted bandwidth By and processing gain is maintained,
but the PRF is increased, all while maintaining the same chirp-rate. In Section 3.2.2, the pros and
contras between the suggested waveform and a chirp-rate increase will be discussed.

1. The first ever processing method for the coherent integration of frequency
multiplexed chirps within one sweep/PRI - for deramping FMCW radar in
the time-frequency domain, which allows the decoupling of the Doppler
ambiguity interval from the maximum range, processing gain and range
resolution.

2. The method constructs a single fast-time slow-time matrix — with an ex-
tended Doppler ambiguity interval, restored range resolution and restored
CPI processing gain —in one go.

3. The method does not use iterative algorithms with unpredictable laten-
cies, nor requires any detection or a-priori information about the observed
scene, and is applicable to very-extended targets like rain/clouds.

The rest of this chapter is organized as follows: Section 3.2 presents related
theoretical aspects. Section 3.3 presents the method for multiple sub-bands sweeps
concatenation in the time-frequency domain. Section 3.4 discusses the imple-
mentation feasibility of the proposed method. Section 3.5 presents simulations,
experimental verification with real radar data and discusses the findings. Con-
clusions and final remarks are covered in Section 3.6.
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3.2. THEORY

3.2.1. RELATED FMCW RADAR BACKGROUND

Refer to Section 1.3 for related FMCW radar background and equations. Note
that waveforms presented in Table. 3.1 and Table. 3.2 will be further used in this
chapter for discussions, simulations and experiments, and that the frequency
values are in intermediate frequency (IF) before up-conversion to RE

3.2.2. OPERATIONAL PARAMETERS TRADE-OFFS, AND PARAMETERS DECOU-
PLING

The waveform in the first column (W.a) of Table. 3.1 is to be taken as the refer-
ence case for the following trade-off analysis. If there is a desire to increase v,
by a factor of 2 for the unambiguous observation of fast(er) moving targets, the
PRF needs to be increased by a factor of 2. The options for this — in standard pro-
cessing — are presented in cases (W.b) and (W.c), where the number of sweeps in
a CPI Ncpj is increased by a factor of 2 in an attempt to recover any possible pro-
cessing gain loss. For waveform (W.b), changing the chirp-rate to cover the entire
available bandwidth might not be possible for legacy systems, and will result in
a maximum range R, loss by a factor of 2 for the same LPF cutoff frequency. The
benefits on the other hand would be that the range-resolution AR and the pro-
cessing gain Gcpy will not degrade by a factor of 2. For waveform (W.c), Ry, is
maintained in reference to (W.a), but AR and G¢py are worst by almost a factor of
2 — due to not using the entire available bandwidth — even for the same N¢p;.

The method described in Section 3.3 exploits the fact that beat-signals have
the same baseband frequency, even if the transmitted and received chirps oc-
cupy different RF bands. The method will show how these beat-signals can be
chained together for further usage. This will mean that the more chirps the radar
can transmit and receive, the more beat-frequency samples are available for us-
age. The feasibility and limitations of this will be covered in Section 3.4. These
extra beat-frequency samples will mean that we can increase the PRE and there-
fore increase the unambiguous Doppler-velocity interval (while maintaining the
same chirp-rate and maximum range R,,). All that without compromising on
the range resolution and CPI processing gain. If M is the number of frequency
chirps multiplexed in a sweep, and is therefore also the number of receivers in
the system. This is shown in the drawings and calculations of waveforms (W.d).
The improvement in the processing gain in (1.15) after concatenating M sweeps
can now be expressed as:

Gr =BT, M. 3.1
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Table 3.1: Worked-out trade-offs for waveforms discussed in the theory Section 3.2.2, the simula-
tions and experimental verification in Section 3.5. Waveforms W.a, W.b and W.c represent classi-
cal operation, whereas W.d the proposed waveform and processing method. References to corre-
sponding equation numbers in the text are presented in the first column.

A Frequency (MHz) Frequency (MHz)

T; LPF cutoff s

By

2 Time
(ms)

~ Waveform ' W.a W.b
Double the PRF and
increase sweep-rate

to cover entire available
bandwidth

Standard
Description reference
chirp

Chirps per sweep/PRI
M

Sweeps in CPI

N

Max. round-trip

time Tmax 100 100
(1.5) (us)

Max. Max.
beat-freq. range
fm (LPF) Rm 2 15 2 7.5
(1.7 1.7)
(MHz) (Km)
Sweep time | PRF
Ts (1.1) 2 0.5 1 1
(1.1) (ms) (KHz)
Max. )
Unambiguous
Doppler Velocity
(1.11) (m/s)
Observation time
(1.4) (ms)

Total available
bandwidth By 40 40
(1.1) (MHz)
Transmitted chirp
bandwidth B, 40 40
(1.2) (MHz)
Effective bandwidth
Be 38 36
(1.9) MHz)
Chirp-rate a
(1.2) (GHz/s)
Range resolution
AR 3.9 4.1
(1.10) (m)

CPI processing
gain Gcpy 2310400 2073600
(1.16)

1 1

32 64

1.9 0.9

20 80
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Table 3.2: (Continued) Worked-out trade-offs for waveforms discussed in the theory Section 3.2.2,
the simulations and experimental verification in Section 3.5. Waveforms W.a, W.b and W.c repre-
sent classical operation, whereas W.d the proposed waveform and processing method. References
to corresponding equation numbers in the text are presented in the first column.

A Frequency (MHz) A Frequency (MHz)
145

1254

105

Waveform W.c | w.d
Double the PRF
and keep sweep

rate as in W.a,
but use two chirps

Double the PRF
Description but keep sweep-rate
asin W.a

Chirps per sweep/PRI
M
Sweeps in CPI
N
Max. round-trip
time Tmax 100 100
(1.5) (us)
Max. Max.
beat-freq. range
fm (LPF) Rm 2 15 2 15
1.7 (1.7)
(MHz) (Km)
Sweep time | PRF
Ts (1.1) 1 1 1 1
(1.1) (ms) (KHz)
Max. )
Unambiguous
Doppler Velocity
(1.11) (m/s)
Observation time
(1.4) (ms)
Total available
bandwidth By 40 40
(1.1) (MHz)
Transmitted chirp
bandwidth B, 20 20 per chirp
(1.2) (MHz)
Effective bandwidth
Be 18 18 per chirp
(1.9) (MHz)

~ Chirp-rate a
(1.2) (GHz/s)
Range resolution
AR 8.3 4.1
(1.10) (m)
CPI processing
gain Gcpy 1036800 2073600
(1.16)

1 2

64 64

22.6 22.6

0.9 0.9

20 20
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3.3. METHOD: SUB-BANDS SWEEPS CONCATENATION

Chirps form different sub-bands in a sweep are coherently concatenated in the
time-frequency domain using phase-shift operations, as depicted in Fig. 3.2. The
steps are:

1. Store the deramped time-domain beat-frequency signal output from each
receiver in the system. These signals can be expressed as x,, ,[k]. The
receiver number is m, and 1 < m < M, where M is the number of receivers
in the system. The sweep number in the CPlis n, and 1 < n < N, where N
is the total number of sweeps in that CPI.

2. Take sweeps from all receivers to the time-frequency domain by applying
an STFT, where a sweep can be expressed in matrix form as
Z-1

ApnlLy1=| Y. wlq)xmnlg—1Ah]e 279V (3.2)
a==7 YxL

with Y rows and L columns, where [ is the STFT frame index, [ = 1,...,L, and
L=1+|(k—W)/Ah)]. The analysis window length is W. The STFT hop size
is Ah, and |- | denotes the floor operation. The frequency-slice index in the
STFT frequency grid is y, where y = 0,...,,Y, and Y is the maximum beat-
frequency index. The analysis window (for instance, Hamming) is w.

3. Form concatenated slices in the STFT domain from all receivers as:
P,=[ Al,n A2,n°C2,n Am,nocm,n ]Yx(ML) (3.3)

where ’o” denotes the Hadamard product. The phase matching term C has
L identical columns, and is defined as

Do) ... giben(fo)
Cm,n = 3.4)
eiA(Pm(fY) e eiA(pm(fY) L
where
A(Pm(fy) = ((Pm—l,L(fy) - (Pm,l(fy)) + (any ). (8.5)

The frequency value at a frequency-slice index is fy, and the hop time
tp = AR/ fs. Since this is done in the time-frequency domain, the term
27 fyty in (3.5) can alternatively be calculated by taking the mean of the
differences between the — unwrapped — phase values for every frequency
slice. Note that the phase matching operations insure phase continuity for
each frequency slice when performing an Inverse STFT (ISTFT) in the next
step.
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4. Form the new time-domain concatenated beat-frequency sweep by apply-
ing an ISTFT as

%, = ISTFT(P,,). (3.6)

3.4. IMPLEMENTATION FEASIBILITY

The following subsections analyze the feasibility of operating a multi receiver
channel radar with waveform (W.d) in Table. 3.2.

3.4.1. RECEIVER CHANNELS CALIBRATION

As will be demonstrated in the experiments Section 3.5.2, multiple receivers used
for the collection of beat-signals need to be calibrated in amplitude and phase.
Mismatches in a fast-time slow-time matrix before — Doppler processing — can
be thought of as the superimposition of a second sin wave on top of an original
one that is sampled for Doppler processing. That then causes grating lobe in the
opposite Doppler-velocity spectrum, which can interpreted as ghost targets.

3.4.2. MAXIMUM CHIRPS’ CENTER-FREQUENCY DIFFERENCE

For the same observed target with two different center-frequency f. chirps within
the same sweep/PRI, the beat-frequency follow the form as in (1.6). The only
difference in the calculated frequency terms in the beat frequency f;, is then:

Afy = M;ﬂl) Since the method described in Section 3.3 concatenates beat-
frequency slices in the STFT domain, the target will appear in the same STFT slice
grid, as long as the difference is smaller than the STFT frequency grid resolution
as: Afp < Afstpr, where Afstrr = fs/ W, and W is the STFT window length as in
(3.2).

3.4.3. LIMITATIONS

The limitations for the proposed method are, SNR system non-linearities — in
the transmitter and receiver — and accumulating concatenation errors. Because
of non-linearities, even a point-target will have a certain 3 dB spectral width
dictated by the radar’s non-linearities [5] as: A fiarget = A frarget + (X / 100)A frarget,
where y is the non-linearity in percentage. Any concatenation errors will also
result in grating-lobes and spectral width widening. The method described is
not suitable for targets which have a substantially high acceleration, to the point
that a target’s beat-frequency changes within one sweep, with a value greater
than that of the STFT frequency grid resolution. An example is missile tracking
applications.
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Figure 3.2: Graphical illustration of the proposed processing technique described in Section 3.3.
STFT data from multiple chirps in the same sweep — handled by multiple receivers — are concate-
nated in the STFT domain to produce longer coherent signals for further range-Doppler process-
ing. Note that ‘slice’ indicates a frequency-slice (fy for example), and ‘frame’ indicates a time-
frame (L for example). The slant frequency-time and amplitude-time representations at the bot-
tom of the figure are a depiction of the resultant concatenated time frequency matrices and the
resultant extended beat frequency signal respectively.
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Table 3.3: Simulation and processing parameters.

Simulation Parameters
Target . Wavelength
number Range (m) | Velocity (m/s) A (m)
Gl 375 0
G2 449 17.5 0.0905

STFT Processing Parameters

Window length W 7168
Hop size Ah 8

3.5. SIMULATIONS AND EXPERIMENTAL VERIFICATION

3.5.1. SIMULATIONS

A simulation of the different waveform cases in Table. 3.1 and Table. 3.2 is pre-
sented in this section with the parameters in Table. 3.3 for two point-targets.
White Gaussian noise is added and targets are simulated for different SNR val-
ues (20, 13, 0and —40 dB). Note that the chirp frequency values in Table. 3.1 and
Table. 3.2 are in Intermediate Frequency (IF) before up-conversion to S-band RE
where the 125 MHz is up-converted to an f,; equal to 3.315 GHz. This f, is se-
lected to match that of the experimental radar in Section 3.5.2. For the 20 dB SNR
case, the range-Doppler results for (W.a), (W.b), (W.c), and (W.d) are presented
in Fig. 3.3(a) to Fig. 3.3(d) respectively. The stable target G1 remains at zero-
Doppler for all waveforms as expected. Target G2 has a velocity of 17.5 m/s, but
v, for (W.a) is 11.3 m/s, causing the target to be ambiguously folded to around
-5 m/s. For the remaining cases, the velocity is unambiguously estimated after
increasing the PRF to 1kHz. The range resolution degradation for both targets
is apparent for case (W.c), and its maintenance in relation to (W.a) can be seen
in cases (W.b), and to a large extent in (W.d). A range-cut through the range-
Doppler maps for target G2 is presented in Fig. 3.4(a), (b), (c) and (d) for SNR
values of 20, 13, 0 and —40 dB respectively, where the effects on the target re-
sponse function width for all cases is presented. In Fig. 3.4(d) the SNR is dropped
to —40dB, and the proposed method suffers from concatenation errors as dis-
cussed in the limitations subsection.

The following subsections describe an experimental setup with a radar, fal-
lowed by three experiments on different target types (stable, moving and extended-
moving), and a results discussion.
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Figure 3.3: Simulation results for the different waveforms in Table 3.1 and Table 3.2. Two target are
simulated, G1 and G2, with the parameters in Table. 3.3, and an SNR of 20 dB. The extension of the
unambiguous Doppler-velocity interval allows for target G2’s velocity of 17.5 m/s to be unambigu-
ously estimated for waveforms (W.b), (W.c) and (W.d), as shown in (b), (c) and (d) respectively.

3.5.2. EXPERIMENTAL SETUP

The decoupling of the range resolution from the Doppler ambiguity interval is
experimentally demonstrated using the Delft University of Technology (TU Delft)
PARSAX FMCW radar [19] mounted on a building roof on campus, as shown in
Fig. 3.5.

The experiment was setup to always have a reference waveform to compare against,
and that being (W.a) from Table. 4.1, without causing any cross-channel interfer-
ences in the experiments. PARSAX operates in S-band with an f; of 3.315 GHz,
has an IF of 125 MHz and a Bt of 40 MHz. A block diagram of the experimental
setup is presented in Fig.3.6. The FPGA receiver cards (R-1) and (R-2) sample
the transmitted and received signals in IF after down-conversion. The cards are
from Innovative Integration model X5-400M, with Virtix-5 FPGAs and equipped
with two 14-bit 400 MSPs ADCc. An SSB I/Q deramping receiver architecture is
implemented on the FPGAs with a 2 MHz LPF cutoff, and beat-frequency signals
are transferred to a PC via PCle interfaces connected to a PCle-expansion back-
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Figure 3.4: Simulation results for the different waveforms in Table 3.1 and Table 3.2. A range cut
through zero-Doppler shows the response function width achieved by all waveforms for target G2.
Sub-figures (a), (b), (c) and (d) are for simulations with SNR values 20, 13, 0 and —40 dB respec-
tively. In (d), the SNR is —40dB, and the proposed method suffers from concatenation errors as
discussed in the limitations subsection.

plane. Waveform (W.a) is created on the AWG Chl. A waveform resembling (W.c)
is created on Ch2, but with an alternating high and low parts, as seen in Fig. 3.6.
Waveforms from Chl and Ch2 are combined in analog and sent to the trans-
mitter circuit. A similar splitting operation is performed by an analog splitting
circuit upon reception. A depiction of the resultant combined waveforms is also
presented in Fig. 3.6, where waveform (W.c) is realized using only the lower parts
of the combined waveform (see horizontal shading in the figure), by extracting
beat-frequency signals from both receiver boards on the PC in an alternating
manner. Note that the starting phase is set to be the same for the waveform in
Ch1 and the lower part of the waveform in Ch2. This allows Doppler process-
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Figure 3.5: The experimental PARSAX radar mounted on the roof, and targets used for experiments
in Section 3.5.2.

ing on the lower part of the combined waveforms, and thus realizing waveform
(W.c). Waveform (W.d) is realized as shown by the vertical shaded area, where
data is extracted from alternating receivers as well. Note the triggering at 500 Hz
and 1kHz for R-1 and R2 respectively, as shown in the figure. A photograph of
the experiment setup is shown in Fig. 3.7(a). The Arbitrary Waveform Generator
(AWG) and the FPGA cards are shown in Fig. 3.7(b). The IF combining and split-
ting circuits are shown in Fig. 3.7(c) and Fig. 3.7(d) respectively. The SNR for all
the experiments was around 70 dB.

3.5.3. EXPERIMENTS DESCRIPTION
* Experiment-1: A Stable Target: The industrial chimney shown in the bot-
tom left corner of Fig. 3.5 is selected as a stable target in this experiment.
Its height allows the radar beam to be pointed to its top part, while avoid-
ing most of the ground clutter. A measurement was taken before and after
channels calibration to observe the effect discussed in Section 3.4.1.

* Experiment-2: A Moving Target: A car on a traffic-quiet road on campus
was selected as a moving target. A camera mounted on the radar captured
its images quasi-synchronously with the radar transmission — as shown at
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Figure 3.6: Simplified radar block diagram.

the bottom center of Fig. 3.5. The car was driving at a velocity of around
12.5 m/s (45 km/h) away from the radar. The car will be ambiguous for a
500 Hz PRE but will be unambiguous at a PRF of 1 kHz.
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(@) (b)

(© (d)

Figure 3.7: Photographs of the experimental setup shown in Fig. 3.6 with the PARSAX radar. In (a),
the connections to and from the FPGA cards are shown. In (b), the AWG - where the waveforms
and triggers are setup to match what is shown at the top of Fig. 3.6 — and the FPGA cards on the PCle
backplane are shown. The combining and splitting circuits are shown in (c) and (d) respectively.

* Experiment-3: An Extended-Moving Target: A rain and clouds formation
is selected as an extended-moving target. The weather formation at the
moment of experiment is shown in the bottom right corner of Fig. 3.5,
where a reported rainfall rate of between 0.1 mm/h to .3 mm/h (from the
color-code) is reported over Delft.

3.5.4. EXPERIMENTS RESULTS AND DISCUSSION
The results of the first experiment are presented in Fig.3.8.
Waveform (W.a) — as a reference — is shown in Fig.3.8(a), and (W.c) — before
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Figure 3.8: Range-Velocity maps presenting results for the chimney stable-target described in Sec-
tion 4.6.2. The result for waveform (W.a) - as described in Table. 4.1 — is shown in (a), for waveform
(W.c) before and after channels-calibration in (b) and (c) respectively, and for waveform (W.d) in
(d). Processing artefacts due to the method’s imperfections are also visible in (d). A range cut
through zero-Doppler around the chimney is shown in (e), where the resolution closely matches
that of (W.a), but with the Doppler ambiguity interval extension. The dP2P, dPSL and TRW param-
eters related to Table 3.4 are symbolically depicted in (e) to visualize their meaning.
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Table 3.4: Results related to the target range cuts for the first and second experiments (Fig.3.8(e)
and Fig. 3.9(d)). The difference in signal amplitude (loss) for the target peak compared to the
reference waveform is represented by dP2P. For all waveforms, the peak to sidelobe is represented
by dPSL and the target response function width is represented by TRW.

dP2P (dB) | dPSL (dB) | TRW (m)

Experiment Number 1 2 1 2 1 2
(W.a) n/a | n/a | 42 32 5 9
(W.c) 7 2 42 32 11 20
(W.d) 1 25 | 39 31 7 11

channels-calibration - in Fig.3.8(b) where ghost targets appear due to the phe-
nomenon discussed in Section 3.4.1. Post channels-calibration, results for (W.c)
are shown in Fig.3.8(c), where the ghost targets are still visible, but strongly sup-
pressed, and the unambiguous Doppler-velocity interval extension from 11.3 m/s
to 22.6 m/s is observed. An apparent resolution loss is noted for the chimney (at
arange around 1200 m) for (W.c) can be seen in Fig.3.8(c), compared to (W.a) in
Fig.3.8(a), and its close restoration via waveform (W.d) in Fig.3.8(d) in compari-
son to (W.a). A range cut across zero-Doppler for the ranges around the chimney
is presented in Fig.3.8(e) where (W.d) closely restores the range-resolution com-
pared to (W.a), but with a higher peak to sidelobe level due to method errors and
imperfections as discussed in Section 3.4.3.

To relate the results to a detection scenario — regardless of probability of de-
tection and false alarm - three parameters are measured. The difference in signal
amplitude (loss compared to (W.a)) for the target peak is represented by differ-
ence peak-to-peak (dP2P), the difference in peak-to-sidelobe level is represented
by (dPSL), and the target response function width at the —3 dB line is represented
by (TRW). These parameters are presented in Table 3.4, and a depiction of their
definition is shown in Fig.3.8(e). (W.d) compared to (W.a) suffers a 1 dB loss for
dP2P, and is 3 dB worst for dPSL due to concatenation errors as discussed in Sec-
tion 3.4.3. As expected, (W.d) however improved the TRW from 11 m for (W.c) to
7 m.

Similar findings can be inferred about the results for experiment-2 as pre-
sented in Fig. 3.9. The car is ambiguous at a velocity of around 10.5 m/s via (W.a)
in Fig. 3.9(a), but its velocity is unambiguously estimated via (W.c) and (W.d) in
Fig. 3.9(b) and Fig. 3.9(c) respectively — due to the PRF increase. The car’s reso-
lution for (w.d) is improved compared to (W.c), and a range cut through the car’s
Doppler-velocity bin is presented in Fig. 3.9(d). The demonstrated improvement
for (w.d) is less than the theoretical expectation of it to match the performance
of (w.a) is due to the processing method errors and imperfections as discussed
in Section 3.4.3. The parameters in Table 3.4 show that (W.d) compared to (W.a)
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Figure 3.9: Range-Velocity maps presenting results for the car moving-target described in
(Experiment-2: A Moving Target). The result for waveform (W.a) - as described in Table. 4.1 - is
shown in (a), where the car is ambiguous at 10.5 m/s, but after the PRF increase for waveform
(W.c) (W.d) shown in (b) and (c) respectively, the car’s velocity is unambiguously estimated at -
12.5 m/s receding from the radar. A resolution improvement can be observed in (c) compared to
(a), as can also be seen in range cut through car’s Doppler bin. The demonstrated improvement
for (w.d) is less than the theoretical expectation of it to match the performance of (w.a) is due to
the processing method errors and imperfections as discussed in Section 3.4.3.

suffers a 2.5 dB loss for dP2P, and is 1 dB worst in dPSL. As expected, (W.d) how-
ever improved the TRW from 20 m for (W.c) to 11 m.

The results for the weather formation of experiment-3 are presented in Fig. 3.10.
The range-velocity matrix’s zero-Doppler is clipped for all ranges, and it is then
thresholded at -40 dB from its strongest peak. A weighted mean Doppler velocity
is then calculated for each range in the range-velocity matrix as:

Vmax .
LV;
gz ZVmn (3.7)
Vmax
Vi
i==Vmin

where Vihin and Vihax are the minimum and maximum velocities in the unam-
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Figure 3.10: Range-Velocity maps presenting results for the extended moving target described in
(Experiment-3: An Extended-Moving Target). The mean velocity is presented by the solid line, and
the Doppler width (positive and negative) with the dashed lines. The result for waveform (W.a) -
as described in Table. 4.1 —is shown in (a), where the weather formation is unambiguous and has a
positive velocity as expected for rainfall. The formation’s shape is maintained for waveforms (W.c)
and (W.d) as seen in (b) and (c) respectively.
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biguous velocity interval respectively, and v is the Doppler power spectrum. A
Doppler width is similarly calculated for each range as:

Vmax

Y (i-Dy
i=—Vnin
o= v (3.8)
X Vi
i==Vmin

where 7 is the average velocity for that range following (3.7). The mean velocity
and Doppler width are also presented in Fig. 3.10.

An average error percentage is used to quantitatively compare the mean ve-
locity and Doppler width for the different waveforms. This error is defined as:

xr _.i-r

x 100% (3.9)

1 R
error = E Z

r=1

Xr

where R is the number of ranges tested for, x, is the mean velocity or the Doppler
width for (W.a) as a reference, and %, is the mean velocity or Doppler width
for the waveforms compared against. The mean velocity errors for (W.c) and
(W.d) are 11.9% and 12.3% respectively. The Doppler width errors for (W.c) and
(W.d) are 28.8% and 18.2% respectively. Errors related to (W.c) are due to reso-
lution loss, and errors for (W.d) are due to the method’s imperfections and con-
catenation errors creating sidelobes around the 5 m/s velocity point, as seen in
Fig. 3.10(c).

The rain and clouds’ shape and velocity-spread are maintained when extend-
ing the PRF for waveforms (W.c) and (W.d) as seen in Fig. 3.10(b) and Fig. 3.10(c),
compared to (W.a) in Fig. 3.10(a).

3.6. CONCLUSION

In this chapter we proposed a novel waveform and a processing method to de-
couple the Doppler ambiguity interval from the maximum operational range,
range-resolution and processing gain in frequency multiplexed FMCW Radar.
The method allowed the keeping of the radar’s operational parameters while in-
creasing the PRF - to unambiguously observe fast(er) moving targets, without
having to trade-off these operational parameters. The solution proposed was
to exploit the fact that beat-frequency signals have the same baseband frequen-
cies, even if the transmitted and received chirps occupied different RF bands.
That is in the sense that these baseband signals can be concatenated in the time-
frequency domain to restore any operational parameters’ losses due to the PRF
increase. The price to be paid is to use more receiver channels in the radar. We
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have presented the method’s limitations and an implementation feasibility anal-
ysis, and have also discussed the maximum chirps’ center-frequency difference.
The method is verified by simulations and experiments with an FMCW radar
for stable, moving and extended-moving targets. We found that the proposed
method indeed alleviates the trade-off between FMCW operational parameters,
and have highlighted its non-idealities in the experiments.
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RECONFIGURABLE
RANGE-DOPPLER PROCESSING
AND TARGET RESPONSE FUNCTION
WIDTH IMPROVEMENT FOR FMCW
RADAR

A reconfigurable range-Doppler processing method for FMCW radar is presented.
By concatenating beat-frequency signals from more than one sweep, continuous
targets’ observation time is extended beyond that of a single chirp duration, lead-
ing to target response function width improvement. Multiple two-dimensional
slow-time fast-time matrices can be created — in the digital domain — with the
same number of elements as in the original matrix. This offers a realization of
a software defined pulse/sweep repetition rate (PRF) for Range-Doppler process-
ing. The signal concatenation is done in the Short-time Fourier Transform (STFT)
domain, where beat-frequency slices are extrapolated to compensate for the ob-
servation time lost in the transient region between sweeps, then a phase correc-
tion is applied to each frequency-slice as appropriate, followed by an Inverse STFT
(ISTFT). The proposed method is verified with simulation and experiments with

This chapter is based on:

S. Neemat, E Uysal, O. Krasnov, and A. Yarovoy, “Reconfigurable range-Doppler processing and
range resolution improvement for FMCW radar,” IEEE Sensors Journal, vol. 19, no. 20, pp.
9294-9303, 2019. © 2019 IEEE with permission.
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two FMCW radars for stable and moving target scenarios. We found that the
method allows for target response function width improvement. It additionally
allows the decoupling of the transmitted PRF from the Doppler processing PRE
permitting the facility to observe different unambiguous Doppler velocity intervals
from one CPI, without compromising on the total CPI processing gain. Method
limitations and shortcomings are additionally highlighted.

4.1. INTRODUCTION

Deramping Frequency Modulated Continuous Wave (FMCW) radars operate by
mixing a transmitted chirp signal with received returns, and filtering the result-
ing beat signal [1]. After deramping — for a single point-target, the time delay
between the probing signal transmission and the scattered signal reception will
result in a single-tone signal, known as a beat-frequency, whose frequency is pro-
portional to that target’s range. Range is therefore defined by frequency.

To elaborate, this single-tone beat-signal for that point-target is observed
during a certain time interval within the radar’s sweep time. Classical signal
compression is then done by converting this single-tone signal to the spectral
domain. As a result, the point-target is represented as a sinc function shaped
spectral line which has a bandwidth that is inversely proportional to the dura-
tion of the signal observation time interval. The conversion of this compressed
signal from the spectral domain to the range domain (to produce a range-profile)
is done by rescaling the spectrum grid to a range grid using a scaling equation. As
a result, the sinc function shaped spectral line - related to that point-target — is
converted into what can be called a point target response function (analogous to
the impulse response function in pulse-compression radar). In classical FMCW
processing, the width of this response function after scaling is inversely propor-
tional to the transmitted bandwidth during the observation time interval. This
width represents the actual radar range resolution, which is directly proportional
to the target’s range localization accuracy. The range-resolution granularity de-
fines the width of what is known as radar’s range bins. A radar’s range-resolution
is a criterion by which the radar’s ability to separate targets that are close in range
is evaluated. The Fourier Transform (FT) is typically used to convert beat signals
to the spectral domain. The FT frequency spectral width is defined by the signal
observation time, or by the combination of the number of observed samples and
the sampling frequency [2].

Legacy computer architectures used in FMCW radars are highly compatible
with the FT for its reduced computational requirements and predictable latency.
Target velocities are calculated from Doppler processing - also typically using the
FT - across radar’s range bins from multiple sweeps [3]. The radar Pulse/sweep
Repetition Frequency (PRF) is therefore the Doppler sampling frequency. The
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Figure 4.1: Deramping operational overview, highlighting beat-frequency signals and the transient
region. Here, Tiax is the maximum transient time, and is dependant on the desired radar maxi-
mum range.

time spent to gather multiple sweeps for range and Doppler processing is typ-
ically known as a Coherent Processing Interval (CPI). Sweeps in a CPI are typi-
cally arranged in a fast-time slow-time matrix, where fast-time is the time within
a sweep, and slow-time is the time across multiple sweeps. The total processing
gain in a CPI is contributed to the matrix’s 2-D FT processing gain. It is typical
for radars to transmit at different PRF values, across multiple CPIs to unambigu-
ously determine targets’ ranges and velocities [4] or to provide different input to
radar classification algorithms. In FMCW, the observation time is limited by what
is known in the literature as the “transient” or “fly-back” region (dead-time) be-
tween frequency sweeps [5]. The received signal is typically only sampled after
the transient region, which causes discontinuities in received beat-frequencies
(demarking the end of a received sweep), and puts a limit on the possibility of
having a continuous observation time. The transient region is shown in Fig.4.1.
The problems this chapter addresses are:

1. The existence of the transient regions in received beat-frequency sweeps
in a CPI, in the sense that its existence does not allow for longer targets
observations. If a method were to be developed to extend the observation
time by coherently concatenating/processing beat-frequencies from more
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than one sweep at a time, that would result in a target response function
width improvement.

2. With such a concatenation method, there would be a tool to decouple the
Doppler processing PRF from the transmitted signal PRE This is in the
sense that it becomes possible to — in parallel and from one CPI - create
different lengths fast-time slow-time matrices, without compromising on
the total processing gain in any of the created matrices. That would there-
fore allow the implementation of PRF velocity disambiguation techniques,
or provide different inputs to target classification algorithms for example,
from a single CPIL.

3. If a target response function width improvement is possible, would that
translate to range resolution improvement?

4. Is the same analogy for improving the target response function width by
concatenating multiple sweeps in time be used for when concatenating
frequency multiplexed chirps within one sweep? (in the previous chapter
two chirps in one sweep were concatenated. What if more chirps were to
be stacked in the sweep and concatenated?).

The solution proposed in this chapter is to concatenate beat-frequency slices
in the Short-time Fourier Transform (STFT) domain, by applying a phase correc-
tion to each frequency slice as appropriate, followed by an Inverse STFT (ISTFT).
A second optional realization of this solution is to first extrapolate beat-frequency
slices, to compensate for the observation time lost in the transient region, then
concatenate the slices as aforementioned.

Previous work on the topic is scarce, in the sense that a method does not exist
where such a method:

e is applicable to deramping processing (as opposed to matched filtering),

 only relies on the FT (as opposed to more computationally intensive or
iterative frequency estimation algorithms),

* does not improve the range resolution by stitches sweeps from multiple
discontinuous bands, and therefore technically requiring more overall sys-
tem bandwidth,

* does not require target detection as a prerequisite,

* is applicable to extended-targets.
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Techniques that work by coherently processing data post range-Doppler may not
be suitable for wide-band systems where range migration causes targets’ energy
to be spread across multiple range-Doppler bins. An interesting method for dou-
bling the range resolution refinement without increasing the bandwidth can be
found in [6]. Their method is restricted to the radar’s intermediate frequency be-
ing an integer multiple of the transmitted bandwidth, and to being operable only
with a real Double-Side-Band (DSB) deramping receiver. Bandwidth extrapola-
tion techniques like in [7], [8] and [9] use prediction techniques to synthetically
extrapolate the data to improve the range resolution. There usually is a practical
limit to how much will extrapolated data really represent target returns as as-
sociated with their Radar-Cross-Section (RCS). The work in [10] uses waveform
diversity to decouple the Doppler cycle from the PRE but does not address target
response function width nor range resolution improvement.

The difference from previous techniques and the novelty in this work is high-
lighted in:

1. The first ever method for deramping FMCW radar multiple sweeps coher-
ent concatenation in the STFT domain.

2. The method allows for target response function width improvement with-
out transmitting additional bandwidth.

3. The method offers the ability to - in parallel - generate different size fast-
time slow-time matrices, and decouples the transmitted PRF from the Doppler
processing PRE without compromising on the total CPI processing gain.
This offers the ability to observer different unambiguous Doppler velocity
intervals in one CPI.

4. The method does not require target(s) detection as a prerequisite.

4.2. THEORY

4.2.1. FMCW RADAR BACKGROUND
Refer to Section 1.3 for related FMCW radar background and equations. The de-
ramping transient region is shown in Fig.4.1.

4.2.2. BEAT FREQUENCY SPECTRAL WIDTH AND PROCESSING GAIN
IMPROVEMENT
It is well known from FT signal processing that for a signal like:

S, () = Agrec(t/ Ty) cosm fpt + o) 4.1)
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the FT will result in an impulse function - assuming that f}, is on a frequency grid
point - and a sinc function, and that the frequency spectrum resolution is defined
by the 3 dB width of that sinc function centered at f; [4]. The 3 dB width of a
sinc function in the frequency domain is inversely proportional to that signal’s
integration time T, [2] as:

1
. (4.2)
e

Af=—
! T
This concept is depicted in Fig. 4.2. The method proposed in Section 4.3 in-
creases the integration time in (4.2), as depicted in Fig.4.2, by coherently con-
catenating d sweeps, and therefore improving the sinc function spectral width,

which can be expressed as:
1

Tod

Afg= (4.3)
where d is the concatenation factor as well as the spectral width improvement
factor, and noting that in classical processing d = 1.

The range processing gain in FMCW radar is known as the compression gain
or the time-bandwidth product (BT product) [11]. From (1.15), the improvement
in the processing gain after sweeps concatenation can be expressed as:

Gy = BoT,d. (4.4)

4.2.3. RECONFIGURABLE RANGE-DOPPLER PROCESSING
In classical FMCW radar processing, a CPI of a certain duration is selected as a
system parameter. Received sweeps in the CPI are typically stored in a 2-D ma-
trix (commonly named the fast-time slow-time matrix), after which, a 2-D FT is
performed on that matrix to produce range-Doppler maps. The total process-
ing gain in the CPI is the range compression gain (BT product) multiplied by the
number of sweeps in the CPI (1.16). Operationally, to maintain this processing
gain, the total number of samples stored in a CPI is typically kept the same when
changing the PRE and a tradeoff is made between the range resolution and the
unambiguous Doppler velocity interval. This is in the sense that more sweeps
of shorter durations are received in High PRF (HPRF) mode, and less sweeps of
longer duration in low PRF mode. If the radar operates in a HPRF mode, differ-
ent unambiguous Doppler velocity intervals can be created by simply discarding
every other sweep(s) in the fast-time slow-time matrix, but that would result in
a total processing gain loss. The unambiguous velocity interval is related to the
PRF as defined in (1.11).

We propose the creation of different lengths fast-time slow-time matrices by
operating the radar in a HPRF mode, and concatenating sweeps for different con-
catenation factor values (d) in parallel.
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Figure 4.2: Simplified sinc function spectral bandwidth illustration for signals with different dura-
tions. When coherently concatenating two sweeps, the sinc function 3 dB width will reduce.

This will allow the creation of different 'processing’ PRF values from the op-
erational HPRE while maintaining the total processing gain. The created dif-
ferent processing PRF values will allow for the evaluation of multiple unambigu-
ous Doppler velocity intervals from the same CPI. This reconfigurable processing
conceptisillustrated in Fig. 4.3, where as the number of concatenated sweeps in-
crease, the unambiguous Doppler velocity intervals is reduced, but all samples
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Table 4.1: Flexible CPI processing gain vs Maximum Unambiguous Doppler Velocity tradeoff ex-
ample. Assumptions are: Transmitted PRF = 2kHz, Ts = 500 us, T, = 400 us, N = 8 sweeps in the
CPI, CPIlength = 4000 us, B, = 32 MHz, wavelength A = 0.0905 m. Note that when d = 1, this is the
case for classical processing.

Conca Range N CPI Total CPI Processing Gain Maximum
. & . Doppler = Range Processing Gainx | PRF Unambiguous
tenation | Processing . .
. Processing | N CPI Doppler Processing | (kHz) | Doppler
Factord | Gain . . .
Gain Gain Velocity (m/s)
1 12800 8 102400 2 45.25
2 25600 4 102400 1 22.62
4 51200 2 102400 0.5 11.31
N/A.Onlya
8 102400 1 102400 N/A range profile
is available.

are still used and therefore the processing gain is maintained. The processing

PRF can be expressed as:

PRF

A calculated example is furthermore given in Table 4.1. It can be seen in the
example that when d = 2 for instance, the processing PRF becomes 1 kHz, which
is half the transmitted PRF of 2 kHz, while still maintaining the same total pro-
cessing gain of 102400 in both cases because of not discarding any samples.

The value of d should become a radar system parameter. We will show in Sec-
tion 4.3 that different size slow-time fast-time matrices can be created in parallel
from a single CPI, by processing for different values of d. Noting that, practically,
the maximum concatenation factor d will be bound by errors and limitations as
discussed in Section 4.5.4. The maximum concatenation factor d which we have
tested for is 8 in the experiment in Section 4.6.4.

4.3. METHOD: SWEEPS CONCATENATION WITH TRANSIENT

REGION EXTRAPOLATION
In the time-frequency domain, beat-frequency slices are first extrapolated to cover
the transient region between sweeps, and then coherently concatenated using a
phase-shift operation, as depicted in Fig. 4.4. The steps are:

1. Store digitally sampled beat-frequencies for sweeps from the output of the
deramping receiver. A sweep can be expressed as x,[k], where n is the
sweep number, and 1 < n < N. The number of sweeps in a conventional
Coherent Processing Interval (CPI) is NV, and N € Z, and Z denotes the set
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of all integers. The time domain sample index in a sweep is k , where k =
1,..,K,and K = f;T,. The sampling frequency is f.

2. Take sweeps to the time-frequency domain by applying an STFT, where a
sweep can be expressed in matrix form as

Y-
Sull,yl=| Y wiqlxlg-1Ahje "YW (4.6)

q=-7 YxL

with Y rows and L columns, where [ is the STFT frame index, [ = 1,...,L, and
L=1+|(k—W)/Ah)]. The analysis window length is W. The STFT hop size
is Ah, and |- | denotes the floor operation. The frequency-slice index in the
STFT frequency grid is y, where y =0,...,Y, and Y is the maximum beat-
frequency index. The analysis window (for instance, Hamming) is w.

3. Using the Burg algorithm [15], estimate in-phase and quadrature (IQ) Lin-
ear Prediction (LP) coefficients [a]yx, in matrix form for amplitudes of
each frequency-slice y in each of the N sweeps. The prediction filter or-
der is o0, and o should be between 2 and [L/3].

4. Extrapolate R frames for each y frequency-slice, for each of the N sweeps.
Note that R = 1 + |((z,fs) — W) / Ah)|, and the extrapolated frames can
be written as

o
> aly,ilSlyil,; 4.7)

i=1

Alr] =

1xR
where r = 1,...,R. After extrapolating for all y frequency-slices, an extrapo-
lated sweep can then be written as

E.=[An Snl, 7 (4.8)

where L = L+ R. Note that the purpose of the extrapolation is to restore
any SNR loss due to the transient region. The phase continuity after ex-
trapolation will be handled in the following steps. Note that If the radar is
to operate with long delays between sweeps, steps 3 and 4 can be skipped
because of the extrapolation quality degradation.

5. Selecta concatenation factor d which indicates the desired number of sweeps
to be concatenated, where d € Z, and Z denotes the set of all integers. Not-
ing that d = N/N. The number of concatenated sweeps in the CPI is N,
and d = 2,...,N with the constraint that (N/d) € Z.
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X : Beat frequencies sweep k : Number of samples
d : Concatenation factor N : Number of sweeps
in the CPI
d=1
k8 Xx X I _Tx Standard
H ! ‘ 2 ‘ l N ‘ Processing
Doppler FFT
Range FFT
d=2
KIEX [ X [- = = = —[Xn_ Proposed
k FH xl x3 SRR - xN L Processing
g2 | *4 N Method
Doppler FFT
Range FFT
d=4
k{Ex | X5 [ - —|Xy 3 . ;
klix X X ropose
kiz xz x6 —— xN 2+ Processing
g3 | =7 N-1 Method
kiZ% | Xg | — -] Xy
Doppler FFT
Range FFT
: Proposed
: X + Processing
d=N Method
d-k Range FFT

T T

Figure 4.3: Reconfigurable range-Doppler processing permutations of fast-time slow-time re-
ceived sweeps. The total CPI processing gain is maintained. Depending on the number of sweeps
concatenated, there is a tradeoff between the target response function width and the maximum
unambiguous Doppler velocity interval. Note that for realistic small values of N, and when d = N,
only a range profile is provided because the matrix is then one dimensional.
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Figure 4.5: Depiction of phase matching in the STFT domain after transient region frames extrap-
olation, as discussed is Section 4.3.

6. Form concatenated sweeps in matrix-form in the STFT domain as

En=[ Egm-@-1) Edam-w-2)°Cam-d-2) 49)
EimoCamlyxd-1)

where m is the sweep number after concatenation, m = 1,..,N, and the
E matrices are of the form as in (4.8), 'o’ denotes the Hadamard product.
At this point, there is still a phase discontinuity. To solve this, the phase
matching term C has L identical columns, and is defined as

eidpi(fo) ... pidei(fo)
Ci= : : : (4.10)
iApi(fy) ... piA@i(fy)
eiApi(fy eiApi(fy ol
where
Api(fy) = (@1 1 (H) —@ir(fy) + Ca fytp). (4.11)

Here f), is the frequency value at frequency-slice index y, and the hop time
tp = AR/ fs. The phase matching is illustrated in Fig. 4.5.

7. Perform an Inverse STFT (ISTFT) to form the new concatenated sweeps as

Xm =ISTFT(E,,). (4.12)
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8. Perform these steps in parallel for different values of d to create multiple
fast-time slow-time matrices from the same CPI. If no transient region ex-
trapolation is desired, sweeps can be directly concatenated, where the pro-
cess then begins at step 5.

4.4, SIMULATIONS FOR SWEEPS CONCATENATION FOR

DIFFERENT VALUES OF d
To evaluate the reconfigurable range-Doppler and target response function width
improvement method, a simulation and processing scenario for five point-targets
is setup using the parameters in Table 4.2 and illustrated in Fig. 4.6.

On the one hand, the simulation compares 2-D FT results for the standard
case with a PRF of 1kHz (Fig. 4.6(a)), the creation of a second Doppler velocity
ambiguity interval by manually discarding every other sweep from the CPI re-
sulting in a Doppler sampling PRF of 500 Hz (Fig. 4.6(b)), and the creation of a
third interval by manually using one sweep from every four sweeps from the CPI
resulting in a Doppler sampling PRF of 250 Hz (Fig. 4.6(c)). On the other hand
this is compared with the proposed processing with d = 2 (Fig. 4.6(d)) and d = 4
(Fig. 4.6(e)) to create the same velocity ambiguity intervals, but with improving
the target response function width. Hamming windowing is used for both the
range and Doppler processing. The simulation results are presented in Fig. 4.7.
Target G1 wraps around the unambiguous velocity intervals as expected, as it can
be seen at a velocity of around -9 m/s in Fig. 4.7(b) and (d), and at around 3 m/s
in Fig. 4.7(c) and (e). Targets G2 and G3 have a velocity which is always within the
ambiguity intervals, and therefore do not fold. Targets G2 and G3 are only distin-
guishable when processing with d = 4, because of the improved target response
function width,

as seen in Fig. 4.7(e). This is also the case for targets G4 and G5, which are at
zero velocity.

4.5. POSSIBLE RANGE-RESOLUTION IMPROVEMENT INVESTI-

GATION

4.5.1. POSSIBLE RANGE-RESOLUTION IMPROVEMENT FOR

DIFFERENT VALUES OF d
Referring back to the discussion in the introduction, this section investigates if
the improvements in the target response function width (due to the sinc func-
tion width improvement in the spectral domain when increasing the beat fre-
quency integration time from more than one sweep) could result in range res-
olution improvement. The work in [6] proposes a method to double the range
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Table 4.2: Simulation setup parameters.

Simulated Targets’ Specifications
NT;II‘?E; Range (m) Velocity (m/s)
Gl 348.28 13.85
G2 362.98 1.38
G3 364.45 1.38
G4 379.14 0
G5 380.61 0
CPI Parameters
Parameter Value Unit
Waveform Linear sawtooth n/a
PRF 1 KHz
Ts 1000 us
To 950 us
N CPI 64 sweeps
CPI length 0.064 S
Be 49.5 MHz
wavelength 0.0905 m
A
Extrapolation Parameters
Parameter Value Unit
Window length 8192 samples
w
Hog lee 8 samples
Extrapolatlosl filter order 120 coefficients
Flexible Range-Doppler Processing
. Maximum
Concatenation . .
Factor unambiguous Doppler Velocity
vy (m/s)
d=1
(standard) +22.1
d=2 +11
d=4 +5.5
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Simulation setup PRF = V. =+ 221 m/s
for case (a) 1kHz u
Xp | Xy po=m o Ay
Doppler FFT
Range FFT
Simulation setup Simulation setup
for cases (b) and (c) : for cases (d) and (e):
PRF = PRE, = 4=2
500Hz v, =% 11m/s [500Hz v, =% 11m/s
w s f-Jw] (515
Doppler FFT )?2 §4 T §N
Range FFT Doppler FFT
Range FFT
PRF = PRF, = d=4
250Hz v, =t 55m/s |250Hz V, = + 5.5m/s
‘ X ‘ Xs %‘{ xN‘ % | X5 |y
Doppler FFT 7:C2 §6 "'_):CN—z
Range FFT §3 §7 |~ ):CN—I
AREE
Doppler FFT
Range FFT

Figure 4.6: Simulation setup for the results presented in Fig. 4.7, where cases (a) to (e) correspond
to Fig. 4.7 sub-figure labels.

resolution refinement without increasing the transmitted bandwidth, but is re-
stricted to the chirp center-frequency being an integer multiple of the total trans-
mitted bandwidth, and without improvement to the Doppler ambiguity interval.
In [13], we overestimated the method’s ability to improve range-resolution with-
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Figure 4.7: Simulation Results for the scenario setup using the parameters in Table 4.2 and illus-
trated in Fig. 4.6 with five targets. (a) Standard processing, PRF = 1 kHz. (b) Dropped sweeps to
create PRF = 500 Hz. (c) Dropped sweeps to create PRF = 250 Hz. (d) Proposed processing with
d = 2. (e) Proposed processing with d = 4 where the target’s range response function width is sig-
nificantly improved and targets G2, G3 and G4, G5 are resolvable as expected. Processing artefacts
due to the method’s imperfections are also visible in (e).

out solid proof. In this subsection, we present the hypothesis of possible range-
resolution improvement, and leave the door open for future research. An exper-
iment around this issue will be presented in Section 4.6.4 where the resolution is
improved in terms of targets’ resolvability in relation with the transmitted band-
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width, but with range estimation errors.
From (1.7), (1.8) and (4.2), for two targets r; and r, to be separable in the
frequency domain, they need to meet the requirement:

= — (4.13)
T,c T,c T,
which can be simplified to:
=AR= ¢ (4.14)
r—r2= _(ZBE)T' .
T, ) e
It should be noted that in typical FMCW processing, T, = T,, yielding
c
AR =— (4.15)

which is the classical form of FMCW range resolution. But as seen in (4.14),
if there were a way to increase the integration time, the hypothesis is that the
range-resolution can be improved when concatenation d multiple sweeps as fol-

lows:
c c

28, ;7 2B
(To) d Te ed
Noting that, practically, the maximum concatenation factor d will be bound by

errors and limitations as discussed in Section 4.5.4. The maximum concatena-
tion factor d which we have tested for is 8 in the experiment in Section 4.6.4.

AR, = (4.16)

4.5.2. POSSIBLE RANGE-RESOLUTION IMPROVEMENT FOR DIFFERENT
VALUES OF M

In Chapter 3, we demonstrated the concatenating of two chirps from the same
sweep/PRI using two receivers. But, more chirps and more receiver channels
could be be used to produce even more samples. This concept in presented in
Table 4.3, which follows the same structure of Table 3.1 and Table 3.2. If the chirp
sampling frequency is f;, the spectral width improvement can be expressed in
number of samples instead of time, as in (4.3), since the extra samples come from
the same sweep/PRI. Assuming the time domain sample index in a chirp is k,
where k = 1,...,K, and K = f;T,. The spectral width improvement can thus be
expressed as:

A= k];i/l

where M is the number of frequency chirps multiplexed in a single sweep and is
therefore the number of receivers in the system, as shown in Table 4.3.

(4.17)
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Following the hypothesis in (4.16) where the improvement is expressed in num-
ber of concatenated sweeps d, a similar hypothesis is presented for possible
range-resolution improvement, to leave the door open for future research. The
hypothesis is that the range-resolution can be improved when concatenation M
chirps from one sweep as follows:

(%fc) ME 2BZM'

N

ARy = (4.18)

Note that the maximum number of chirps which can be stacked in a sin-
gle sweep/PRI - assuming the radar receiver channels implement a deramp-
ing Single-Sideband (SSB) 1/Q architecture with the ability to reject negative fre-
quencies — is:

(4.19)

Br—-B
MmaX:{ T CJ+1

fm

where the SSB’s LPF cutoff-frequency defines f;, as in (1.7). It is worth noting
that this assumes a sharp filter cutoff with no guard-band, where in reality, such
a filter is difficult to realize. Note that the SSB receiver is what allows each radar
receiver to reject interfering echos from other receivers. This is in the sense that
a positive frequency echo for one chirp will appear as a negative echo for another
chirp, and with the SSB I/Q implementation, these interfering echos can easily
be rejected.

4.5.3. SIMULATIONS FOR SWEEPS CONCATENATION FOR My ax
Simulations comparing waveform (W.e) (corresponding to the waveform shown
in Table 4.3) to Chapter 3 waveforms in Table 3.1 and Table 3.2 are presented
in Fig. 4.8. Two target are simulated, G1 and G2, with the parameters in Ta-
ble. 3.3. The extension of the unambiguous Doppler-velocity interval allows for
target G2’s velocity of 17.5 m/s to be unambiguously estimated for waveforms
(W.b), (W.c), (W.d), and (w.e) as shown in sub figures (b), (c), (d) and (e) respec-
tively. Simulation results for the different waveforms in Table. 4.1. Targets’ re-
sponse functions width are significantly improved when using (w.e). A range cut
through zero-Doppler shows the target response function width achieved by all
waveforms for target G2.

This simulation only aimed at showing the target response function width
improvement when using (W.e). No closely spaced targets were simulated and
no experiment was performed to test the hypothesis in Section. 4.5.2.

4.5.4. RECONFIGURABLE RANGE-DOPPLER PROCESSING LIMITATIONS
The limitations for the proposed method are, SNR system non-linearities — in the
transmitter and receiver — and accumulating concatenation errors. Because of
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Table 4.3: Worked-out example for the discussion in Section 4.5.2 for possible range resolution
improvement from the concatenation of M chirps in a single sweep. The table structure follows
that of Table 3.1 and Table 3.2.

Frequency (MHz)

Waveform

W.e

Description

Double the PRF
and keep sweep
rate as in W.a,
but use five chirps

Chirps per sweep/PRI
M

5

Sweeps in CPI

N

Max. round-trip
time Tmax (1.5) (us)

| Max.
range

Max.
beat-freq. R
fm (LPF) m

(1.7)
(1.7) (MHz) (Km)

64

100

15

Sweep time | PRF
Ts (1.1)
(1.1) (ms) (KHz)

Max.
Unambiguous
Doppler Velocity
(1.11) (m/s)
Observation time
(1.4) (ms)

Total available
bandwidth By
(1.1) (MHz)

22.6

0.9

40

Transmitted chirp
bandwidth B¢
(1.2) (MHz)

20 per chirp

Effective bandwidth
Be (1.9) (MHz)

18 per chirp

Chirp-rate a
(1.2) (GHz/s)

20

Range resolution
AR (4.18) (m)

1.6

CPI processing
gain Gepy (1.16)

5184000
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non-linearities, even a point-target will have a certain 3 dB spectral width dic-
tated by the radar’s non-linearities [14] as: A fiarget = A frarget + (X / 100)A frarget,
where y is the non-linearity in percentage. Any concatenation errors will also re-
sult in grating-lobes and spectral width widening. The method described is not
suitable for targets which have a substantially high acceleration, to the point that
a target’s beat-frequency changes within one sweep, with a value greater than
that of the STFT frequency grid resolution. An example is missile tracking ap-
plications. The expected gain from using the concatenation method of different
sweeps in time is also limited to when range migration can be neglected, or first
corrected for.

4.6. EXPERIMENTAL VERIFICATION

4.6.1. PARSAX EXPERIMENTAL SETUP

The reconfigurable processing improvement method is demonstrated experi-
mentally using the Delft University of Technology (TU Delft) PARSAX FMCW
radar [16] shown in Fig. 4.9(a). The radar is mounted on the roof of the electrical
engineering, mathematics and computer science (EEMCS) building at the TU
Delft. It operates in S-band (3.1315 GHz) and uses an Intermediate Frequency
(IF) of 125 MHz. A simplified PARSAX block diagram is depicted in Fig. 4.10
along with the experimental setup. On every receiver channel, transmitted and
received signals are sampled at IF using a pair of Analog-to-Digital Converters
(ADCs) on an Innovative Integrations X5-400M Xilinx Virtex5SX95T FPGA card.
The ADCs are 14-bit devices with sampling rates up to 400 Mega Samples per Sec-
ond (MSPS). Deramping Single-Sideband (SSB) signal processing is performed
digitally on the FPGAs. Beat-frequencies are transferred to a computer via the
PClI-express bus for further processing. Experiments were conducted using the
experiments-applicable configuration options shown in Table 4.4.

The transmitted waveform from the AWG channel-1 was created by combin-
ing two frequency slopes of bandwidths 40 MHz and 20 MHz respectively. Re-
ceivers R-1 and R-2 separate the received beat-frequencies from the 40 MHz and
20 MHz respectively. Both receivers are SSB IQ ones, with the ability to reject
either positive or negative frequencies.

The aim here is to demonstrate that the target response function width from
processing the 20 MHz waveform can be improved to match that of the 40 MHz
one, using the proposed method with a concatenation factor d = 2.

4.6.2. PARSAX EXPERIMENT 1: A STABLE TARGET

The PARSAX radar is used in this experiment where we observe an industrial fac-
tory chimney as depicted in Fig. 4.9(a) and (b). The chimney is chosen as a stable
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Table 4.4: PARSAX experiment setup parameters.

CPI Parameters

Parameter Value Unit
Waveform Linear sawtooth n/a
PRF 2 KHz
Ts 500 us
To 450 us
N CPI 64 sweeps
CPI length 0.033 s
| MR
wavelength 0.0905 m
A
Extrapolation Parameters
Parameter Value Unit
Window
length 6144 samples
w
Hop
size 3 samples
Ah
Extrapolation
filter order 120 coefficients
0
Flexible Range-Doppler Processing
Maximum
Concatenation unambiguous
Factor Doppler Velocity
vy (m/s)
d=1
(standard) 444
d=2 +22.16
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Figure 4.8: A repetition of the simulation results presented in Fig. 3.3, but with the addition of re-
sults for waveform (W.e) (corresponding to the waveform shown in Table 4.3) with its results shown
in sub figures (e) and (f), where a target response function width improvement can be observed
compared to all the other cases in Fig. 3.3.

target. The chimney is made up of multiple sub-chimneys.

4.6.3. PARSAX EXPERIMENT 2: A MOVING TARGET
The PARSAX radar is used in this experiment where we observe an automobile
on a quiet road as depicted in Fig. 4.9(a) and (c). The automobile driving at a
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Figure 4.9: (a) The PARSAX FMCW radar situated at the top of the TU Delft building was used for
the experiments. (b) Industrial chimney used as a stable target in the first experiment. (C) An
automobile used as a moving target in the second experiment.

velocity of around 19 m/s (70 kmh) will be unambiguous for the transmitted PRF
of 2kHz, and for when processing with a concatenation factor d = 2, which will
reduce the processing PRF to 1 kHz.

4.6.4. TI EXPERIMENTAL SETUP

A mmWave radar is used to investigate the possibility of range-resolution im-
provement, as discussed in Section 4.5. The radar used is the Texas Instruments
(TI) IWR1443/1642 module mounted on the DCA1000EVM data capture card.
The radar operates in the band of 76 to 81 GHz. The experiment setup is shown
in Fig. 4.11. The radar is mounted on a table, and two corner reflectors are placed
at a range of 3.36 m and 3.75 m respectively (39 cm difference). The wall behind
the corner reflectors is at a range of around 6.9 m. The radar transmits classi-
cal up-chirps with a PRF of 200 kHz (PRI = 50 us), and a transient time of 5 us,
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Figure 4.10: Simplified PARSAX radar block diagram with the configuration used for experiments
discussed is Section 2.5. A waveform combining a 20 MHz and a 40 MHz sweeps is generated and
combined by the Arbitrary Waveform Generator (AWG). Both FPGA receivers R-1 and R-2 are SSB
1Q ones, with the ability to reject either positive or negative frequencies. The shaded areas depict
the receivers’ upper and lower LPF bounds.

resulting in T, = 45 us.
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Corner Reflectors.
CR1:3.36 m
CR2:3.75m
Difference: 39 cm

IWR1443 Texas
Instruments
mmWave FMCW
Radar + ADC data
capture card

Figure 4.11: Experiment setup using the T mmWave IWR1443 radar, as described in Section 4.6.4.
Two corner reflectors are placed at a range of 3.36 m and 3.75 m respectively (39 cm difference).
The wall behind the corner reflectors is at a range of around 6.9 m.

4.6.5. TI EXPERIMENT 1: CORNER REFLECTORS
A measurements is first taken with a bandwidth of 3 GHz, yielding an effective
bandwidth of 2.7 GHz and a range resolution of 5 cm. A second measurement
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Figure 4.12: Zero-padded Zero-Doppler cut zoom-in on the Chimney shown in Fig. 4.9 (a) and
(b). The proposed processing of the 20 MHz channel - with a concatenation factor d =2 - closely
matches that of the 40 MHz channel.

is then made with a bandwidth of 325 MHz, yielding an effective bandwidth of
293 MHz, and a range resolution of 51 cm. The aim is to process the data cap-
tured using the 293 MHz bandwidth with a concatenation factor d = 8, and check
if the corner reflectors — separated with 39 cm, which is less than the theoretical
51 cm resolution — can be resolved using the proposed processing method. Note
that when d = 8, the expected range resolution is 6 cm following (4.16).

4.6.6. RESULTS AND DISCUSSION

For the first PARSAX experiment, the results are shown in Fig. 4.12. When pro-
cessing the 20 MHz waveform with a concatenation factor d = 2, the target re-
sponse function width improvement results closely match that of the 40 MHz
waveform. For the second PARSAX experiment, the results are shown in Fig. 4.13.
The automobile appears to be of around 7 m in length in the 40 MHz channel,
which is expected due to the range resolution being 3.74 m, FT leakage, and typ-
ical automobile lengths of around 4 m. In the 20 MHz channel, the automo-
bile appears to be of around 14 m in length, which is also expected due to the
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range resolution being 7.49 m and the target response function width degrada-
tion. When processing with manually discarding every other sweep of the the
20 MHz channel, similarly to what was done in the simulations section, the au-
tomobile appears to have the same velocity but with a slight SNR loss and a slight
velocity displacement due to the FT leakage. When processing the 20 MHz wave-
form with a concatenation factor d = 2, the automobile’s target response function
width closely match that of the 40 MHz waveform, in range, velocity and SNR.

For the TI experiment, the results are shown in Fig. 4.14(a) and (b), with and
without windowing (Hamming) respectively. Both corner reflectors are resolved.
The first corner reflector appears at the correct range of 3.36 m, but the second
one has an error of 11 cm and appears at a range of 3.84 m instead of the correct
range of 3.76 m. An SNR improvement of around 9 dB was expected for both
corner reflectors from a concatenation factor d = 8, but only an improvement of
4 and 8 dB was achieved for the first and second corner reflectors respectively.
The range error and SNR loss are due to concatenation errors.

4.7. CONCLUSION

A reconfigurable range-Doppler processing and target response function width
improvement method for FMCW radar was presented. The problem which this
chapter offered a solution for was the existence of the transient dead-time region
between sweeps in FMCW deramp processing. This region does not allow for
longer targets observations, and this limits the maximum target response func-
tion width improvement that can be achieved due to the reduced observation
time. The solution proposed in this chapter was to coherently concatenate beat-
frequency slices in the STFT domain, by applying a phase correction to each fre-
quency slice as appropriate, followed by an Inverse STFT (ISTFT). The method
extends the observation time by using returns from more than one sweep at
a time, or used returns from multiple densely stacked frequency multiplexed
chirps from one sweep, which resulted in an improved target response function
width without the need to transmit additional bandwidth. The maximum pos-
sible number of chirps to be multiplexed was also discussed. The method also
made it possible to decouple the Doppler processing PRF from the transmitted
signal PRE This is in the sense that it became possible to - in parallel and from
one CPI - create different lengths fast-time slow-time matrices, without compro-
mising on the total processing gain in any of the created matrices. This therefore
also allows for the observation of different unambiguous Doppler velocity inter-
vals from a single CPI. This chapter additionally set the ground for and made
hypotheses about possible range resolution improvement due to the target re-
sponse function width improvement. Simulations and an experiment were pre-
sented where such an improvement in range resolution was possible, but left the
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Figure 4.13: Range-Velocity results maps for the automobile in the experiment described in Sec-
tion. 4.6.3. (a) As seen in the 40 MHz channel. (b) As seen in the 20 MHz channel. (c) Processing
with manually discarding every other sweep of the 20 MHz channel. (d) Processing the 20 MHz
waveform with a concatenation factor d = 2, the automobile’s response function width closely
match that of the 40 MHz waveform, in range, velocity and SNR.

door open for future research on that aspect.



REFERENCES 105

. , , : : : : _—
85

3 GHz
80 F | |[— — =350 Mhz

Amplitude (dB)
(2}
(5]

Range (m)
(a)

97
92
90 3 GHz
— — =350 Mhz
85 | sovssssone 350 MHzd =8
__80f
m
z
3751
2
B0t
<<

[}
o

D
o

55

50
7.5

Range (m)

(b)

Figure 4.14: Range profiles for the result of the experiment described in Section 4.6.5. (a) Hamming
window is used for the range FT. (b) No window used for the range FT. Both corner reflectors are
resolved. The first corner reflector appears at the correct range of 3.36 m, but the second one has
an error of 11 cm and apeears at a range of 3.88 m, instead of 3.75 m. An SNR improvement of
around 9 dB was expected for both corner reflectors from a concatenation factor d = 8, but only an
improvement of 4 and 8 dB was achieved for the first and second corner reflectors respectively.
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CONCLUSIONS AND
RECOMMENDATIONS

In this dissertation a number of methods and waveforms for the operational en-
hancement of deramping FMCW radars have been developed. These methods
allows the overcoming of existing state of the art FMCW radar performance lim-
itations, and increase radar resistance to interference. In this Chapter, the main
conclusions, societal, scientific and technical implications are summarized and
followed by recommendations for future work.

5.1. CONCLUSIONS

The main research conclusions presented in this dissertation are as follows: A
novel interference mitigation method for FMCW radar using beat-frequencies
interpolation and phase matching in the time-frequency domain was developed
as an answer to research question 1 (RQ1) in Chapter 2.

After the suppression of interference-contaminated frames of beat-frequencies
in a sweep in the STFT domain, useful beat-frequencies are subsequently recon-
structed based on a known beat signal model. The beat signal model param-
eters estimation analysis is done using the STFT. Linear prediction coefficients
for the signal parameters are then estimated using auto regression for the cur-
rent observation scene — for each STFT frequency-slice — from the interference-
free parts of each slice, or optionally — in a reconfigurable manner - from a pre-
viously known interference-free sweep in the CPI. Suppressed beat-frequency
frames are then replaced by the linear-predicted interpolated ones, followed by a
phase matching procedure. The proposed technique satisfies the requirement to
keep using the FT as the radar’s beat-frequency estimation tool. It furthermore
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does not require target detection/thresholding — at the strongest target peak —
to begin with, nor algorithm convergence. The technique is real-time imple-
mentable with a predictable execution delay (latency), based on FT banks and
fixed-length extrapolation filters. The technique’s performance improvement
was demonstrated with respect to the known zeroing and inverse cosine win-
dowing solutions, against interference for a stable targets scenario. Evaluating
the technique’s performance was done in range-Doppler for a moving targets
scenario, where an interference-free reference-data CPI is processed using the
zeroing technique and vs inverse cosine windowing in comparison to the pro-
posed method. The proposed method has shown significant improvements in 2-
D correlation coefficients (0.42, 0.66 and 0.89 for zeroing, inverse cosine window-
ing and the proposed method respectively), amplitude average error percentages
(44.8, 34.45 and 12.93 for zeroing, inverse cosine windowing and the proposed
method respectively), phase average error percentages (116.89, 77.89 and 18.53
for zeroing, inverse cosine windowing and the proposed method respectively)
and phase RMSE (0.93, 0.56 and 0.16 for zeroing, inverse cosine windowing and
the proposed method respectively). Noting that these numbers pertain to an in-
terference constituting 25% of the entire signal duration. The proposed tech-
nique is not applicable to applications where targets might have a considerably
high acceleration - causing a frequency change within a single sweep - as in bal-
listic missile applications, for example. The method was simulated and experi-
mentally validated.

A novel waveform and a processing method to decouple the Doppler ambiguity
interval from radar parameters such as the maximum operational range, range-
resolution and processing gain in frequency multiplexed FMCW Radar was pro-
posed in Chapter 3 to answer the research question 2 (RQ2). The method al-
lowed the keeping of the radar’s operational parameters while increasing the PRF
- to unambiguously observe fast(er) moving targets, without having to trade-off
these operational parameters. The method proposed exploits the fact that beat-
frequency signals have the same baseband frequencies, even if the transmitted
and received chirps occupied different RF bands. Such baseband signals can be
concatenated in the time-frequency domain to restore any operational parame-
ters’ losses due to the PRF increase. The price to be paid was to use more receiver
channels in the radar. Usage constraint were discussed, such as the maximum
chirp’s center-frequency separation. The proposed method allowed for more us-
age scenarios for standard FMCW radars without the use of unpredictably con-
vergent algorithms, where all operations proposed are mainly Fourier — and in-
verse Fourier — transform with a predictable latency. The method was simulated
and experimentally validated. Limitations for all developed methods were high-
lighted. The SNR, system non-linearities and accumulating concatenation errors
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are the main drawbacks. A poor SNR will result in incorrect phase estimations.
Because of non-linearities, even a point-target will have a certain 3 dB spec-
tral width. Any concatenation errors will also result in grating-lobes and spec-
tral width widening. The developed methods are not suitable for targets which
have a substantially high acceleration, to the point that a target’s beat-frequency
changes within one sweep, with a value greater than that of the STFT frequency
grid resolution.

Finally, to answer the research question 3 (RQ3), a novel reconfigurable range-
Doppler processing and target response function width improvement method
for FMCW radar was developed (Chapter 4). The solution extends the observa-
tion time by using returns from more than one sweep at a time, or used returns
from multiple densely stacked frequency multiplexed chirps from one sweep,
which resulted in an improved target response function width without the need
to transmit additional bandwidth. To achieve this, beat-frequency slices from
multiple sweeps are coherently concatenated in the STFT domain by applying
a phase correction to each frequency slice as appropriate and followed by an
Inverse STFT (ISTFT). The method proposed also made it possible to have a
Doppler processing PRF which is different from the transmitted signal PRE This
is in the sense that it became possible — in parallel and from one CPI - to cre-
ate different lengths fast-time slow-time matrices without compromising on the
total processing gain in any of the created matrices. This therefore also allows
for the observation of different unambiguous Doppler velocity intervals from a
single CPI. The method was simulated, experimentally validated and showed in
the experiments an improvement in target response function width by a factor
of eight. The expected gain from using the concatenation method of different
sweeps in time is also limited to when range migration can be neglected, or first
corrected for. The chapter additionally set the ground for and made hypotheses
about possible range resolution improvement due to the target response func-
tion width improvement. Simulations and an experiment were presented where
such an improvement in range resolution was possible, but left the door open for
future research on that aspect.

5.2. SOCIETAL, SCIENTIFIC AND TECHNICAL IMPLICATIONS

In the spirit of encouraging academics to seek closer societal links from their
work [1], this subsection highlights a few possibilities of these societal links, along
with the traditional scientific and technical ones.

For the Interference Mitigation Technique for FMCW Radar Using Beat-Frequencies
Interpolation in the STFT Domain in Chapter 2: The proposed method does not
rely on waveform-diversity — which are bound to relate to system architecture-
diversity — can lower radar production costs. The existence of mitigation tech-
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niques might allow for more and more radars to cohabit. This would directly
benefit consumers. Approaching beat-frequencies in the time-frequency do-
main has the scientific implication of encouraging the adaptation of acoustic
signal processing methods for radar.

For the Decoupling of the Doppler Ambiguity Interval from the Maximum Oper-
ational Range and Range-Resolution in FMCW Radars in Chapter 3: The ability
to extend the Doppler ambiguity interval without compromising on the maxi-
mum operational range can allow for faster radar decision making. This might
benefit the systems used in industrial automation and increase user safety lev-
els from example. The ability to construct a single fast-time slow-time matrix —
with an extended Doppler ambiguity interval and an improved target response
function width — in one go, has the scientific implication of the introduction and
evaluation of a new waveform.

For the Reconfigurable Range-Doppler Processing and Target Response Func-
tion Width Improvement for FMCW Radar in Chapter 4: The ability to decouple
the target response function width from the transmitted bandwidth allows po-
tentially for considerable cost reductions for radar. Wide bandwidth circuitry
is more expensive than narrow ones. Sectors which could benefit from this are
numerous. Examples are industrial automation and robotics. In a competitive
economic environment, cost reductions directly benefit consumers in the form
of the ability to add more product features or simply a direct price reduction.

5.3. RECOMMENDATIONS FOR FUTURE WORK
The recommendations for future work are grouped by research-question as de-
fined in the introduction chapter:

Chapter 2 (RQ1): An Interference Mitigation Technique for FMCW Radar Using
Beat-Frequencies Interpolation in the STFT Domain

Researching different transforms other than the STFT to avoid frequency grid
resolution and leakage issues can have promising outcomes. Developing an adap
tive way where the radar decides on the STFT window length and hop size based
on the current target beat-frequency slice fluctuation in the observation scenario
might be interesting. A recommendation is researching combining the interfer-
ence mitigation method with an interference detection technique, where based
on the interference severity (number of affected STFT frames for example). The
STFT window length and hop size are selected to emphasize more samples to in-
terpolate from, or to reduce processing power by selecting a bigger hop size.

Chapter 3 (RQ2): Decoupling the Doppler Ambiguity Interval from the Maxi-
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mum Operational Range and Range-Resolution in FMCW Radars
Arecommendation is researching the influence of extending the operational max-
imum range on the different waveforms presented in the chapter, and finding at
which point does the proposed method and waveform lose their advantage in
comparison to a standard sweep. It would be interesting to research techniques
that would allow the method’s adoption in systems operating with high chirp-
centre-frequency deviations from each other, to a point that it would result in
targets’ frequency-slices mismatch at the different receivers.

Chapter 4 (RQ3): Reconfigurable Range-Doppler Processing and Target Re-
sponse Function Width Improvement for FMCW Radar

Researching techniques on how to align frequency-slices in the STFT domain
before concatenating them —for range migrating targets — can have promising
outcomes. The same can be true for researching techniques that would make
the proposed method applicable for accelerating targets, where their frequency-
slice changes within one sweep.

REFERENCES
[1] Editorial, “Bridge research and impacts,” Nature, vol. 553, no. 5, 2018.



SUMMARY

Deramping Frequency Modulated Continuous Wave (FMCW) radars with chirp-
sequence waveforms are widely used in numerous applications. The research
objective behind this dissertation was to develop methods and waveforms for
the operational enhancement of that class of radars. This is in the sense that
there was a desire to take FMCW radars beyond their existing state of the art per-
formance limitations, and increase their resistance to interference. To achieve
these objectives, the following research questions were addressed:

Is there a way to mitigate FMCW radar interferences where the developed mitiga-
tion method restores any SNR loss due to the interference and/or the mitigation
technique itself? Can the method be evaluatable in performance in the range-
Doppler domain (as opposed to only in a range-profile)?

Is there a way to decouple the Doppler velocity ambiguity interval — defined by
the PRF - from parameters like the maximum operational range, range resolu-
tion, all while maintaining the same transmitted chirp-rate? Would it be possible
to liberate the radar from the design/operational trade-offs associated with these
parameters? Particularly in the scenario in which the PRF is to be increased for
the observation of fast(er) moving targets.

Is there a way to overcome the existence of the transient (fly-back) region in de-
ramping FMCW radar beat-signals? This is in the sense that its existence limits
the maximum observation time in a single sweep. Would manoeuvring it then
allow the coherent chaining of beat-signals — from multiple sweeps — in a way
that could improve the target response function width? Could it also improve
the SNR? And since the beginning of a sweep and the transient region are related
- and therefore the Doppler velocity ambiguity interval is related too in de facto
- could overcoming the presence of the transient region then allow for Doppler
processing PRFs that are different from the transmitted PRF? The novelty, main
results and implications of the research presented are:

* Amethod was developed to mitigate FMCW radar interferences. The method
restored any SNR loss due to the interference, and was evaluatable in per-
formance in the range-Doppler domain (as opposed to only in a range-
profile). It was the first ever interference mitigation method for deramp-
ing FMCW radar receivers via model-based beat-signals interpolation in
the time-frequency domain. It allowed the introduction of an optional lin-
ear prediction interpolation coefficients reconfigurable estimation mode
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for CPI processing. Coefficients are estimated for the current observation
scene using a known single interference-free sweep. These coefficients are
then reused for the restoration of subsequent interference-contaminated
sweeps in the CPI. It was also suitable for real-time implementation, with a
predictable execution delay (latency), based on FT banks and fixed-length
extrapolation filters, as opposed to iterative methods relying on algorithm
convergence. The evaluation of the method’s performance was done in the
range-Doppler domain. The aim was to additionally showcase the main-
tenance of the radar’s coherence over a CPI after interference mitigation.

* A method was developed to decouple the Doppler ambiguity interval — de-

fined by the PRF - from parameters like the maximum operational range

and range resolution, all while maintaining the same transmitted chirp-

rate. It was the first ever processing method for the coherent integration

of frequency multiplexed chirps within one sweep/PRI — for deramping

FMCW radar in the time-frequency domain. It constructed a single fast-

time slow-time matrix — with an extended Doppler ambiguity interval, while
maintaining the range resolution and CPI processing gain — in one go. It

did not use iterative algorithms with unpredictable latencies, nor requires

any detection or a-priori information about the observed scene, and is ap-

plicable to very-extended targets like rain/clouds.

* A method was developed to overcome the existence of the transient (fly-

back) region in FMCW radar. It was the first ever method for deramping
FMCW radar sweeps coherent concatenation in the time-frequency do-
main. It allowed for target response function width improvement with-
out transmitting additional bandwidth. It offered the ability to - in paral-
lel — generate different size fast-time slow-time matrices, and allowed for
Doppler processing PRFs that are different from the transmitted PRE with-
out compromising on the total CPI processing gain. This offered the ability
to observer different unambiguous Doppler velocity intervals in one CPI.



SAMENVATTING

Compressie frequentie gemoduleerde continue golf (frequency modulated con-
tinuous wave, FMCW) radars met frequentie als functie van tijd (chirp)-reeksen
golfvormen, worden veelvuldig gebruikt in tal van toepassingen. Het doel van
onderzoek achter dit proefschrift is het ontwikkelen van methoden en golfvor-
men voor de operationele verbetering van deze klasse van radars. Dit wil zeggen
dat het gewenst is om FMCW radars te ontdoen van prestatie beperkingen bij de
huidige stand der techniek, en meer bestand te maken tegen interferentie. Om
deze doelen te verwezenlijken zijn de volgende onderzoeksvragen gesteld:

Is er een methode FMCW radar interferentie te bestrijden waarbij de ontwikkelde
methode het verlies in SNR, ten gevolge van de interferentie en/of de herstel
techniek zelf, hersteld? Kan de prestatie van de methode geévalueerd worden
in het afstand-Doppler domein (en niet alleen in een afstandsprofiel)?

Is er een manier om het Doppler dubbelzinnigheidsinterval, gedefinieerd door
de PRE te ontkoppelen van parameters als de maximale operationele afstand en
de afstandsresolutie, en daarbij een en dezelfde uitgezonden chirp herhalingstijd
te behouden? Zou het mogelijk zijn radar te bevrijden van ontwerp/operationele
compromissen die verbonden zijn aan deze parameters? Dit met name in het
geval dat de PRF dient te worden vergroot ten behoeve van de waarneming van
snel(ler) bewegende doelen.

is er een manier om het optreden van het overgangsgebied (terugslag) bij com-
pressie FMCW radarfrequentieverschil (beat) signalen te voorkomen? De aanwe-
zigheid van dit gebied beperkt immers de maximale observatietijd in een enkele
frequentiezwaai. Zou deze aanpassing de coherente aaneenschakeling van be-
atsignalen, van meerdere sweeps, toelaten om de doelrespons functie breedte te
verbeteren? Zou het mogelijk zijn om de SNR te verbeteren? Aangezien de start
van een sweep en het overgangsgebied gerelateerd zijn, en daarmee in feite even-
eens het Doppler snelheid dubbelzinnigheidsinterval, zou het vermijden van de
aanwezigheid van het overgangsgebied dan Doppler processing PRFs toelaten
die kunnen verschillen van de uitgezonden PRF?

De nieuwheidsapecten, belangrijkste resultaten and implicaties van het gepre-
senteerde onderzoek zijn:

Een methode is ontwikkeld om FMCW radar interferenties te onderdrukken. Deze
methode herstelt het verlies in SNR veroorzaakt door interferentie, en de pres-
tatie hiervan is geévalueerd in het afstand-Doppler domein. Dit is de eerste
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interferentie onderdrukkingstechniek ooit die gebruik maakt van (model geba-
seerde) beat-signaal interpolatie in het tijd-frequentie domein. Het introduceert
een optionele lineaire voorspellende interpolatie coéfficiénten herconfigureer-
bare schattingsprocedure voor CPI processing. Coéfficiénten zijn geschat voor
het momentele waarnemingsscenario gebruikmakend van een bekende enkel-
voudige interferentie-vrije sweep. Deze coéfficiénten zijn vervolgens gebruikt
bij de restoratie van opeenvolgende door interferentie verstoorde sweeps in het
CPI. Daar de methode niet berust op golfvorm-diversiteit, gebruikelijk gerela-
teerd aan systeem architectuur-diversiteit, resulteert dit in lagere radar produc-
tie kosten en kunnen meer en meer radars naast elkaar bestaan.

Een methode is ontwikkeld om het Doppler dubbelzinnigheidsinterval — gede-
finieerd door de PRF - te ontkoppelen van parameters als de maximale opera-
tionele afstand en de afstandsresolutie, met behoud van een en dezelfde uitge-
zonden chirp herhalingstijd, en is dit de eerste processing methode ooit voor
de coherente integratie van freqentie multiplex chirps in één sweep in het tijd-
frequentie domein. Hiermee kan een enkele 'snelle tijd’ 'langzame tijd’ matrix —
met een vergroot Doppler dubbelzinnigheidsinterval en verfijnde afstandsreso-
lutie — in een keer worden geconstrueerd.

Een methode is ontwikkeld die het bestaan van het (inschakeleffect)overgangsgebied
tegengaat, ditis de eerste methode ooit voor coherente samenstelling van sweeps
in het tijd-frequentie domein. Deze bemogelijkt doelrespons functie breedte ver-
betering zonder toevoeging van zendsignaal bandbreedte, tevens is het hiermee
mogelijk -eveneens in parallel- 'snelle tijd’ 'langzame tijd’ matrices van verschil-
lende grootte te genereren, en ook kunnen de Doppler processing PRFs verschil-
len van de uitgezonden PRF zonder afbreuk aan de totale CPI processing winst.
Dit maakt het mogelijk verschillende ondubbelzinnige Doppler snelheidsinter-
vallen in één CPI waar te nemen. Dit resulteert in kosten reductie aangezien
radar circuits met grotere bandbreedte duurder zijn.
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