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CHAPTER 1 

INTRODUCTION 

1.1 Gravity currents and mathematical models 

In several fields phenomena occur which can be characterized as gravity currents, i.e., 
currents caused by differences in the specific weight of a fluid. Examples are to be 
found in oceanography, meteorology, civil engineering. In many cases an important 
engineering interest is present. This may concern questions of water management 
(salt intrusion in estuaries or in ground-water, dispersion of cooling water or pollu­
tants), shipping (navigational consequences of currents, maintenance of channels: 
silt and sand transport), constructions (effects on bridge piers, tunnels, pipe-lines). 

To analyse and predict gravity currents, one can take recourse to hydraulic and 
mathematical models, both of which need support from field data. Each kind of model 
has its own possibilities and peculiarities. As far as mathematical models are con­
cerned, the major question is, whether a satisfactory mathematical description can be 
given for the relevant physical processes. In most of the cases mentioned above, tur­
bulence plays an important part. In many of them also tidal effects are present. A 
practical limitation of mathematical models is usually formed by the computational 
effort required to obtain a sufficient degree of detail, either necessary to adequately 
represent the problem or desired for the engineering evaluation. Generally, e.g., it is 
impossible yet to include vertical variations systematically, as the mathematical for­
mulation is not sufficiently known and the computational effort may be very great. 
The approach in the set-up of a mathematical model, therefore, is determined both 
by the requirements from the point of view of the applications and by the possibilities 
in the mathematical description of the physical processes. 

In the present study, attention is limited to gravity currents in estuaries For most 
of the estuarial problems mentioned above, some knowledge of the distribution of 
velocities and densities is required. The degree of detail varies. In studies of salt-
penetration, e.g., the mean currents generally will be sufficient information. In the 
design of a cooling-water outfall, however, both the velocity and density profiles are 
rather important. 

An indication of the possibilities in mathematical models for estuarine gravity 
currents can be derived from a consideration of literature on the subject. This is done 
in the following section. It turns out that some experience has been obtained only 
with models in one spatial dimension, as far as time-dependent cases are concerned. 
Extension to two horizontal dimensions is mainly a computational question. The 
limited physical knowledge concerning turbulent flow in a stratified fluid is the main 
drawback to an extension with the vertical dimension. 

In the present study one of the one-dimensional approaches, viz. the two-layer 
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model, is worked out. A similar method is applicable to different situations, e.g., flow 
of heated water in a lake. For the case of estuaries, the model is extended with a rough 
estimate of the velocity- and density-profiles, with the layer mean values as para­
meters. 

1.2 Literature 

In the abundant literature on gravity currents relatively few references are available 
dealing with more or less detailed mathematical models, suitable for prediction pur­
poses. A first distinction can be made with respect to the type of estuary considered. 
The classification usually made consists of three types: the fully stratified or salt-
wedge type, the partly mixed type and the vertically homogeneous or well-mixed type. 
About the only paper giving motivated quantitative limits for these types is that by 
Hansen and Rattray (1966). They find that the classification depends not only on the 
ratio between the tidal and river flows, mentioned by most authors, but also on a 
stability parameter (internal Froude number). A second distinction in the mathemati­
cal models is made by considering whether or not tidal variations are taken into 
account. 

Models which do not represent tidal variations can give only limited information 
with regard to the applications mentioned in the preceding section. Mainly for the 
well-mixed case. Van der Burgh (1968) and Ippen and Harleman (1961) treat the one-
dimensional case. The latter paper refers to conditions at low-water slack rather than 
to tidal mean conditions. See also Harleman and Abraham (1966). Hansen and 
Rattray (1966) and Hansen (1967) take the vertical variations of velocity and salinity 
into account. In an analysis of flume measurements, Harleman and Ippen (1967) 
conclude that Hansen and Rattray's model applies to the central part of the intrusion 
area only. 

Models considering tidal variations use either depth mean quantities with a diffu­
sion-like term to describe the longitudinal dispersion of salt, or a two-layer scheme 
similar to the one in the present study. The former possibility naturally will apply best 
to well-mixed conditions. However, Stigter and Siemons (1967) also found very good 
correspondence to measurements in the Rotterdam Waterway which is of the partly 
mixed type. The relation between the coefficient of dispersion and the determining 
conditions still seems to be an unsolved question. 

The two-layer model has been described by Schijf and Schönfeld (1953). The model, 
of course, applies best to salt-wedge type estuaries. Again, however, it may be appli­
cable in less extreme conditions too. Voogt (1966) attempted a numerical solution of 
the equations, but did not arrive at useful results for an estuary, because of computa­
tional difficulties. The method in some respects resembles that developed in the present 
study. Boulot and Daubert (1969), using a different numerical method, applied the 
model to the Rhone River, which, because of the small tidal range in the Medittera-
nean, actually approaches the salt-wedge type (see also Boulot, Braconnot and Mar-
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vaud (1967)). They tried to determine the main empirical parameter, the interfacial 
frictional coefficient, by comparison of numerical results to prototype-data. They 
state that this is a difficult task, as the salt-wedge is probably never in dynamical 
equilibrium, due to the daily variations in the river discharge and the tidal range. 
Application of the two-layer model to the partly mixed Rotterdam Waterway has 
been described by Vreugdenhil (1970). 

For completeness some applications can be mentioned for two-dimensional areas, 
which do not concern estuaries. Schmitz (1964, 1967) computed the response of a 
layered sea to a wind-field. With modified assumptions for the shear stresses at the 
interface and the bottom, the method would be an equivalent of the two-layer model 
without mixing in the present study. It could be applied to wide estuaries. A similar 
method for the flow of warm over cold water is described by Wada (1969). The 
two-layer model has been applied in meteorology to simulate the behaviour of a 
cold front (Kasahara, Isaacson and Stoker (1965)). In this case no frictional terms 
were included. 

It may be concluded, firstly, that only one-dimensional models have been checked 
reasonably against prototype-data. However, the verifications have not been very 
complete. Therefore, as a second conclusion, the value of these mathematical models 
is still limited. Much more should be known about the empirical parameters in each 
model. On the other hand, it should be made clear in which situations each model is 
applicable. As a third conclusion, models taking vertical variations into account have 
hardly come into the picture yet, due to the difficulties in reasonably formulating the 
behaviour of the flow. 

1.3 Outline 

From the preceding sections it has become clear that, on the one hand, the mathe­
matical model should not be too complicated, and that on the other hand, it should 
give suflficient information to be applicable to the engineering problems. In the pres­
ent study it is shown that a two-layer model meets these requirements. The following 
chapters describe the derivation and application of such a model. 

It is important to know the possibilities and limitations of a mathematical model. 
Therefore Chapters 2 and 3 deal with the basic equations and the schematization into 
a two-layer system. The treatment essentially takes turbulence effects into account. 
Equations for the two-layer schematization are derived both for the general case and 
for the case in which the exchange between the layers is left out of consideration. 

Chapter 4 treats the effects of turbulence in some more detail, using a mixing-length 
hypothesis. In this way it turns out to be possible to derive velocity and density pro­
files, given the mean values in each layer and some geometrical parameters. These 
profiles agree with data from nature to a limited accuracy. This opens the possibility 
to derive some information on the velocity and density profiles from a two-layer mod­
el. Also some remarks are made on the frictional and mixing coefficients at the inter-
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face and their relation to the local conditions. This relation is not useful as it contains 
unknown empirical parameters. 

The mathematical model is completed by a set of boundary and initial conditions, 
discussed in Chapter 5. The boundary condition at the rivermouth presents some 
difficulties, as several kinds of supercritical flow can occur. A method is proposed 
which includes a part of the sea, such that the river-mouth adjusts itself to the various 
conditions. The sea is treated schematically as a one-dimensional channel. In the case 
without mixing, an alternative method can be used, based on critical flow at the 
river-mouth. Still the complications of supercritical flow must be taken into account. 

The mathematical properties of the equations are discussed in Chapter 6. Two 
types of waves are identified, viz., fast surface waves and slow internal waves. This has 
consequences for a numerical solution of the equations. An approximation is con­
structed which describes the internal waves only. This approximation can be derived 
by considering the singular perturbation problem, describing the influence of the 
small relative density difference e. 

In Chapters 7 and 8 applications are made to the Rotterdam Waterway, for which 
extensive measurements are available. A quite reasonable reproduction is obtained, 
to some extent also for the velocity and density profiles. By hindcasting a number of 
flume tests some information is gathered concerning the interfacial frictional coeffi­
cient, as depending on the overall conditions. 

There follows a discussion of the results and a conclusion on the applicability 
of the model. 
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CHAPTER 2 

MATHEMATICAL DESCRIPTION 

2.1 Basic equations 

The basic equations for sea-water are discussed rather completely by Eckart (1962). 
In the following only a schematic derivation is given. 

The equation of mass-conservation for a non-homogeneous fluid reads 

do S , . 
dxjdxj 

= 0 (2.1.1) 

where Q = density 
t = time 
Xj = coordinate (cf. fig. 1) 
Vj = velocity-component in Xy-direction 
9 = coefficient of molecular diffusion 

Fig. 1. Coordinates. 

The summation-convention is used, i.e. if in one term a letter subscript is repeated, 
this term should be summed over all possible values of the subscript. 

Salinity is defined as the mass of dissolved salt per unit-mass of sea-water (a more 
precise definition is given by Wooster c.s. 1969). The mass of salt per unit volume can 
be expressed by QS. The equation of continuity for dissolved salt now reads 

^(,S) + A(,s . , ) -D. = 0 (2.1.2) 

where D^ denotes the molecular diffusion term. Combining eqs. (2.1.1) and (2.1.2) 
one finds 

dS dS ^S d^Q 1 
• . ^ • " •, -^ D, = 0 

Ot 'ox, Q OXjOXj Q 

(2.1.3) 
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which means that the salinity of a fluid element remains constant except for diffusive 
effects. Now for simplicity temperature is assumed to be constant. This is not essential, 
as the influence of temperature can be treated in the same way as that of salinity. With 
the assumption, density is a function of salinity and pressure only, so 

do dp do /dS dS\ do f dp dp\ 

dt •' dxj dS \ot ' dXjJ dp\dt •' dxjj 

Introducing this into (2.1.1) together with (2.1.3) one derives 

dv: 1 do f dp dn\ _, dQ . _ , / S ö o \ d^o _ , ^̂  

dxj Q dp\dt ' dXj) ' dS \ Q dS J dxjdXj ^ ' 

The first term on the right-hand side represents the effect of compressibility. With 
respect to the tidal phenomena to be considered, compressible or acoustic effects are 
not important, as they take place on a very much smaller time-scale. The other terms 
denote effects of molecular diffusion. For the turbulent flow considered, the molecular 
diffusion in this respect is unimportant. This means that both members of eq. (2.1.4) 
vanish: 

^ - = 0 (2.1.5) 
dXj 

This equation is to be used in connection with eq. (2.1.1) as an independent equation. 
From the two equations it is derived that 

dt ' dxj 

i.e. the density of a fluid element is conserved. The preceding argument shows that 
this property is a consequence of the conservation of dissolved salt and the neglection 
of compressibility and diffusion. 

The equations of motion for a non-homogeneous fluid read (e.g. Oswatitsch 1959): 

^(QV,) + —isv.vj) + 1 ^ -f ggS,, - , v ^ = 0 /c = 1,2,3 (2.1.6) 

where g = acceleration of gravity 
V = kinematic viscosity coefficient 
Si^j = Kronecker-delta ( = 1 if ^ =y', else 0) 

In this equation the geostrophic acceleration is left out, which implies that the inves­
tigation is limited to relatively narrow estuaries, where no lateral circulation exists. 
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2.2 Effects of turbulence 

To separate the turbulent fluctuations from the tidal ones, a moving time-average is 
applied, denoted by a bar over a symbol: 

Vj = Vj + V'j 

Here the prime denotes the deviation from the average. For details of the process cf. 
e.g. Hinze (1959). The averaging interval should be so large that turbulent fluctuations 
vanish. On the other hand it should be so small that tidal variations are retained. This 
procedure is not free from theoretical difficulties (Lumley and Panofsky 1964, Okubo 
1964). It supposes that the spectrum of the quantity under consideration shows a gap 
between the tidal and turbulent frequencies. This may be doubtful, due among other 
factors to the occurrence of internal waves. However, when dealing with measure­
ments, there does not seem to be an alternative to the time-averaging process. 

Applying this procedure to eqs. (2.1.1), (2.1.5) and (2.1.6) one obtains 

§ + l-C,-.,^7^.)-e^^ = o (2.2.1) 

Yt^Qh) + -ö^iêVkVj + Qviuj) + -^+ Qdök3 - gv g^ g^ = Q (/c= 1,2,3) (2.2.3) 
J "̂  J J 

In the latter equation the Boussinesq-approximation (Boussinesq 1903) has been 
applied, which states that in the equation of motion variations of the density may 
be neglected except in the gravity-term (this exception is of importance in the deriva­
tion of the energy-equations (Appendix 2)). In this way a number of additional terms 
are suppressed, describing correlations between density and velocity fluctuations. The 
approximation is not necessary at this stage, but it considerably simplifies the equa­
tions. 

2.3 Approximations 

Some of the terms in eqs. (2.2.1) to (2.2.3) may be neglected. In this section their order 
of magnitude is estimated. Some of the neglections are applied only after the integra­
tion-process which is described in the following Chapter. The estimates are based on 
the fact that the equations are to be applied to a shallow and relatively narrow estu­
ary. This means that the longitudinal length scale L is much larger than the vertical 
and lateral ones h and b. If a characteristic longitudinal velocity is called U, the ver­
tical and lateral velocities will be of the order hUjL and bUIL from considerations of 
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continuity (eq. (2.2.2)). The relative intensity of turbulence is called r, defined by 

It is assumed to have the same order of magnitude in all directions. Disregarding a 
coefficient of correlation, which is smaller than unity, it follows that also terms like 
v^vj are of the order r^t/^. The time-scale which is related to the tidal period, is called 
T. It is not independent of the preceding scales and it will be of the order L/U. 

First the equation of vertical motion is investigated. In the turbulent and viscous 
stress terms (third and last in eq. (2.2.3)) the vertical derivatives will dominate the 
others, as the stresses are comparable but the length scales rather different. The con-
vective acceleration terms (second in the equation) are all of the same order of magni­
tude, as the different length scales are compensated by the magnitude of the velocities. 
The relative order of magnitude of the six terms in eq. (2.2.3) (k = 3) now becomes 

hV U^ [ hV U^ 2 U^ ,,^ . h U^ V 
r'^^, (1), 1, 

gh ' \LJ gh ' gh ' ' ' L gh Uh 

The order of magnitude of the pressure-term is between parentheses because it is 
derived below. The parameter h/L and the Froude number U{gh)~^ are small and the 
Reynolds number Re = Uhjv is large (~ 10^), so all terms are negligible as compared 
to the gravity-term gg. Only the pressure-term remains to balance the gravity-term. 
It follows that the pressure distribution is quasi-hydrostatic: 

11= --,g (2.3.1) 

As the pressure vanishes at the free surface x^ = h^, the pressure can be written as 

p = g \ ëti'Vj (2.3.2) 

In the equation of longitudinal motion (^ = 1) the pressure-gradient dp/dxi plays a 
part. From (2.3.2) it is found to consist of two terms: 

dp V do , _ dh, 

where g^ is the density at the surface. The first term in the right-hand member is of 
the order ghAgjL, where Ag is a characteristic density difference (e.g. between pure 
sea and fresh water). To this term the normal turbulent stress-gradient djdx^^Q v^'^) 
is compared. The ratio is of the order 
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Here the internal Froude number F, will not be very much larger than unity; 
moreover, /• ~ 0.1, so the turbulent term may be neglected as a first approximation. 
This is much less convincing than in the case of homogeneous flow. The ratio between 
the main components of the viscous and turbulent stress terms is 

0x3 / ÖX3 

As the Reynolds-number is much larger than r~^, the viscous terms may be neglected. 
Finally, in the equation of continuity (2.2.1) the ratio of the three turbulent terms 

is determined mainly by the length scales, so that at least the longitudinal one 

d/dxiig'vi') may be neglected. The ratio of the main molecular and turbulent terms is 
(again disregarding a coefficient of correlation) 

dxsl dx3 

where y'̂ ^g'̂  = g'^. As v/0 > 1 for water, and Re is large, the molecular terms again 
turn out to be negligible. 
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CHAPTER 3 

T W O - L A Y E R M O D E L 

3.1 General 

The system of differential equations, derived in Chapter 2 is incomplete, as a specifi­
cation of the turbulent terms is still missing. However, before going more deeply into 
this question, it is noted that the equations are too complicated to warrant a direct 
solution. Some schematization is necessary and permitted from the point of view of the 
applications. In this section a choice is made for the simplest schematization, still 
showing the main features of interest (cf. Chapter 1). For many purposes the tidal 
fluctuations are essential, so a further time-averaging process is not allowable. The 
remaining possibility is some schematization of the profiles in a cross-section of the 
estuary. 

Any schematization of this kind can be characterized by the number of parameters 
involved (fig. 2). The first method is to characterize the situation at a cross-section by 
three quantities: the water level h^, the mean velocity <i7> and the mean density <ë>. 
The symbol < > is used to denote a cross-sectional mean value. This "one-dimensional 
model" has been applied by Stigter and Siemons (1967). It gives quite useful results 
as far as the longitudinal salt-distribution is concerned. However it does not give any 
information about the distribution of the velocity and salinity in a cross-section. 

A schematization using four parameters can be constructed in several ways. One is 
the two-layer model without exchange between the layers. The densities (salinities) of 
the layers being fixed to those of pure sea and river water, the four parameters are the 
water level h^, the level of the interface /;,•, and the mean velocities w, and MJ '^ zach 
layer. This model has been proposed by Schijf and Schönfeld (1953). Applications 
have been described by Boulot, Braconnot and Marvaud (1967), Boulot and Daubert 
(1969) and the present author (1970). 

A model with six parameters is obtained if the exchange of water and salt through 
the interface is included in the two-layer model. The additional parameters are the 
mean densities g, and Q2 in each layer. 

Similar models can be constructed, using ever more parameters to describe each 
cross-section. Although this permits more detail, it should be stressed that the more 
detailed models also meet more difficulties in formulating boundary conditions and 
specifying empirical parameters. This is demonstrated in the present study for the two-
layer models with and without interfacial mixing. Therefore for the time being no 
more detailed schematizations are discussed. 

A general method to derive equations for a schematized situation is the method of 
integral relations (e.g. Dorodnitsyn 1964). The differential equations are multiplied 
by a weight function and integrated over the cross-section. This is repeated with a 
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one-dimensional 
model 

velocity density weight-functions 

two-layer model 
without mixing 

hi 

. _ = ^ 

P, P,.o o 1 o 1 

two-layer model 
with mixing 

Fig. 2. Schematizations (parameters in boxes). 

number of independent weight functions such that a sufficient number of equations is 
obtained to determine the parameters characterizing the profiles. The weight functions 
are indicated in fig. 2. For the two-layer model they are block functions, equalling unity 
in one layer and vanishing in the other. This is shown in detail in the following section. 
From this description it is seen that such a schematization can be applied to any case, 
not only when the physical situation clearly shows a two-layer structure (salt-wedge 
type). Of course not all situations are represented equally well by a two-layer model. 
However, in this study the two-layer model is found to be very well applicable to a 
partly mixed estuary. 

3.2 Integration 

To obtain the two-layer model, eqs. (2.2.1), (2.2.2) and (2.2.3) for k = \ are multi­
plied by a weight function and integrated over the cross-sectional area. The weight-
functions are such that the integration is limited to either the upper or the lower layer. 
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Fig. 3. Integration over a cross-section. 

The level of the interface A,- is discussed in section 3.4. For the time being it is only 
assumed not to be inclined laterally. The same assumption is made for the water-
level h^. 

By considering a cross-sectional slice of infinitesimal thickness (fig. 3), one derives 
the following relations by means of the Gauss-theorem: 

IJ ^dA = A n MA + UJ ^ ^ d s (3.2.1) 
A dXj dxi A 

ii ^dA = A JJ ƒ d/1 + J f^^ds (3.2.2) 
A OX I ox I A 

Also 

vr 
n 

vr 
dATj 

-nl 

-n] 

+ ij ">=IF"" - ii'"'w*'"'-¥)i^'-"''' <-'•'•» 
where C is the contour of the slice, Xj(t) are its coordinates as a function of time and 
rij is the outward unit normal vector on the circumferential boundary of the slice. The 
sense of the contour integration is clockwise with respect to the x,-axis. In all these 
formulae, the reduced normal vector nj = «yV 1 -« i^ plays a part. For the interface 
(/) and the surface (s) these read: 

- ^ , 0 , 1 
dXf 

. . = ( - ^ , 0 , 1 

Integrating eq. (2.2.2) over the lower layer and applying (3.2.1) one finds 

j vjn'ijds + j vjn\jds + ^— Jj i;, dX = 0 
i b ^^l A2 
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where ^2 denotes the cross-sectional area below the interface (fig. 4). Now the bottom 
is assumed to be impermeable, so 

Vjitlj = 0 at the bottom (3.2.4) 

At the interface, the vertical velocity W^ relative to it is defined by 

^ - vjtuj = -W, (3.2.5) 

With these conditions, the integrated equation becomes 

b,^ + ^(A,u,) + b,w, = 0 (3.2.6) 

Here b^ is the width of the interface; further by definition 

"2 = ' ^ j ' \\ V, dA mean velocity in the lower layer 
A2 

w,. = b r ' J Wids 
i 

The same procedure is applied to the equation of mass-continuity (2.2.1). This gives 

-I- j gvjn'ijds + J g'v'jii'jds + J gvjnljds + j g'v'jfiljds = 0 

i i ( I f ) 

The latter two terms, representing the net water-flux and the turbulent mass-flux 
normal to the bottom, vanish because of the impermeability. Applying eq. (3.2.5) one 
finds 

jriQiAi) + ^-(02^2^2 +Fi) + bifi + w,gibi = 0 (3.2.7) 
ot ox J 

where 
Ö2 = J^2^ }ƒ öd/4 mean density in the lower layer 

Ai 

F 2 = iHëVi-Q2U2 + Q'v'i)dA 
Ai 

fi = ^ r ' j g'v'jit'jds 
i 

öi = wï^bï^ J gW^ds 
i 

(the subscript / is not subject to the summation-convention). 
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h, 

surface 

interface 

bottom 

bi 

b, 

Fig. 4. Cross-section in a two-layer system. 

The quantity F2 is the mass-flux through the area A 2 per unit time, apart from 
convection by the mean flow. In section 2.3 it has been shown that the term g'vi' is 
not important. The remaining part is the mass-flux by dispersion, due to the non­
uniform distributions of the density g and the velocity H,. 

The quantity ƒ; is the turbulent mass flux through the interface per unit area. Its 
main part is g'v^. In case of a stable stratification upward velocities generally will be 
accompanied by positive density differences, so ƒ,• will be positive. The term Wigfii 
represents the convective flux through the interface. 

Finally, the integration process is applied to the equation of motion in longitudinal 
direction (2.2.3 with A: = 1). This results in 

| - JJ êöi d/1 - - ^ J êS. ds + ^ Jj (gv] + ê ^ ) d A + 

+ j" gviVjn*jds + J gvlvjn'jds + J Qv'iv'jirljds + 
i i b 

+ I QViVjnljds + p— n pdA + | pn*, ds -I- j pnl^ ds = 0 
b '^^i Az i b 

This can be written as 

^(e2^2"2) + J^{Q2A2ul)-Xibi + TtC2 + '^iQiUibi + 

+ ^ \l Pd/1 -f J pn'i ds + j pnly ds = 0 

with the definitions 

T. = _ t ~ ' J gv\v'jn]jds interfacial shear stress 

(3.2.8) 
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Tft = 4-C2 ' I gv'iv'jnljds bottom shear stress 
b 

C2 = wetted perimeter of lower layer (interface excluded) 

U; = (WiQibi)-' I gviWids 
i 

The different signs in the definitions of the shear stresses are caused by the different 
positive directions illustrated in fig. 5. 

In eq. (3.2.8) the term with Qv^'^ has been neglected in accordance with section 2.3. 
In addition, some approximation has been introduced in the acceleration terms, viz. 

JJ gvidA ~ g2A2U2, JJ gvjdA ^ e2^2W2 
A2 Az 

The former is again the Boussinesq-approximation. 
In the same way equations for the upper layer can be derived. Assuming the pressure 

and the turbulent stresses to vanish at the surface, one obtains: 

§^iQiAi) + -^^iQiA,u,+F,)-bJ,-w,e,bi = 0 (3.2.10) 

ö^(QiAiUi) + ^{giAiul) + Xibi + t„Ci-WigiUibi + 

+ ̂ iJpdA-ipnUs^O (3.2.11) 

where T„ is the shear stress at the solid boundary and C^ the corresponding wetted 
perimeter. The last term of eq. (3.2.11) bears a negative sign, because the same (up­
ward) normal vector as before has been applied. 

For any distribution of the density, the pressure-terms in eqs. (3.2.8) and (3.2.11) 
can be evaluated, using the hydrostatic pressure-distribution (2.3.1). 

The dispersive terms F^ and F2 in eqs. (3.2.10) and (3.2.7) are to be compared to 
the terms representing the convective salt flux, Ag^A^Ux and ^02^42^2 respectively. 
The density-difference ^1,2 —0/ h^s been denoted by ^ei,2) Qf being the density of 
fresh water. It is difficult to make this comparison for a general case. In Appendix 4 
the dispersive terms for a specific case are found to be unimportant. In the present 
study they are neglected. If for other estuaries these terms are important, empirical 
expressions have to be introduced. 
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3.3 Rectangular channel 

The equations (3.2.6) to (3.2.11) within the assumptions are still general with respect 
to the shape of the cross-section, provided it is not so wide as to show a significant 
lateral circulation. For a given shape, approximations may be made to relate the 
pressure-terms to the layer thickness and the mean densities. The simplest assumption 
is lateral uniformity of the density-distribution. In the present study, the additional, 
not necessary, assumption is made that the cross-section is rectangular. 

With these assumptions, the pressure-terms in the equation of motion for the upper 
layer (3.2.11), after division by the (constant) width b, become 

^ "; - , - diu 

d '"' _ dh''' _ 
= jr-\9Q{Xi-h;)dx^ +0^1 Q^^i = 

^ ' . , dh, 
g^ yidSia^+g H^3-bi)iQ-Qi)dxA + ggiai^ (3.3.1) 

where Oi is the thickness of the upper layer. 
Similarly for the lower layer (eq. (3.2.8)): 

5 *' , _ dh: _ dh. 

5 f - "r/ , .-^ ] 5'h , dh, 
= s^Y^Pi + g i ix3-hh)QdxA-gQ,at-^ + g{gyax + g2a2)-^ = 

= 7)r\3Qiaia2 + j9Q2al + g i i^3-bb){Q-02)^X3} + 
dx, 

dh-
0 e i « i ^ - 3 ( 0 1 0 1 + 0 2 0 2 ) / (3.3.2) 

where h,, is the bottom-level, «j is the thickness of the lower layer and / is the bottom 
slope (positive if the bottom slopes downward in x,-direction). Usually, the integrals 
in the right-hand members of (3.3.1) and (3.3.2) are neglected. In the method of 
integral relations, however, one would introduce an expression for the density pro­
files in terms of the characteristic parameters, after which the integration could be 
carried out. This method works well if a reasonable density profile can be specified, 
which is possible if a large number of layers is used. In the present case, only two 
layers are discerned. If the mixing between the layers is not taken into account, the 
densities g, and ^2 are fixed (see the next section) and only the levels of the surface 
and the interface are left to describe the profile. This is hardly possible as the latter 
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only can serve to define a mean density over the water depth, but not the shape of the 
profile. So the integral cannot be approximated. If, on the other hand, the mixing is 
included, a useful though complicated expression for the profile can be derived (sec­
tion 4.3). However, in this case both integrals are rather unimportant with respect to 
the other terms in (3.3.1) and (3.3.2), as shown in Appendix 4. 

In that section, the integral terms are compared to other important terms in eqs. 
(3.3.1) and (3.3.2). For the upper layer (eq. (3.3.1)) the main term is g^gdh/dx, as 
follows from the behavioui of the mathematical model, especially from the charac­
teristic velocities. Due to the relatively small density differences involved in the 
integral, it is quite small compared to this dominating term. For the lower layer, 
however, the term 

^{i0(e2-Qi)al} 

is important. The integral in eq. (3.3.2) may amount to 20% of the value of the dom­
inating term if the model without mixing is considered. For the case with mixing, the 
ratio is less than 5%. 

It must be concluded that for the model with mixing a proper estimate of the inte­
gral can be made, but is not necessary. For the model without mixing it would be 
desired, but it is not possible. Yet in the latter case the integral is not of decisive 
importance. Therefore in both cases it is neglected. 

The equations (3.2.6)... (3.2.11) can now be specialized to the case of a rectangular 
cross-section. 

^(01^1) + ^iQiaiUi)-fi-QiWi = 0 (3.3.3) 

^(ö2«2) + ^(e2a2"2)+/i+e,H'; = 0 (3.3.4) 

| i + | ^ ( « i " i ) - w . = 0 (3.3.5) 

^ + |^(«2"2) + w, = 0 (3.3.6) 

^(e i«iw,)- t -^(e ia iuf+iö(ei«?)+f i 'e i f l i -^^-é 'e i" i /+Ti-w, .e ,«i = o (3.3.7) 

^ / X ^ , 2 , 2 V ö a , 

^(e2«2"2) + ^(Q2"2ii2 + igQ2a2 + gQiaia2)-9Qi"i j ^ + 

-0e2«2/ + Tf,-'!̂ . + Wi(?,"i = 0 (3.3.8) 
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h. 

Fig. 5. Two-layer system in rectangular channel. 

Here the subscript on x, has been dropped. For convenience the notation is sum­
marized in fig. 5. The friction at the vertical boundaries has been neglected with 
respect to the bottom and interfacial friction. 

As a further simplification, it might be assumed that the exchange of salt and water 
between the layers is not important. This amounts to ƒ; = 0 and H', = 0. From eqs. 
(3.3.3) to (3.3.6) it then follows that gi and g2 must be constants, equal to the densities 
of fresh water and sea water respectively. In this case the remaining four equations 
read 

da, d . , ^ 
(3.3.9) 

^ « 2 ^ / N /X (3.3.10) 

S ^ ^ d , 2^ (^h , , 
^ ( a i " i ) + •^iaiUi) + gai -^ - gaj + x-jg, = 0 

(3.3.11) 

-Yia2U2) + -^(a2ul) + {\-s)ga2-^ + ega2~^ - ga2l + iT,-Ti)lg2 = 0 (3.3.12) 

where h = ai+a2 is the total depth and the relative density difference {g2—Q\)lQ2 
has been denoted by e. This system of equations is identical with that given by Schijf 
and Schönfeld (1953). In the terminology of section 3.1, it is a four-parameter model 
(parameters h, 02, u, and MJ). The more general system (3.3.3) to (3.3.8) is a six-
parameter model (additional parameters QI and 02)-

Upstream of the salt wedge, only one layer is present. Both systems of equations 
degenerate to the corresponding system if 

«2 = 0 , M2 = "1 , fi = 0, Wi = 0 , Tft = T; (3.3.13) 
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Then eqs. (3.3.4), (3.3.6), (3.3.8), (3.3.10) and (3.3.12) are satisfied identically. Further 
Qi must be a constant. The remaining equations are those for a single layer of homo­
geneous water. The latter relation of (3.3.13) physically means that the bottom fric­
tion is transferred to the interface through the vanishing lower layer. The relation 
«2 = «1 is derived from the approximate dynamical equation (6.3.20), valid for the 
internal waves. 

Similarly, the situation may occur that the upper layer vanishes. This case is treated 
by 

a, = 0 , Ml = M2, fi = 0, H'i = 0 , Ti = 0 (3.3.14) 

Then eqs. (3.3.3), (3.3.5), (3.3.7), (3.3.9) and (3.3.11) are satisfied. The remaining 
equations are those for a single layer of water. The zero shear stress at the surface is 
maintained in the vanishing surface layer. 

3.4 Definition of tlie interface 

So far, the derivation has been independent of the definition of the interface, except 
for the assumption that it is not inclined laterally. In literature no definition is found 
for the case of a partly mixed estuary as considered here. Generally, a definition of the 
interface is subject to the following requirements: 

- It should be consistent with whatever physical separation there might be between 
the layers. 

- It should be applicable to measurements, done on a routine basis. 
- It should result in a useful mathematical model, with respect to the approximations 

involved. 

In a highly stratified case there is not much of a problem, as all imaginable definitions 
will give approximately the same result. It should be noticed that the interface general­
ly will move relative to the water particles. If the interface were impermeable (i.e. 
Wi = 0 in eq. (3.3.6)), part of the salt wedge would consist of a constant quantity of 
water, travelling to and fro with the tide. However, from eq. (3.3.4) it can be concluded 
that the salinity would be decreasing, the turbulent flux ƒ; always being directed up­
wards. So the salinity distribution would not be in equilibrium. 

A definition could be based on various physical criteria, such as the maximum den­
sity gradient, maximum velocity gradient, maximum shear stress, smallest degree of 
turbulence. However, there is no reason why these criteria would give the same result. 
Moreover, the knowledge of the turbulent flow-structure in density-stratified con­
ditions is very limited, so it is not possible to select the most relevant one from the 
above criteria. Therefore a definition according to some physical criterion does not 
offer great advantages. 

Concerning the approximations in the theoretical model, it has been mentioned 
that the neglection of the pressure-deviations in eq. (3.3.2) may be important (Appen-
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dix 4). These deviations being determined by the density profile, the interface can be 
chosen so as to minimize the difference between the actual and the schematized 
density profiles. If this is done in least-squares sense: 

hi A, 

I (0-02)^^X3 -I- j (g-QiVdxj minimal 
hb hi 

one finds 

2^; = 01+02 (3.4.1) 

where for simplicity the variations in lateral direction have been neglected. As g, and 
Q2 must be mean densities, only one degree of freedom is left and eq. (3.4.1) is an im­
plicit equation for the level of the interface /?;. This definition is well applicable to 
experimental data, as only the density profile is required. 

model without mixing 
model with mixing 

Fig. 6. Definition of the interface. 

If the exchange between the layers is neglected (eqs. (3.3.9) to (3.3.12)) the values of 
Qi and Q2 are fixed and for the remaining parameter /z, the definition (3.4.1) cannot be 
used, as it does not give a useful mass-balance. Adding eqs. (3.3.3) and (3.3.4) one 
finds the overall mass-balance equation: 

^ « ê > / ' ) + ^ ( e i « i " i + e2«2"2) = 0 (3.4.2) 

where <ë> = (ei«i+^202)/^ is the cross-sectional mean density, assuming that £>, 
and g2 are the mean densities in each layer. This is the case for the model with mixing. 
In the model without mixing, the values of ^i and gj ^^e replaced by the fresh-water 
density QJ and the sea-water density g^^.^. The first term of eq. (3.4.2) then does not 
represent the rate of change of the mass per unit length, unless 
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ö/ai+esea«2 = <0>/l 
or 

a^^h<J>Z^ (3.4.3) 
ösea - Qj-

As shown in Appendix 4 this causes the pressure-terms to be considerably less accurate 
than when (3.4.1) is used. This is one of the main drawbacks of the model without 
exchange. 

The definitions (3.4.1) and (3.4.3) are illustrated in fig. 6. 
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CHAPTER 4 

FLOW STRUCTURE 

4.1 Introduction 

The mathematical models, derived in section 3.3, are to be completed by expressions 
which relate the turbulent quantities T„ T̂  and/, and the convective velocity through 
the interface vv, to the local conditions. Not only this is necessary to obtain a closed 
system of differential equations, but some of these quantities (especially the bottom 
shear-stress T )̂ may be important in their own right. 

On the other hand, it is desirable, though not necessary for the model, to have an 
expression for the profiles of velocity and density as a function of depth. This question 
is related to the concept of integral relations (section 3.1). The profiles have been 
characterized by a number of parameters, viz. the mean velocities u,, «2. the mean 
densities g,, 02» the levels of the interface and the surface//,- andh^. Conversely, it must 
be possible to derive profiles from these parameters. This could be done e.g. by 
assuming polynomials, but in view of the small number of layers this will not be very 
successful. It is better to take the physical mechanism into account as far as possible. 

The two problems just mentioned are treated in the following way. Given the para­
meters M,, «2, Qu Q2, h; and h^, the vertical profiles of velocity and density are derived. 
From these profiles, conclusions are drawn concerning the shear-stresses T,- and x,, 
and the turbulent mass-flux/,. The convective velocity w,- falls outside this scope and 
is treated separately in section 4.5. 

The method of investigating these relations is the postulation of a mechanism of 
turbulent flow in the form of a mixing-length hypothesis. This can be based on the 
equation of turbulence energy, as discussed by several authors (Prandtl 1929, Ellison 
1957, Townsend 1958, Stewart 1959). 

4.2 Mixing-lengtii hypothesis 

Under certain restrictions the mixing-length hypothesis can be justified from the equa­
tion of turbulence energy. This is discussed more completely in Appendix 2. In the 
case of non-homogeneous flow a similar relation between the turbulent mass-flux and 
the density gradient can be derived by using the equation for the turbulent density 
fluctuations. The main assumption is a local equilibrium between production and 
dissipation of turbulence energy. The convection of energy by mean and turbulent 
velocities, and the time-rate of change of the kinetic energy per unit volume are 
neglected. This situation has been shown to exist for the region close to the wall in a 
boundary layer (e.g., Townsend 1956). For tidal flow in an estuary the assumption 
probably is not very well satisfied which indicates its value. Still, the resulting pro-
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files may be of some use, as the production and dissipation terms apply to the in­
stantaneous conditions (and not to steady flow). 

The mixing-length hypothesis now can be formulated as follows: 

- , 2 ^ " 

' = ̂ '^Yz 

f - -f^^ 
^ - ''dz 

du 
dz 

da 
dz 

X = -gv^'vï 

f = Q'V3 
u = y, 

Z = X 3 

/./; = 

(4.2.1) 

where x = —Qv,'vr^ turbulent shear-stress 

turbulent mass-flux 
mean longitudinal velocity 
vertical coordinate 
mixing lengths 

In Appendix 2 it is shown that the mixing-lengths depend on the local Richardson 
number Ri. As insufficient knowledge is available on this relation, as well as on the 
vertical variation of the mixing length, an assumption has to be made. In steady, 
uniform, homogeneous flow a logarithmic velocity-profile is obtained if one assumes 

/, = K:Z(1-Z//I)* (4.2.2) 

where K is Von Karman's constant and h is the water-depth (the origin of z is taken at 
the bottom). In a two-layer system the main influence of the Richardson number is 
expected to occur near the interface. Therefore the following modification of (4.2.2) 
is proposed tentatively (Fig. 7). 

/. = . 
K:z(l-z/;i)*{l-(l-a/j/a2)z/a2} 0 < z < «2 

Kh{\-zjh)^{a + zjh-a2lh] a2 < z < h 
(4.2.3) 

Fig. 7. Mixing length. 

eq.(4.2.2) 
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The parameter a is to be determined empirically. For a = a2Jh eq. (4.2.2) is found 
again. 

To find a velocity profile, the variation of the shear-stress x still should be specified. 
For the case of steady, uniform flow the equation of motion (2.2.3) for ^ = 1 reads 

- ^ - Â - = 0 
o x , 0X3 

This results in a linear shear-stress profile if the densities are constant. Assuming this 
to approximate more general conditions too, one obtains 

T = 

T(,{l-(l-T,/'Oz/fl2} 0 < Z < a 2 
(4.2.4) 

T , ( l - z / Z O d - ö j W a2<z<h 

the values T̂  and T, at the bottom and the interface being related to the mean veloci­
ties through eqs. (3,3.7) and (3.3.8). These assumptions resemble those by Bonnefille 
and Goddet (1959), who found some experimental evidence. 

In the equation for the turbulent mass-flux similar assumptions are made: 

If = Sf-^l, (4.2.5) 

[./;(z/«2) 0 < z < a 2 
ƒ = (4.2.6) 

[f(\-zlh){\-a2lhy' a2<z<h 

where ƒ, is the turbulent mass-flux through the interface and Sc is the turbulent 
Schmidt number, defined by eq. (4.2.5) and assumed to be a constant. 

Boundary conditions for the velocity and density profiles are 

g = Qh at z = 0 

i7 = 0 at z = ZQ 

The value g, is a parameter in the equations. The level ZQ is related to the bottom-
roughness. For homogeneous uniform flow one usually takes ZQ = ^/33, where k is 
Nikuradse's equivalent sand-grain roughness. 

4.3 Velocity and density profiles 

Dimensionless variables are defined as follows 

rj = zjh U = Küju, 

I2 = «2/^ ^ = IJi^f' 

a = x-Jx, s = ig-gi,)Ku,lifiSc) 
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where w, = (xjg)^ is the shear velocity at the bottom. The differential equations 
(4.2.1) then become 

dt/ 
dri 

U(t,o) = 0 

ds 

{l-il-<T)r,lr,2}^ 

nil-r,)^{l-il-<xlri2)rilr,2} 

X\-ri2)Ha + t]-r]2) 

0<rj<ri2 

>72 < f/ < 1 

(4.3.1) 

' ( l - / ; ) -*{l - ( l -a / / ;2)^ />;2}- '{ l - ( l -^) '? / ' ?2}"* 0<r,<n2 

(« + ' 7 - ' / 2 ) " M l - ' / 2 ) } ' ' 

(4.3.2) 
'?2 < '7 < 1 

s(0) = 0 

Mean dimensionless velocities and densities in each layer are denoted by t/, 2 and i , 2-

Fig. 8. Measured and theoretical velocity and density profiles for a = r)^. 
Rotterdam Waterway 22-6-1956, km 1023.4. 
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Given the parameters a, TJQ, >;2, a the dimensionless profiles of the velocity and 
density can be derived from eqs. (4.3.1) and (4.3.2). The integration is elementary and 
is not reproduced here. Also the mean dimensionless velocities and densities can be 
computed. 

To find dimensional profiles, the true mean velocities and densities (either from 
measurements or from computations) are applied. The ratio 

"l/"2 = U1/U2 

will be a function of the above four parameters. Three of these (J/Q, 12 and a) are 
"geometrical" parameters; the fourth (CT) can be varied to give the desired ratio. 
The shear velocity then can be found from 

M./K = Ui/Ui 

time? 8 9 10 11 , . _ 13 U h 

S I D H5 2 0 25 3 0 k g / m ' 

— — P - 1 0 0 0 

l\^-
\ 

\ ^ 
\ • 

i" 

'̂ --̂ .̂ /̂  

X 
1 

, 1 

ï:::::^^^ 

"Sjr^ 
\ 1 time 

\ U V\i5i l6h 

^ 2m/s O 
— U 

5 I D 15 2 0 25 3 0 kg/m" 

— — P - I O O O 

measured 
theoretical 

Fig. 9. Measured and theoretical velocity and density profiles for a = 0.1. 
Rotterdam Waterway 22-6-1956, km 1023.4. 
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The same value of a is applied in the density profile. There remain two parameters 
(öfc and/(5c/KM,) to be determined from the dimensional mean densities: 

Qi = Qb + ^ifi^c/Ku, 

02 = eb + ̂ 2fiSclKU. 
(4.3.3) 

If the values w, 2 and 0, 2 are taken from the theoretical two-layer model, this proce­
dure defines the corresponding profiles. The parameter r]2 also follows from the 
model. The bottom roughness can be estimated in the usual way. The parameter a in 
the mixing length then remains as an unknown. Its influence is investigated below 
by comparing theoretical with measured profiles. 

To this end, measurements from the Rotterdam Waterway (22-6-'56) are used. 
Velocity and density profiles have been obtained by averaging the measured profiles 

Fig. 10. Measured and theoretical velocity and density profiles for a = 0.01. 
Rotterdam Waterway 22-6-1956, km 1023.4. 
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at each cross-section. They are given in Fig. 8, 9 and 10; for the individual velocity-
profiles see Fig. 25. The level of the interface has been determined by applying eq. 
(3.4.1). The mean velocities and densities have been applied in the above procedure. 
For r]Q the value 10""^ has been used, which corresponds to ^ ~ 0.05 m. The para­
meter a has been varied. 

From the results it is concluded that a useful approximation of the profiles is 
possible. Secondly, as could be expected, the best correspondence is not always at 
the same value of a. The overall picture, however, including both density and velocity-
profiles, is best for oi. = 0.1. This can be used as a working approximation. It is essen­
tial in this comparison that the correct mean velocities and densities are applied. From 
this it may be concluded that a two-layer model can give reasonable profiles, provided 
the mean velocities and densities are reproduced well. 

4.4 Frictional and mixing coefficients 

For the bottom and interfacial shear-stresses, frictional coefficients can be introduced 
as follows 

Ti, = e2^6"2|"2| (4.4.1) 

T; = 02^i(«i-W2)|"i-"2| (4.4.2a) 

Ti = e2^(,(fli/^)"2l"2| + Ö2^;(" i -"2) | " i -"2 | (4.4.2b) 

Similarly, an interfacial mixing coefficient is defined by 

fi = 'M,(02-ei) |" i -"2 | (4.4.3) 

Eqs. (4.4.1) and (4.4.2a) are the same as those given by Schijf and Schönfeld. How­
ever, (4.4.2b) is proposed as an alternative to (4.4.2a). The reason is that in the limiting 
case of homogeneous flow the interfacial shear stress should not vanish. In that case 
gj = Q2 and there is only one mean velocity, so w, = «2- If a linear shear-stress 
profile is assumed, one has 

t, = ^ t , (4.4.4) 

which is incorporated in (4.4.2b). The same condition follows from an analysis of 
eqs. (6.2.1) and (6.2.2) which coincide for the case of homogeneous flow if (4.4.4) is 
satisfied. Eq. (4.4.3) has also been used by O'Brien and Reid (1967). 

The frictional and mixing coefficients can be expressed in terms of the parameters 
introduced in the preceding sections: 
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kjK' =iU2\U2\y' (4.4.5) 

kjK' = ( a - l + ; , 2 ) { ( C / i - C / 2 ) | t / i - t / 2 | } " ' (4.4.6b) 

m;Sc/K^ = {is2-s,)\U,-U2\y' (4.4.7) 

The right-hand members are functions of the geometrical parameters rjQ, r]2, oc and 
the shear-stress ratio a, which in its turn is determined by the ratio of the mean 
velocities. This means that the frictional and mixing parameters could be determined 
if in addition Von Karman's constant K and the turbulent Schmidt number Sc were 
known. The former can be understood as the product of Von Karman's constant 
K = 0.4 and some function of the density stratification. The dependence of these para­
meters on the conditions in a stratified flow is not known very well. Therefore eqs. 
(4.4.5) to (4.4.7) cannot give more than a qualitative picture and the actual magnitude 
of the coefficients remains an empirical question. A further investigation ofk^ is made 
in section 7.3. 

4.5 Convection through the interface 

Little is known about the amount of water convected through the interface. If a sharp 
interface exists, an upward transport begins when interfacial waves start breaking. 
Schijf and Schönfeld (1953) show that interfacial waves grow unstable as soon as the 
internal Froude number 

F = iUi-U2)ieghyi 

exceeds unity. Also some small-scale experiments have been done to determine the 
entrainment into a layer flowing over or under a stagnant one of different density 
(cf. e.g. Keulegan 1966). The entrainment is found to depend on the relative velocity 
and/or on a stability-parameter like F. Therefore there is some reason to assume that 
the vertical convective velocity relative to the interface vv,- depends on F. The simplest 
dependence is a linear one. If variations in s and h are not too important, one finds as 
a first guess 

w; = Wo + wJui-Mjl (4.5.1) 
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CHAPTER 5 

B O U N D A R Y C O N D I T I O N S 

5.1 Initial conditions 

Any instantaneous picture of the situation could be used as an initial condition. There 
is only one situation in which such a picture can be specified in all detail required, viz. 
a steady-flow situation. This situation is not realistic in a tidal estuary. Therefore the 
assumption must be made that the influence of the initial condition vanishes in the 
course of time, due to the frictional damping effects. 

For the case with mixing (eqs. (3.3.3) to (3.3.8)) it is still rather difficult (though not 
impossible) to compute a steady situation. As the influence of the initial situation 
essentially is unwanted, one could just as well take a simple situation without mixing, 
and let the mixing increase gradually during the adjusting phase of the model. For the 
case without mixing (eqs. (3.3.9) to (3.3.12)) the steady situation can be derived 
analytically (Harleman 1961). 

From eq. (3.3.10) one finds that «2 = 0 as there cannot be a net flow in the lower 
layer. From eq. (3.3.9) combined with the boundary condition for the river flow q^ one 
finds 

Ml = qfla, 

Introducing this into eq. (3.3.12) one obtains with eqs. (4.4.1) and (4.4.2) 

dh da, , k:U,\u,\ 
g~-^g~-gi '—^ = o 

dx dx 02 

Now the surface slope can be eliminated between this equation and eq. (3.3.11): 

- 4 ^ + a3^-'#-^(l + a) = 0 
flj dx dx aiCi2 «1 

In this equation it is admissible to assume the water-depth h to be a constant (cf. 
Chapter 6) and to neglect £ with respect to unity. Then it can be written in dimension­
less form: 

i M . - ï ) ^ = A, C5.l.„ 

where Fj = qj-(egh^)'^ is the internal Froude number based on the freshwater 
discharge. The solution of eq. (5.1.1) is 
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" ' = ̂ VN^-i(T^) +i'"' h 2 + - Ï - - 7 (5.1.2) 

where L„ is the length of the salt wedge. This length is determined by imposing the 
boundary condition at the river-mouth (x = 0). As discussed in section 5.3, at that 
location the flow can be assumed to be critical, i.e. 

(ajh)' = Fj 

One then finds for the length L„: 

kiLJh = ^Fj'-i + iFJ-^FJ 

(5.1.3) 

(5.1.4) 

This relation is illustrated in Fig. 11. If the length of the salt wedge is known, it can 
be used to estimate the interfacial frictional coefficient kj. It is noted that L„ becomes 
negative if i ^ > 1 • The formation of a salt wedge then is prevented by a high river-
discharge. 

io^ 

Fig. 11. Length of 
stationary 
salt-wedge. 
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5.2 Number and character of boundary conditions 

For a hyperbolic system of differential equations, generally the number of boundary 
conditions to be specified at any boundary equals the number of characteristics enter­
ing the region at the instant under consideration (Courant and Hilbert 1962). In 
Appendix 3 it is derived that there exist six characteristic velocities. Two of these 
correspond to the surface wave mode: 

c. = 
fliUi +a2U2 

±{gh)'^ (5.2.1) 
h 

The second pair corresponds to the internal wave mode: 

c, = ^ i ^ ^ ^ ± ^ + { a . « 2 ^ ( l - F ^ ) } ' (5.2.2) 

The third pair originates from the convection of dissolved salt by the mean flow: 

f„ = u,,2 (5.2.3) 

The upstream boundary x = L is chosen outside the salt wedge area. There, as shown 
in section 3.3 « 2 = 0 and «2 = «i • So one or five characteristics point into the region, 
depending on the direction of flow. Supercritical flow with respect to the surface 
waves is assumed not to occur. The conditions to be specified are: 

river discharge a^u, = qift) (5.2.4a) 

and in case of seaward flow: 

vanishing lower layer ÖJ = 0 (5.2.4b) 

density of fresh water 61.2 = Q/ (5.2.4c) 

equal velocities M, = «2 (5.2.4d) 

At the seaward boundary things are much more complicated as the internal wave 
characteristics may change sign, resulting in supercritical flow. The condition cor­
responding to the characteristics (5.2.1) is still rather simple (vertical tide): 

water-level h(0,t) = given (5.2.5) 

The characteristics (5.2.2) may have any direction, as shown in Table 1 below for the 
Rotterdam Waterway on 22-6-1956. This means that two, one or no boundary condi­
tions are required. The corresponding situations are denoted by supercritical inflow, 
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subcritical flow and super-critical outflow with respect to the internal waves. The 
required data could be obtained by measuring them in the prototype situation, but 
firstly this is not a simple measurement, and secondly it would seriously limit the 
predicting possibilities of the model. 

The third pair of characteristics, too, gives difficulties, as they require the densities 
of inflowing water to be specified. The mixing in the adjacent sea region does not take 
place immediately, so the densities of the inflowing water are heavily dependent on 
the conditions in that region. 

To meet the requirements for the boundary conditions, in section 5.4 a hypothesis 
is made for the situation at the river-mouth, taking the adjacent sea-region into ac­
count. For the case without mixing an alternative is possible by the assumption of 
critical flow at the river-mouth. This possibility is discussed in section 5.3. The densi­
ties being fixed, they do not require boundary conditions in this case. 

Table 1. Characteristic velocities 
Rotterdam Waterway 22-6-1956, km 1030. Two-layer model with mixing. 

time 
(h) 

7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 

« 2 

(m) 

6.5 
6.0 
4.0 
3.5 
3.5 
3.5 
3.5 
9.0 

11.0 
11.5 
11.0 
10.0 

Ö1 

(m) 

6.0 
6.0 
8.0 
8.5 
8.5 
9.0 
9.0 
4.0 
2.0 
1.0 
1.5 
2.5 

AQ2 

(kg/m») 

19 
15 
12 
13 
14 
17 
20 
21 
23 
24 
24 
24 

Ae, 
(kg/m=) 

13 
9 
7 
6 
5 
7 
7 
8 

12 
20 
20 
17 

" 2 

(m/s) 

- 1 . 0 
- 0 . 7 
- 0 . 4 

0.2 
0.4 
0.6 
0.9 
I.l 
1.0 
0.5 
0.3 

- 1 . 0 

« 1 

(m/s) 

- 1 . 8 
- 1 . 3 
- I . l 
- 0 . 6 
- 0 . 6 
- 0 . 2 

0.4 
0.9 
0.9 
0.5 

- 0 . 4 
- 1 . 3 

f2 

0.85 
0.92 
0.78 
0.80 
0.89 
0.51 
0.16 
0.03 
0.01 
0.00 
0.02 
0.10 

c, 
(m/s) 

- 1 . 5 0 ±0 .73 
- 0 . 9 6 it 0.40 
-0 .61 ±0 .59 
- 0 . 0 2 ± 0.62 

0.14 ± 0 . 5 4 
0.38 ± 1.24 
0.76 '- 1.83 
1.00 ±2 .14 
0.95 ± 1.55 
0.50 1 0.68 

- 0 . 4 0 ±0 .81 
- 1 . 2 5 ± 1.25 

Attention should be paid to a possible "internal" boundary, which can be formed 
by a steep front of the salt wedge. At such a front, the differential equations may not 
be valid because of the occurrence of significant vertical accelerations, which causes 
deviations from the hydrostatic pressure-distribution. Techniques exist that admit 
discontinuous solutions ("weak solutions"), satisfying an integral form of the conser­
vation laws expressed by the differential equations. The Lax-Wendroff-technique 
(Appendix I) used in this study, is one of them. However, in these conservation laws 
too, the effect of vertical accelerations is not included. For the case of lock-exchange 
flow this may result in a rather different behaviour of the saline front (Abraham and 
Vreugdenhil 1970). On the other hand, in the tidal estuaries considered the flow does 
not show such strict layers and the phenomena of acceleration and deceleration at a 
front will be much less clear. Therefore the weak-solution approach is considered 
satisfactory and no further precautions are taken at a front. 
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5.3 Critical flow 

The complicated flow pattern at the sharp transition between the estuary and the sea 
can be described only schematically for the present purpose. In a steady situation 
critical flow with respect to the internal waves can be assumed to exist at the transition 
(Stommel and Farmer 1952, Voogt 1966). There are several ways to make this plau­
sible. Due to the sudden increase in the cross-section the upper layer will be very 
shallow in the sea-region. If the situation in the river-mouth would be subcritical, the 
salt water from the sea could penetrate the river, so the situation would not be steady. 
If, on the other hand, the flow would be supercritical, no influence of the sea could 
penetrate. Then, however, the shape of the salt wedge would be as sketched in Fig. 12, 
as follows from eq. (5.1.2). 

I f l ow d i r ec t i on 

I ^'vy/Asy/Xsy/Xv — 
boundary x - L ^'^' '^' P'°^ conditions in case of 

x_o * supercritical flow. 

Clearly this is not consistent with the fresh water to be discharged. It is therefore con­
cluded that the flow will be just critical, i.e., one of the c,- equals zero and the other is 
directed seaward. From Appendix 3 this is found to be the case if 

^ + ^ = 1 (5.3.1) 
egai ega2 

For the case without mixing there is no net transport in the lower layer; then (5.1.3) 
results. 

In unsteady conditions the above reasoning does not apply. Actually there is no 
reason why the flow would be critical, as the internal waves react rather slowly to 
changes in the conditions. From Table 1 in section 5.2, supercritical flow is seen to 
occur in prototype. Yet one could apply (5.3.1) as an approximation, speculating that 
the exact form of the boundary condition has a local influence only. The great ad­
vantage is that neither measurements nor a schematized sea are necessary to treat the 
boundary condition. It should be stressed, however, that this is only possible for the 
model without mixing. In the model with mixing the prediction of the densities still 
requires a consideration of the sea-region. 
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5.4 Schematized sea 

In the model with mixing the phenomena in the adjacent sea region are important, as 
they determine the salinity of the inflowing water, and also influence the velocities and 
the level of the interface at the river-mouth. To obtain a self-contained model it appears 
unavoidable to include part of the sea region. Of course, the boundary conditions of 
this sea region are unknown again, but it is assumed that they do not influence the 
flow in the estuary in an essential way, if they are at a reasonable distance. 

As the sea region is taken into account only to provide boundary conditions, a very 
detailed description is not necessary. The conditions will be different for different 
estuaries. Some model tests in this respect have been described by Kashiwamura and 
Yoshida (1969). The applicability of these results is not clear, as no tidal effects were 
included. Here a specialization is made to conditions prevailing near the mouth of the 
Rotterdam Waterway. Tidal flow there is directed roughly parallel to the coastline 
throughout the tidal cycle. Therefore a schematical one-dimensional channel is in­
troduced to represent this sea region (Fig. 13). In this channel a two-layer flow is 
assumed in the same way as in the estuary itself. 

The boundary conditions at the boundaries of the sea region are chosen as 

dhj 

'd^ 
= 0 and 

dg 1,2 

dx 
= 0 

No condition for the water-level is required, as will become clear in the next Chapter. 
However, the net discharge q should be specified at one location as a function of time. 

At the river-mouth conditions of continuity are imposed. For the net flow this gives 

t>sil2-g3) = M I 

where the subscripts denote the branch numbers (Fig. 13). 

(5.4.1) 

Fig. 13. Schematized sea. 
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For the lower layer 

''.((a2"2)2-(''2"2)3} = Öw(«2"2)l (5.4.2) 

Concerning the continuity of dissolved salt, complete mixing of the water flowing into 
the junction is assumed; for the upper and lower layers this gives 

Z Mt?i«i"i)t = ei.„„ Z bk(aiuA (5.4.3) 
in out 

I bk{e202i'2)k = e2„ut I Ma2"2)k (5.4.4) 
in out 

When applying the method to the model without mixing, the latter conditions do not 
of course apply. Finally, a dynamical condition should be introduced. The simplest 
possibility is to assume that the interface is continuous: 

(«2)1 = («2)2 = («2)3 (5.4.5) 

This may not be realistic, however. An energy loss can be taken into account em­
pirically by introducing the equations 

Ke2-ei)0{(a2)2-(«2)?} = (l-i5,)(eifl,u?)i+(l-/52)(ö2a2"2)i (5.4.6) 

( « 2 ) 2 = ( « 2 ) 3 

with empirical coefficients ^j and /?2. If/^i = /̂ 2 = 1 condition (5.4.5) is found again. 

5.5 Supercritical flow 

Two kinds of supercritical flow with respect to the internal waves can occur. If both 
C; from eq. (5.2.2) are directed seaward, no boundary condition for the internal flow 
is required. This situation is called supercritical outflow. If both characteristics are 
directed upriver, two boundary conditions are required. 

Some insight into this situation can be gained by comparison with the corresponding 
problem in homogeneous flow. A sloping channel, connected to a reservoir at the up­
stream end, works as a long weir. The maximum discharge occurs if the flow at the 
control section is critical (Chow 1959). A similar situation in two-layer flow is dis­
cussed by Rigter (1970). For quasi-steady conditions the discharge in the lower layer 
is shown to be maximal if critical flow occurs. In addition the return current is maximal 
if the flow is doubly critical, i.e. both characteristics c,- vanish. Although this condi­
tion only applies to steady flow, it could be used as a first approximation for the case 
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of supercritical flow. As shown in Appendix 3 the layer thickness and the velocity 

can be derived explicitly: 

«2 =m^ + q(eghY^} 

«2 = {£ghfa2lh 
(X = 0) (5.5.1) 

which constitute the two boundary conditions required. 

The treatment of the internal flow boundary condition at the river-mouth, as dis­

cussed in the preceding sections, is summarized in Table 2. 

Table 2. Boundary conditions 

condition 

subcritical flow 

supercritical outflow 

supercritical inflow 

for model with mixing in 
any condition 

at river-mouth 

critical flow method 

critical flow (5.3.1) 

none 

doubly critical flow (5.5.1) 

does not apply 

schematized sea method 

continuity ± dynamical condition, 
eqs. (5.4.1), (5.4.2) and (5.4.5) or 
(5.4.6) 

river: none 
sea: (5.4.1), (5.4.2) and {a^\ = (a.^), 

doubly critical flow (5.5.1) 
sea: (5.4.1), (5.4.2) and {a^\ = («2)3 

for branches with inflow: 
(5.4.3) and/or (5.4.4) 
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CHAPTER 6 

BAROTROPIC AND BAROCLINIC APPROXIMATIONS 

6.1 Singular perturbation problem 

In the mathematical model as formulated in the preceding sections, the relative 
density difference £ plays a central part, although it is small numerically (<0.03). 
For fi = 0 the case of homogeneous tidal flow results, as discussed in section 6.2. 
Generally, however, for non-zero £ the flow pattern is influenced essentially, as the 
direction of flow even may be reversed. The large effects of small density differences 
indicate that the mathematical problem is a singular perturbation problem with respect 
to the small parameter e. The same fact is seen more formally by considering the 
boundary conditions. For simplicity the analysis is shown only for the model without 
mixing, the general model showing the same features. 

In the case of subcritical flow at the river-mouth, one boundary condition for the 
internal flow should be satisfied, as discussed in Chapter 5. Now in Appendix 3 it is 
shown that the behaviour of the "internal" characteristics C; essentially changes if 
£ = 0. They then coincide with the water velocity, so they are directed upriver only if 
the water velocity does so. Consequently at ebb tide the required boundary condition 
cannot be satisfied. The mathematical problem resulting for £ = 0 therefore cannot 
satisfy its full set of boundary conditions. This again indicates the singular character 
of the problem. 

The small value £ is important in a different way in the numerical treatment of the 
problem. The characteristic velocities corresponding to the surface and internal wave 
modes have a rather different magnitude (Appendix 3). This is very unfavourable for 
a numerical solution of the equations (Appendix 1). The propagation of both kinds 
of waves can be reproduced simultaneously only if an uneconomically small grid-size 
is chosen. If, however, separate equations for each type of wave can be applied, dif­
ferent grids may be chosen and the computation may be much more economical. This 
separation corresponds to different approximations in the singular perturbation prob­
lem mentioned above (cf. e.g. Van Dyke 1964, Cole 1968). The idea of a separation 
in surface and internal wave modes has been applied before by Csanady (1967, 1968) 
in an analytical model of layered flow in a circular lake, by O'Brien and Reid (1967), 
Tareyev (1968) and Weigand c.s. (1969) in oceanographical applications, and by 
Voogt (1966) for an estuary. 

6.2 Barotropic approximation 

First in eqs. (3.3.9) to (3.3.12) a slight reduction is introduced by combining eqs. 
(3.3.11) and (3.3.12) with the equations of continuity: 
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du, du, dh , X: ^ ^̂  ^ ^̂  
V - + " i V - + 0^T 0/ + — ^ = 0 (6.2.1) 
dt ^ dx dx Qiüi 

du, duo ,, ^ dh da2 , TI, —T,- „ ,^ - ~̂  
-:r^ + U2^ + il-e)g^r- + eg^-gI + ̂  '-= O 6.2.2 
dt ox dx dx Q2a2 

An "outer" approximation now is formed by assuming a straightforward power 
series for small values of E: 

a I = a',°* + 0(fi) etc. 

Substituting this into the equations and taking the limit for e = 0 one obtains the 
system 

^ ^ | ^ « > « n = 0 (6.2.3) 

^ + ^A(a<o)„n = 0 (6.2.4) 

dt ^"' dx ^' dx '^^h^o, ' I ̂  ' ^ 

+ -^("r-"m«r-"'2°1=0 (6.2.5) 
a\ 

--|^(«r-"'2>r-"n = o (6-2.6) 

It is shown in Appendix 3 that this system results in complex characteristic velocities, 
which implies an unstable character, unless Wi°' = «2°'. This condition therefore is 
necessary to obtain a meaningful system. The two equations of continuity then can be 
added to give 

^ + |^(/'*°'"<°') = 0 (6.2.7) 

The two equations of motion become identical: 

di/°'> diA°^ flh^"'' k 

^ ^ + „ ( 0 ) ^ + g^J^_gi + J^y°y°n = o (6.2.8) 
dt dx dx /z<°' ' ' 
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where w*°* stands for Wj*" or Wj"'. The latter two equations are the familiar ones de­
scribing the propagation of the tidal wave in homogeneous water. The approximation 
is called barotropic in contrast with the baroclinic approximation defined in section 
6.3. Boundary conditions are the water-level at the river-mouth and the discharge at 
the upstream boundary. The layer thickness ^2°' can be determined using eq. (6.2.4), 
but, as pointed out before, the boundary condition at the river-mouth cannot always 
be satisfied. Higher order terms in the power series with respect to e are not considered. 

6.3 Baroclinic approximation 

To obtain an approximation which can take the boundary condition at the river-mouth 
into account correctly, a transformation of the independent variables must be in­
troduced. If the spatial coordinate is transformed, an analysis as shown hereafter gives 
the same result except for the fact that the frictional terms in the final equations 
(6.3.15) and (6.3.16) are missing. From a physical point of view this is not acceptable, 
so the time variable is transformed. The transformation-factor is derived from the 
characteristic velocities (Appendix 3). The time-variable for the "inner" approxima­
tion is defined as 

/,• = £*/ (6.3.1) 

The system of equations then becomes: 

j-du, du, dh , , , skh I \ ,, ^ k , , ., , ^ ,r-, A\ 

£ ^ - ^ + " i - ^ + fif^-fl'/ + ( l + £ ) y " 2 | " 2 | + ( l + E ) ^ ( " i - W 2 ) | " i - " 2 | = 0 (6.3.4) 

xdu2 duj ,, . dh , da2 k,, , , k:, ., i . 

(6.3.5) 

Now in this system clearly £" plays a part, so the following expansion is assumed: 

a I = /I'i°> + fi^^',"+... etc. 

the capitals indicating the inner approximations. Introducing this into eqs. (6.3.2) to 
(6.3.5) and taking the limit for £ -+ 0 (/,• fixed) one obtains 
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^^{A\°^U\°^) = O (6.3.6) 

|^(4°'t^'2°^) = O (6.3.7) 

y , o , ö t ^ ^ üJi_ -gi + \ L/<2°' t/'2°' + - ^ ( [ / ' i " ' - (7*2°')|t/r- t/^^'l = O <°)' '^' + a "lil al + _ ^ (7<-,°'l[/',°'l + -^ ' - r r< ' ' )_ ^(_o)^l//«')_ r7(0)| -
ax 3x //<°> ' ' /l',° 

(6.3.8) 

j ^ , 0 , 5 ^ ^gSJ^_gl^^^ [;(0,n;,0,| _ A.([;(0,_ y(0,-,|j;,0,_ ^,0.| ^ Q 

(6.3.9) 

Eqs. (6.3.6) and (6.3.7) can be integrated immediately. The constant of integration 
in (6.3.7) must be zero as there cannot be a net discharge in the lower layer. As the 
layer thickness will not vanish (boundary condition at x = 0 ) : 

L/'2°' = 0 (6.3.10) 

From the difference of eqs. (6.3.8) and (6.3.9) it follows that the velocities in both 
layers must be equal. Therefore the constant of integration for eq. (6.3.6), too, is 
zero and 

[/<i°' = 0 (6.3.11) 

So it is found that actually the velocities should be scaled with a factor £*. From (6.3.8) 
and (6.3.9) there remains 

dx 

which can be integrated to 

«(o> = /,(0,?,.) + /x (6.3.12) 

the first term of which is prescribed by the boundary condition. From the equations of 
motion it is found very simply that the next term for the water-depth //**' must be 
zero. The first non-trivial set of equations, derived from eqs. (6.3.2) to (6.3.5) becomes 

^ + | . ( 4 0 ) [ ; , i , ) ^ 0 (6.3.13) 

^ + |^(4''^L/</>) = 0 (6.3.14) 
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^ ^ t + rf")'^^i I a-—- + - -^r7"> r/"> + - - i - r r / " ' - r / " h r7 '"-f/<"l - o 

(6.3.15) 
<(0) 

öfj 5x dx dx dx 

A_[/'2"it/<2"|—'^ + ^,t^'^"i^V1-^(l/ 'i"-t/y>)|t; '/ '-C/</' | = o (6.3.16) 

Unknowns in this system are //^^\ C/'i", t / j " and e.g. /f'2°'; afterwards /4*,°' then 
follows from (6.3.12) with 

/f '° ' = < ' + .4'2°' (6.3.17) 

The correction //*^' is hardly interesting, so it is eliminated by subtracting eqs. 
(6.3.15) and (6.3.16): 

|(c/<2''-^v')+|^(i^y'^-it/v^v./+.^+ 

'^'••^''".(t/V>-t/<2")it/«"-L/'2'»| = 0 (6.3.18) 
(0) i ( 0 ) ' AY'A_ 

By the addition of eqs. (6.3.13) and (6.3.14), substitution of (6.3.12) and integration 
with respect to x there results 

<'C/','> + /l*°'t/'2" = e,(r,) + ( L - x ) ^ ' ^ (6.3.19) 
i 

where x = Z, is the upstream boundary and öz, is a constant of integration. 
The inner approximation consists of the differential equations (6.3.14) and (6.3.18) 

for the unknowns ^42°' and U['^\ while the other variables are expressed in terms of 
these two by means of eqs. (6.3.17) and (6.3.19). This system no longer contains the 
surface-wave mode. Correspondingly, it shows the internal wave characteristics c,-
exactly. It is possible therefore to satisfy the seaward boundary condition. In this 
approximation, the flow is influenced essentially by pressure-differences arising from 
the non-homogeneity of the fluid. The approximation therefore is called baroclinic (for 
a definition of the terms barotropic and baroclinic cf. e.g. Neumann and Pierson 1966). 

The system can also be derived heuristically. It is observed then that due to the large 
velocity of propagation of the surface waves, the latter are quite long compared to the 
length of the salt wedge. This implies that the differences in the water-level over the 
salt wedge are small, so that the water-surface may be assumed to be horizontal (eq. 
(6.3.12)). Eq. (6.3.19) then can be derived in the same way as above. The surface slope 
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(whether it is large or small) is eliminated by subtracting (1 — fi) times eq. (6.2.1) from 
(6.2.2). By applying a kind of Boussinesq approximation, i.e. by neglecting £ with 
respect to unity except in the gravity-terms one obtains 

^ ( M 2 - W I ) + -^{iul-iu])-EgI + Eg-^ - ^ ( « i - W 2 ) K - " 2 | = 0 (6.3.20) 

which is identical to eq. (6.3.18), considering the transformations involved. 
It is noted that within the basic assumptions of the model (hydro-static pressure 

distribution and negligible geostrophic effects) eq. (6.3.20) is equivalent to what is 
known in oceanography as Margules' equation (Neumann and Pierson 1966). 

For convenience, the system of equations for the baroclinic approximation is sum­
marized using the original variables. Eq. (6.3.20) is applied together with the equation 
of continuity 

'lf + lia2U2) = 0 (6.3.21) 

and Ml and a, are expressed in terms of M2 and «2 by means of the relations 

h = ay + a2 = h(0,t) (6.3.22) 

q = a,Mi + a2«2 = ^L{t) + {L-x)^^h{0,t) (6.3.23) 

The boundary conditions for the internal flow are as discussed in section 5.3 or 5.4. 

6.4 Matching and uniform expansion 

The baroclinic approximation as derived in the preceding section is determined except 
for the constant of integration ÖL(' ;) . This must be set by a procedure called matching. 
In the present context this procedure states that an "outer" representation of the baro­
clinic approximation (obtained by putting e = 0) should coincide with an "inner" 
representation of the barotropic approximation (Van Dyke 1964). It is shown simply 
that qi^(t) = E^Q[j[ti) must be identified with the net discharge at x = L, which is 
derived from the barotropic approximation. It is seen that in this way the baroclinic 
approximation satisfies all boundary conditions. Therefore it cannot be far from 
uniformly valid. 

A uniform expansion can be derived formally by adding the two expansions and 
subtracting the part they have in common. The common part is determined by forming 
an "inner" representation of the "outer" approximation or conversely. Because of the 
matching, both possibilities give the same result. Denoting the inner and outer 
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approximations by superscripts (/) and (s), the inner representation of the barotropic 
approximation (section 6.2) becomes 

8*|-(/i<") + |^(/i ' 'V'») = 0 (6.4.1) 

£*|;.(4") + |^(4 'V ' ' ) = 0 (6.4.2) 

£ * | : («*'•')+ u"^|^ («"•') + g-^(h^'^)-gl + k,u''y'>\ih'" = 0 (6.4.3) 

with M'" = «i'* = "2". Assuming 

one obtains by taking the limit for e -> 0: 

4(/i" ' '" 'V""") = 0 (6.4.4) 
fix 

|-(a<2"<'"u"»'°') = 0 (6.4.5) 
ox 

„(.) "" l (u" '> •°') + 5 |^(/J"* *° ' ) -0 / + M" ' ' '">"• ' ""I//!"' *"' = 0 (6.4.6) 

Again in the lower layer no net discharge can occur so «*"''°' = 0 . From (6.4.6) then 

/i<''"*" = /i(0,/,) + /x (6.4.7) 

The next approximation becomes / Ï ' ' " " = 0 and 

^(/,('•)<o)) + ^(/,('XO)„(••)(•)) ^ 0 (6.4.8) 
dti dx 

| . (40<o)) + |-(a«<o> „<'>(')) = 0 (6.4.9) 

i.(„('-)(l)) + ^ | l(„(-)( l))2j ^^^(;,„-,,2))^^y,-,(l)|„„-)(l,|/;,(,)(0) ^ 0 (6.4.10) 
CI; t/Jt l/A 
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From (6.4.7) and (6.4.8) the velocity M''̂  *'̂  can be determined. Eq. (6.4.10) is unimpor­
tant as it only produces A*'' * '̂. Eq. (6.4.9) determines the common part for the layer 
thickness, which again does not satisfy the boundary condition. It is noted that 

hO)(o)^H^o^ and u*"*" = « ' < ' + /irt/'2")///*°' 

A uniform approximation now is the following: 

/, = ;i<°'+H'°'-;.'••'<°> = A('" 

a2 = fl^''^ + / i r -4""" 
fli = h-a2 (6.4.11) 

u, =u<° '+ £*{[/'/'-»<'>*'>} 

„ , = „W + e*{[/'2"-u<'*^^'} 

In a similar way further approximations may be formed which describe e.g. the in­
fluence of the presence of the salt wedge on the tidal levels. For the present purpose, 
however, this is not necessary. 

For the model with mixing a similar argument is given. The main result can be 
derived heuristically in the same way as shown in section 6.3. No essentially different 
features are present. 
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CHAPTER 7 

APPLICATIONS OF THE MODEL WITHOUT MIXING 

7.1 Rotterdam Waterway 

In 1956 extensive measurements were executed in the Rotterdam Waterway by the 
Netherlands Public Works and Waterways Department (Rijkswaterstaat). At that 
time the Rotterdam Waterway (Fig. 14) was a relatively uniform channel. Some data 
on the width and depth in the seaward 18 km are given in Fig. 15. The data measured 
on 22-6-1956 are among the most complete; they are used to verify the computational 
method. For the case without mixing, the layer thickness has been determined from 
the measured salinity-profiles, after averaging in lateral direction, according to the 
definition eq. (3.4.3). 

The river-mouth has been assumed to be at km 1032.5. The water-level measured 
at km 1030 is used as a boundary condition. River-discharge was about 1000 m''/s. 
The density of the sea-water has been assumed to be 1025 kg/m'', corresponding to 
£ = 0.025. 

Before making a complete comparison between the computational results and the 

Fig. 14. Rotterdam Waterway 1956. 
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Fig. 15. 
Rotterdam Waterway 1956. 
Width, cross-sectional area 
below MSL (NAP) and mean 
depth between NAP —11m v̂ jdth 
depth-contours. i 

depth 

t025 

-> location 

measured data, some questions should still be settled, viz. the treatment of the bound­
ary conditions at the river-mouth and at the upstream section. First, a comparison is 
made between the critical flow method and the schematized sea method discussed in 
sections 5.3 and 5.4. For this purpose the tidal conditions have been schematized by 
taking ^^ = ^y as a constant. The discharge curve at the river-mouth then depends 
fully on the water-level h(0,t). This has been selected in such a way that the discharge 
curve approximates the measured one. The water-depth has been taken 12.5 m. Fur­
ther data are given in Fig. 16, together with some results for the layer thickness as a 
function of time at four stations. Although no comparison with the measurements is 
made for these cases, the parameters have been adjusted such that the situation ap­
proximates the measured one. It is seen that the difference between the two methods 
is small and that it decreases with the distance from the sea. However, it has been 
found to be essential that in both methods the occurrence of supercritical flow is taken 
into account. The conjecture made in section 5.3 therefore is substantiated, namely 
that the exact form of the boundary condition is not very important, provided the 
essential features of supercritical flow are included. As a consequence of this test, 
the subsequent computations are treated by the simpler critical flow method. 

The method of determining the tidal conditions used in the preceding cases is not 
consistent with the theory of Chapter 6. More correctly, q^^it) is computed by means 
of a tidal computation for homogeneous water (barotropic mode), which then is intro-
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layer thickness 
and walcrlcvcI 

Fig. 16. 
Comparison of critical flow and 
schematized sea methods. 

duced as a boundary condition for the baroclinic model. The value of L here is not 
very important, as it hardly influences the magnitude of the computed discharge 
q{x,t). As the Rotterdam Waterway upstream of km 1015 was no longer a uniform 
channel, the tidal computation has been executed for a hypothetical channel, in the 
same way as discussed by Stigter and Siemons (1967). The resulting flow-pattern in 
the intrusion region is quite correct if the length of the hypothetical channel is chosen 
properly. The two methods of determining ^^ have been compared in the cases 1 and 2 
(computed qi^ and fixed 9^ respectively). Dimensions of the cross-section for this case 
were assumed to be 12.5 x480 m, corresponding to the seaward part of the estuary. 
Further data are given in Table 3. 

Results are shown in Figs. 17, 18 and 19, together with the corresponding measure­
ments. In Fig. 17 the amplitude of the discharge for case 1 is seen to be too small. 
Partly this is due to the fact that no distinction has been made between the storage and 
stream widths. The length L for case 2 has been chosen such that the flood and ebb 
volumes equal those of case 1. The resulting curve for q{x,t) at km 1030 is consider­
ably less correct. One consequence of the method is that the phase-shift between the 
horizontal and the vertical tide is altered. Therefore all curves for case 2 have been 
shifted by two hours. The phase-shift is reproduced faithfully in case 1. The inter­
facial friction has been treated by eq. (4.4.2a). The coefficient /r, has been adjusted to 
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Table 3. Data for computations 1 and 2 

depth h 
storage width 
stream width 
density of sea water gz 
density of fresh water QI 
river discharge Qf 
Chézy-coefficient C 
coefficient of bottom friction k^ 
coefficient of interfacial friction k^ 
mesh width Ax baroclinic 
mesh width Ax barotropic 
time step At 
length L 

discharge per unit width qi 

length of tidal channel 

12.5 m 
480 m 
480 m 
1025 kg/m» 
1000 kg/m^ 
1000 mVs 
60 mi/s 
0.0028 
0.0052 
500 m 
2500 m 
180 s 
case 1: 27 km 
case 2 : 113 km 
case 1: variable 
case 2: —2.1 mVs 
105 km 

Fig. 17. Discharge at km 1030 for cases 1 and 2. 
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WATERLEVEL 

Fig. 18. Level of interface for cases 1 and 2. 

•^^^^ m«a surcmant 2 2 _ 6 _ 5 6 

c a n •! 1 
j compulations 

ca 51 2 J 

+ 1.5-

4- i O-

+ 0,5-

- 0 5 -

- vo-

- 1 5 -

. / , 

i 

flood / ! 
/ 1 

/ / / V 

/ • ID \ / / 15 

.-u / ' ' ^t ime 
ebb / / / 

i ^ 
/ • -^ / / / 

r 

\ 

\\\ 

\ 

'^- case 1 •) 
\ computations 

COS» 2 ) 

2 0 h 

Fig. 19. 
Velocity in lower 
layer at km 1030 for 
cases 1 and 2. 

58 



obtain a good correspondence with the measurements. No reason has been found to 
use different values for cases 1 and 2. The main conclusion from Figs. 18 and 19 is 
that the more realistic curve for the discharge (case 1) gives the more correct results. 
Secondly, the phase of the discharge q is seen to determine the internal flow. The ver­
tical tide being two hours late in case 2 is hardly noticed. Combining these two con­
clusions, it is found that a correct representation of the tidal flow is of major impor­
tance in reproducing the gravity-currents. If the situation is such that this can be done 
using the simple method of case 2, this will do, but otherwise a tidal computation 
cannot be dispensed with. As a third point, it is noted that the velocities even in case 1 
are not reproduced very well. For the section at km 1030 this may be caused partly by 
local effects from the boundary (as shown in the preceding computations). Also the 
dimensions of the channel used are not quite representative for the entire region. 

As a final check runs 3 and 4 are shown, in which expressions (4.4.2a) and (4.4.2b) 
respectively have been applied for the interfacial shear-stress. The cross-section was 
schematized to a rectangular one with dimensions 14 x350 m with a storage width 
of 600 m. These values can be considered representative for the seaward 18 kilometers 
shown in Fig. 15. The difference between the storage and stream width is taken into 
account in eqs. (6.2.7) and (6.3.23). In the other equations the stream-width is used. 
Further data are summarized in Table 4. 

Table 4. Data for computations 3 and 4 

depth h 
storage width 
stream width 
density of sea-water Q^ 
density of fresh water QI 
river discharge Qf 
Chézy-coefficient C 
coefficient of bottom-friction k^ 
coefficient of interfacial friction ki 
mesh width Ax baroclinic 
mesh width Ax barotropic 
time step At 
length L 
length of tidal channel 

14 m 
600 m 
350 m 
1025 kg/m' 
1000 kg/m' 
1000 m»/s 
60 m+/s 
0.0028 
0.007 
500 m 
2500 m 
180 s 
0 
75 km 

The value of ^j has been adjusted to obtain a good correspondence with the measu­
rements. No reason has been found to use different values for cases 3 and 4. It is 
noted that the coefficient of bottom-friction k^ for case 4 does not appear explicitly 
in the equations for the baroclinic approximation (eq. (6.3.20)). The influence of the 
bottom friction of course is present by means of its effect on the interfacial coeffi­
cient ki-

The numerical accuracy can be estimated using Fig. 33 from Appendix 1. For 
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Fig. 20. 
Discharge at km 1030 for cases 3 and 4. 
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Fig. 24. Velocities in lower layer at km 1023.4 
for cases 3 and 4. 
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waves with a period of about 6 hours, the following damping factors and relative 
velocities are found: 

Ax/l 

P-
D 

Cr 

barotropic 
0.01 
0.87 
1.000 
1.000 

baroclinic 
0.05 
0.2 
0.996 
0.985 

Results for cases 3 and 4 are shown in Figs. 20 to 24. They apply to the baroclinic 
mode, without the correction shown in section 6.4, which is assumed to be small. The 
discharge shown in Fig. 20 is more correct than in case 1 due to the difference be­
tween storage and stream width. A further improvement has not been attempted. The 
reproduction of the layer thickness is about as good as in case 1 above. There is some 
difference between cases 3 and 4, to be noticed both in Figs. 21 and 22. Measurements 
at km 1015.6 have been entered for orientation only, as they are from a different day 
(21-6-1956). Case 4 generally agrees better with the measurements than case 3. The 
velocities at kms 1030 and 1023.4, shown in Figs. 23 and 24, are of the correct order 
of magnitude. At km 1030 the same kind of differences with the measurements is 
found as in case 1. Indeed, the reproduction at km 1023.4 is more realistic. In these 
figures, case 3 gives slightly more accurate values than case 4. This is discussed more 
closely in the following section. In judging the preceding results it should be kept in 
mind that the measured data show a considerable scatter, at least in the order of 10% 
(see also the following section). 

As a general conclusion, it can be stated that the two-layer model without mixing 
gives quite satisfactory results, considering the global nature of the model and the 
approximations involved in it. For many of the applications mentioned in the intro­
duction the results will be very useful. 

7.2 Velocity profiles 

In the preceding section it has been found that the velocities are reproduced at the 
correct order of magnitude. For some applications a more detailed picture may be 
required; therefore a closer evaluation is made by means of the velocity profiles 
derived in section 4.3. To this end the procedure described in that section is applied 
to the results of cases 3 and 4 from section 7.1. Measured profiles are available at 
kms 1030 and 1023.4. At km 1030, however, deviations have been found, that possibly 
may be ascribed to the boundary condition (section 7.1). The profiles therefore have 
been determined only for km 1023.4 (Fig. 25). The parameter ŷo has been taken 10~*, 
corresponding to a bottom roughness of A: ^ 0.05 m. This is not quite consistent 
with the Chézy-coefficient used in the two-layer model, but this does not make much 
difference for the profiles. The parameter a has been kept constant at 0.1, in accordance 
with the results in section 4.3. In Fig. 25, the individual profiles for the measurements 
are shown. 
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Fig. 25. Velocity profiles at km 1023.4 for cases 3 and 4. 

Some remarks should be made. Firstly, it is seen that at 6 and 14 h the computed 
velocities are too small on the whole. This corresponds to the discharge curve shown 
in Fig. 20, so the effect should not be attributed to the two-layer model or the theo­
retical profiles. Secondly, in general a limited correspondence between measured and 
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theoretical profiles is seen. In a number of cases the theoretical profiles fall within 
the range of the measured ones. As the Rotterdam Waterway is not the uniform 
channel assumed in the computations, and therefore is not an ideal test case, this 
result is of some value. It should be realized, however, that it is caused to a large 
extent by the magnitudes of the mean velocities u, and MJ. The theoretical profiles 
tend to have gradients that are smaller than the measured ones, i.e. the velocities in 
the lower part of the profiles are too large and those in the upper part are too small. 
This is more so for case 4 than for case 3, as can be concluded also from Fig. 24. As 
a much more perfect correspondence between theoretical and measured profiles is 
possible (cf. section 4.3), it must be concluded that the reproduction of the velocities 
by the two-layer model still has a limited value. Also it is concluded that a definite 
choice between the expressions (4.4.2a) and (4.4.2b) cannot yet be made, as the effects 
are different if one considers the layer-thickness or the velocities. It may be necessary 
to find a more accurate expression instead of (4.4.2) to obtain a closer reproduction 
of the entire situation. This requires a more complete knowledge of the physical 
processes involved. 

7.3 Interfacial friction 

A theoretical prediction of the coefficient of interfacial friction ki in section 4.4 has 
been shown to require a deeper insight into the physical process of turbulence in 
stratified surroundings. An empirical prediction suffers from a lack of data. In order 
to obtain some knowledge of the dependence of ki on the conditions in the estuary, 
use has been made of systematic flume-tests, executed by the Delft Hydraulics 
Laboratory in commission of the Netherlands Public Works and Waterways Depart­
ment. Dimensions of the flume are: width 0.67 m, depth 0.50 m, length 100 m. The 
reference situation can be considered an approximate scale model of the Rotterdam 
Waterway at scales 1:640 horizontally and 1:64 vertically (van Rees and Rigter 1969). 
Apart from experiments in the technique of hydraulic models, the systematic tests 
included variations of the water depth, river discharge, bottom roughness, tidal range 
and salinity of the sea-water. By hindcasting a number of these tests, using the two-
layer model, a first approximation of the variations of ^( can be obtained. To this end, 
it must be assumed that the entire series of tests represents corresponding situations 
of a real estuary. There are indications that this is the case. 

Table 5. Tidal flume, data situation T3 

depth 
tidal range at river-mouth 
river discharge 
density sea-water 
width 
Chézy-coefficient 

13.8 m 
1.35 m 
950 m^/s 
1024 kg/m^ 
430 m 
60 mils 
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The reference situation T3 is characterized by the data in Table 5. The data are 
given in "prototype" dimensions by means of the above scales. 

The computations have been made using constant values of ^^ corresponding to the 
river discharge. The length L has been adjusted to obtain the observed amplitude of 
the tidal discharge at the river-mouth. For the interfacial shear-stress eq. (4.4.2b) has 
been applied. Values of/c,- have been adjusted to obtain correspondence between test 
and computation in terms of either the maximal intrusion length (observed visually 
in the flume) or the variation of the mean density <ë> at a few measuring sections. 
Both criteria give about the same result; therefore hereafter only the intrusion length 
is mentioned. The results of the computations are given in Table 6. For each situation 
the data are given only insofar as they differ from the reference situation. It is noted 
that the tidal range at the river-mouth generally was not quite constant, although it 
was kept constant at the tide generation in the model sea. The last column shows the 
values of Afj, corrected for this effect using the results of the test series with variable 
tidal range. 

Table 6. Results of systematic tests 

test no. 

T 3 
T106 
T 110 
T116 
T114 
T121 
T 118 
T 134 
T 135 

characteristic 

cf. Table 5 
h = 10 m 
h = 17m 
C = 80 mi/s 
C = 4 0 m i / s 
Qf = 475 mVs 
Qf = 1900 m^/s 

tidal range 
(m) 

1.35 
1.35 
1.46 
1.38 
1.38 
1.50 
1.39 
2.02 
0.67 

maximal 
intrusion length 
(km) 

26 
17 
39 
32 
19 
38 
20 
26 
35 

k, 

0.0055 
0.0040 
0.0030 
0.0022 
0.0070 
0.0025 
0.0015 
0.0150 
0.0012 

ki 
reduced to tidal 
range of 1.35 m 

0.0055 
0.0040 
0.0025 
0.0021 
0.0067 
0.0020 
0.0014 

To give an impression of the reliability of these figures, it is noted that in general, 
other factors being equal, the intrusion length varies by a factor of 1.2 to 1.5 if the 
value 0Ï ki is doubled or halved. The last digit in the specified values of/c,- is not quite 
significant; the adjustment was not carried out to a high degree of accuracy. The 
results from Table 6 can be compared to the values obtained by assuming a stationary 
salt wedge, with the same length as the mean intrusion length for the non-steady case. 
Approximating this mean length by taking the average of the maximal and minimal 
intrusion lengths, the values of Ar, have been computed from eq. (5.1.4). The results 
are given in Table 7 and Fig. 26. It should be realized that neither of the two sets of 
values is very accurate. 

From Table 7 it can be concluded that the mean position of the salt wedge does not 
correspond to a stationary salt wedge with the same value of A:,-. The difference is not 
systematic and may be either way. Therefore, on the one hand, if a value of A:; is known 
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Table 7. Comparison of non-steady and steady cases 

test no. characteristic 

mean 
intrusion length 
(km) 

ki from Table 6 
(last column) ki from eq. (5.1.4) 

T 3 
T106 
T l l O 
T116 
T114 
T121 
T118 
T134 
T I 3 5 

cf. Table 5 
h = 10m 
h = 17m 
C = 80 mi/s 
C =40mi^/s 
Qf = 475 m^/s 
Qf = l900mVs 
tide 2.02 m 
tide 0.67 m 

17 
10 
29.5 
25 
16 
31 
14.5 
14 
30.5 

0.0055 
0.0040 
0.0025 
0.0021 
0.0067 
0.0020 
0.0014 
0.0150 
0.0012 

0.0049 
0.0023 
0.0066 
0.0033 
0.0052 
0.0120 
0.0013 
0.0059 
0.0027 

a stationary salt wedge generally will not give a correct picture. On the other hand, the 
value of A:; cannot be estimated from the mean position by assuming it to be stationary. 

From the results of the non-steady computations in Table 6 and Fig. 26, the value 
of A:, can be estimated for a limited range of conditions around those of the Rotterdam 
Waterway (represented by T 3). The trends, especially for the water depth and the 

river discharge, are such that an extrapola­
tion seems dangerous. 

As the above conclusions are derived from 
model tests, a verification with data from 
nature will be important to improve the 

•̂•̂P*"̂  utility of the figures. 
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CHAPTER 8 

A P P L I C A T I O N OF T H E M O D E L WITH M I X I N G 

Considering the success of the computations by means of the model without mixing, 
and on the other hand the difficulty of specifying the parameters for the model with 
mixing, only one experiment with the latter is shown. It is applied again to the 
Rotterdam Waterway (22-6-1956). Data for the computation are given in Table 8. 

Table 8. Data for case with mixing 

depth h 14 m 
storage width 600 m 
stream width 350 m 
density of undiluted sea-water 1025 kg/m' 
density of undiluted fresh water 1000 kg/m' 
river discharge Qf 1000 m'js 
Chézy-coefficient C 60 m*/s 
coefficient of bottom friction k,, 0.0028 
coefficient of interfacial friction k^ 0,0006 
mesh width Ax 500 m 
time step At 180 s 
length L 0 
mixing coefficient m^ 0.0006 
coefficients for convection Wo 0.0001 

Wi -0.00016 

The tidal discharge has been obtained by means of a tidal computation as in cases 
3 and 4 of section 7.1. The boundary condition at the river-mouth has been treated 
by the schematized sea method. Eq. (5.4.5) was applied at the junction. The width of 
the schematized sea has been taken at 5000 m; it extends 20 km on either side of the 
junction. The interfacial shear stress has been represented by eq. (4.4.2b). The density 
Qi at the interface has been taken from eq. (3.4.1) which is correct if the convective 
velocity Wi in the definition (cf. eq. (3.2.7)) is constant with respect to X2. 

Results are shown in Figs. 27 to 32. The measurements have been treated by eq. 
(3.4.1) to obtain the layer thickness. The velocities and densities shown are mean 
values in the layers thus defined. The layer thicknesses shown in Fig. 28 afterwards 
have been reduced to a uniform water depth of 14 m. The discharge shown in Fig. 27 
is identical with Fig. 20; it is repeated for convenience. The level of the interface 
(Fig. 28) at flood tide is approximately correct for the three measuring sections. The 
irregular behaviour is probably caused by the conditions at the junction. At ebb tide 
the mean level is still about correct, but the slope is too large. The velocities (Figs. 29, 
30) have the right order of magnitude. They are reproduced at about the same quality 
as in the case without mixing. The deviations at km 1030 are present in both models. 
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Fig. 31. Densities in upper layer for Fig. 32. Densities in lower layer for 
model with mixing. model with mixing. 

This shows that they are not caused by dynamical effects, present in the model with 
mixing, but not in the model without. It has already been suggested that they originate 
from the boundary. Velocity profiles have not been computed, but it is clear that they 
will not have a better quality than those in Fig. 25. The velocities in the upper layer 
are too small at 14-15 h, which again corresponds to the deviation in the discharge 
curve (Fig. 27). 

The new aspect of the model with mixing is found in the variable densities (Figs. 
31, 32). In both figures the densities at flood tide are roughly correct. At ebb tide the 
density falls too low in both layers, which means that the salinity intrusion recedes 
too far in the computation. At flood tide, the densities at the tip of the salt wedge are 
not shown. They may also be too low. This would indicate that the distribution of the 
quantities of salt and water exchanged between the layers is not correct. 

It is noted that the computation is not yet quite in equilibrium, as can be seen from 
the figures. Neither is the prototype, however. Therefore to make a closer comparison, 
one would need a larger interval of measurements (e.g. two tidal cycles). Generally it 
can be stated that the reproduction of the situation by the model with mixing is not 
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better than by the model without mixing. Of course, the information obtained is 
somewhat more detailed in the former case. 

This behaviour of the model with mixing cannot be explained by the neglections 
involved in the derivation. The neglection of the dispersive salt transport and the 
approximation of the pressure terms in Appendix 4 are shown to be justified for this 
model. No neglections are made at the interface. The effect therefore must be attrib­
uted to the specification of the empirical quantities: turbulent shear stress, turbulent 
mass flux and convective transport through the interface. A better reproduction than 
obtained with the model without mixing can be obtained only if these empirical 
quantities are specified more correctly than in the above example. Variation of the 
parameters has a relatively small effect, so the expressions used are possibly not quite 
adequate. More justified expressions, however, require a more complete knowledge of 
the turbulent flow, which at present does not appear to be available. Therefore it 
must be concluded that the applicability of the model with mixing is still limited to 
those cases in which a sufficient knowledge of the turbulent processes exists. In such 
cases a rather complete picture can be produced with it. 
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C O N C L U S I O N S 

In this Chapter the conclusions from the preceding sections are summarized and 
combined. First, the performance of the two-layer models is discussed. Of course, 
judgment depends on the application intended, and the degree of detail required for it. 
For a number of the applications mentioned in the introduction it can be stated that 
the computations give quite reasonable results, not only for a fully stratified estuary, 
but also for a partly mixed one like the Rotterdam Waterway. 

The baroclinic approximation, in which the long surface waves have been elimi­
nated, produces a sufficient degree of accuracy. This has important computational 
advantages. Firstly, the mesh width and time-step can be chosen more or less opti­
mally for the internal waves, without limitations because of the surface waves. In a 
possible tidal computation (barotropic mode) different values for the mesh width and 
the time-step may be used. Secondly, the computation can be limited to the region of 
actual salt intrusion. The economy, provided by these two reasons, will be even more 
effective in possible two-dimensional applications, which can be considered an ex­
tension of the present study. There is one condition for this satisfactory performance 
of the baroclinic approximation: the net discharge should be represented as a func­
tion of time to a good degree of accuracy. Whether or not a tidal computation is 
needed depends on the situation. In simple cases the discharge can be approximated 
by considering storage only. This conclusion leads to the remark that the method 
used by Voogt (1966) can give good results, even though the fixed water-level assumed 
in the method is not justified theoretically. The condition is that the discharge at the 
boundary is specified correctly. 

The boundary conditions at the river-mouth have been found to be of considerable 
importance. Essentially, supercritical flow in either direction may occur with respect 
to the internal waves. These effects should be included in the mathematical model. 
Within this restriction the details of the treatment are not very important, as evi­
denced by the correspondence between the results of the critical-flow method and the 
schematized-sea method. It is stressed that both methods are practically independent 
of measured data, which is a great advantage if the model is used for prediction 
purposes. The discharge in the sea region required for the schematized-sea method 
can probably be derived with sufficient accuracy from basic tidal data. It is recalled 
that the critical-flow method is not sufficient for the model with mixing. 

Concerning the models with and without interfacial mixing, two remarks should be 
made. Due to the more correct representation of the densities, the model with mixing 
will be superior in the reproduction of the hydrodynamic phenomena. However, this 
advantage is offset to a large extent by the difficulty of specifying the empirical quan-
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titles involved. Physical knowledge at present is insufficient for this purpose. Even if 
a correct representation of some situation is obtained, the prediction of the para­
meters remains a great problem. Therefore the model without mixing will be generally 
preferred, unless of course information on the density or salinity essentially is re­
quired. 

The empirical parameters present the most important problem in the applications. 
Concerning the formulation for the interfacial shear stress, it can be concluded that 
neither of the two proposed expressions in eq. (4.4.2) is ideal. One produces more 
correct values for the level of the interface (i.e. for the mean density); the other results 
in more accurate velocities. It would seem important, however, that at any rate eq. 
(4.4.4) is satisfied in the marginal case of homogeneous flow. A real improvement 
probably requires more experimental data. Apart from this difficulty, the value of the 
interfacial shear stress coefficient ki can be determined by hindcasting a known situa­
tion. The difficulty mentioned by Boulot and Daubert (1969) that the salt wedge 
probably never is in dynamical equilibrium, does not make this determination im­
possible. It should be realised that the resulting value applies only to the investigated 
situation. It is not permissible to assume the salt wedge to be stationary at its mean 
position. Some idea of the influence of different conditions has been obtained by 
considering a number of flume tests. Further verification of the trends will be impor­
tant. Similar approximations for the parameters in the case with mixing have so far 
been impossible, because the model is not very suitable for hindcasting, considering 
the relatively large number of empirical parameters. 

It is concluded that the two-layer model without mixing is satisfactory for applica­
tions requiring only mean velocities in each layer, and cross-sectional mean densities. 
The latter can be derived from the layer thickness, by means of eq. (3.4.3). Repro­
duction of the shear stress at the bottom has not been verified, as experimental data 
are lacking. For applications in which velocity profiles are important an approxima­
tion can be given. The accuracy probably can hardly be increased by considering a 
more elaborate description of turbulent processes, as it depends mainly on the accu­
racy of the mean velocities. The profiles provide not more than a kind of interpola­
tion between the mean velocities computed by means of the two-layer model. If, in 
addition, density profiles are required, in principle the model with mixing can produce 
them, but this will be successful only if the empirical quantities can be specified satis­
factorily. 

For any application a number of data are required apart from those defining the 
problem. The main ones are the vertical tide h and the horizontal tide q in at least 
one cross-section. As stated above, the boundary conditions at the river-mouth can 
be reasonably predicted. Empirical parameters can be predicted less well. Therefore, 
as in the case of a hydraulic model, calibration of the model will be necessary. This 
requires measurements of at least some density or salinity profiles, and preferably 
also some velocity measurements. 

Finally, some extensions and possible fields of application are mentioned. 
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a. Although the present study is mainly concerned with estuaries, this is not the only 
possibility. The method can be applied to any system of channels (e.g. the Euro­
poort harbour complex in the Netherlands). The main problem of this extension 
will be found in the formulation and treatment of the boundary conditions at the 
junctions. 

b. A non-tidal application is the propagation of a salt-water front during the ex­
change process of a shipping-lock. This situation is discussed by Abraham and 
Vreugdenhil (1970). The behaviour of a steep salt water front is more important 
in this case than in the case of an estuary, discussed in the present study. Empir­
ical data on the behaviour are necessary for a good reproduction. 

c. An important application is the case of thermal stratification, e.g. cooling water 
circulation, or circulation of pollutants in thermally stratified reservoirs. Except 
for a reformulation of the equations in terms of temperature, the same techniques 
can be applied as in the present case. Mixing, entrainment, radiation and similar 
phenomena should be formulated in a representative way. 

d. The influence of wind on the circulation can be incorporated relatively simply in 
the model, assumed that the wind stress and its effect on the shear stress in the 
water-layers can be specified. This is the same kind of information as required for 
e.g. storm-surge calculations, wind set-up in lakes and the like. 

e. By means of the velocity profiles (and possibly the density profiles) an impression 
can be obtained of the dispersion of pollutants in any of the above cases. 

f. All these and similar applications can be extended to two-dimensional areas. The 
computational problems involved have been investigated in other branches of 
applied mathematics. Again the turbulent shear stress should be reconsidered, as 
not only its magnitude but also its direction should be known. 
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NOTATION 

dimension 
a, 2 thickness of upper and lower layer m 
^ , 2 cross-sectional area of upper and lower layer m^ 
A matrix in system of differential equations 
/>j width of the " sea" m 
b„ width of the estuary m 
B matrix in system of differential equations 
c velocity of propagation m/s 
c, relative velocity of propagation 
C, _ 2 wetted perimeter of upper and lower layer m 
D damping factor 
D^ molecular diffusion of salt kg/m^/s 
ƒ turbulent mass-flux kg/m^/s 
ƒ terms in diff'erential equations 
f 1 ^ 2 dispersive mass-flux kg/s 
F internal Froude number (w,—W2)(£0/i)~* 
Fi internal Froude number ^/(^/jJe/e)"* -
F f internal Froude number qj-{Egh^y^ -
g acceleration due to gravity m/s^ 
h water-depth m 
hi, bottom-level m 
/); level of the interface m 
h^ water-level m 
/ bottom-slope, also identity-matrix 
k wave-number m ~ ' 
k,, i coeflicients for friction at bot tom and interface -
/ wave-length m 
/ ] , 2 length parameters in energy equations m 
l^^f mixing-lengths for momentum and mass transfer m 
L length-scale, also: length of estuary considered m 
L^ length of stationary salt wedge m 
W; mixing coefficient at interface -
M amplification matrix -
«y normal vector -
A'̂  dimension of A 
p pressure N/m^ 
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q discharge per unit width m^/s 
qi^ value of q' at x = L m^/s 
qf river-discharge per unit width m^/s 
Q discharge m^/s 
r relative intensity of turbulence, also: eigenvalue 
R matrix in system of differential equations 
Re Reynolds number Uhjv -
Rf flux Richardson number -
Ri local Richardson number 
s dimensionless density difference -
5 salinity -
Sc turbulent Schmidt number -
t time s 
T time-scale, also: propagation factor s 
M; longitudinal velocity at the interface m/s 
(7 mean velocity m/s 
M, shear velocity (xjgo)"^ m/s 
« vector of unknowns in differential equations 
U scale of longitudinal velocity m/s 

also: dimensionless velocity -
Vj component of velocity in Xj direction m/s 
Wi vertical velocity relative to the interface m/s 
Wi local vertical velocity relative to the interface m/s 
W parameter denoting amount of work 
Xj coordinate (xi longitudinal, X2 lateral, ^3 vertical upward) m 

vertical coordinate m 
level of zero velocity m 

2 

a parameter in mixing-length -
/? relative error in pressure term 
^ 1 2 coefficients of energy loss at the river-mouth -
óij Kronecker-delta ( = 1 if / = j , else 0) -
At time-step s 
Ax mesh width m 
AQ density difference kg/m^ 
E relative density difference 
r] dimensionless vertical coordinate 
6 coefficient of molecular diffusion m^/s 
K Von Karman's constant -
A dimensionless mixing length -
1^ amplification factor, eigenvalue of M 
p parameter in difference equations c AtjAx 
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V coefficient of kinematic viscosity m^/s 
ij parameter in difference equations (kAx) 
g density kg/m-* 
gsja density of sea-water kg/m^ 
gf density of fresh water kg/m^ 
g^ spectral radius of M 
a ratio of shear stresses T,- and T̂  
X turbulent shear stress N/m^ 

time average 
' deviation from time average 
s surface 
i interface 
t bottom 
1 mean value in upper layer 
2 mean value in lower layer 
< > cross-sectional mean value 
() , tidal mean value 



S U M M A R Y 

A great deal of literature has been devoted to gravity currents in estuaries. However, 
more or less detailed theoretical models of these phenomena are scarce. This is partly 
due to the fact that the equations have been difficult to solve if they describe the situ­
ation with some generality. This difficulty is surmounted by the use of digital com­
puters. A more fundamental drawback is the lack of knowledge concerning the phys­
ical processes of turbulent flow in a stratified fluid. This precludes a detailed two- or 
three-dimensional description of the flow-pattern. 

Some schematical models exist which give an overall picture of the flow, still taking 
variations in space (along the estuary) and time (with the tide) into account. One of 
these is the two-layer model that is the subject of the present study. It is found that a 
great part of the information required for engineering applications can be obtained 
from it. 

A salt water and a fresh water layer are assumed to be present, either with or with­
out mixing between them. Although flow in most estuaries is not strictly stratified, 
the two-layer schematization can be useful. This follows from an investigation of the 
approximations involved in the derivation of the equations. Empirically, the same fact 
is demonstrated by applying the two-layer model to the partly mixed Rotterdam 
Waterway. 

Knowledge of the turbulent flow processes, though in a less detailed form, is still 
required for a two-layer model, mainly to describe turbulent friction and mixing at 
the interface, as well as convection through it. If the interface is assumed to be imper­
meable, only the turbulent friction remains as an empirical parameter. Although the 
dynamical processes are reproduced less well in this case, the applicability is found to 
be superior, due to the small number of empirical parameters. Too little is yet known 
concerning the exchange of salt and water between the layers to permit a more de­
tailed reproduction by means of the model with mixing. The latter therefore will be 
applied only if information on the salinity is required. 

The two-layer models result in mean velocities in each layer, and for the case with 
mixing also in mean densities. These parameters can be applied to define a family of 
velocity and density profiles. Combined with a crude model of the turbulent structure, 
this turns out to give reasonably realistic profiles. Therefore as an extension of the 
two-layer model an estimate of the velocity (and density) profiles can be given. 

The theory is verified by means of the 1956 measurements in the Rotterdam Water­
way. A satisfactory correspondence is found, especially for the case without mixing. 
An estimate of the interfacial frictional coefficient as a function of the global condi­
tions is obtained by hindcasting a number of flume tests. 
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Although the present study is concerned mainly with estuaries, the two-layer model 
can be applied to several other cases of stratified flow, notably those concerned with 
thermal stratification. Such applications, however, require specific descriptions of 
empirical quantities, like mixing, friction, radiation. 
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S A M E N V A T T I N G 

Een grote hoeveelheid literatuur is gewijd aan gelaagde stroming in getij-rivieren. 
Enigszins gedetailleerde modellen van deze verschijnselen zijn echter schaars. Dit 
wordt gedeeltelijk veroorzaakt doordat de vergelijkingen, die nodig zijn om de situ­
atie in zijn algemeenheid te beschrijven, moeilijk opgelost kunnen worden. Deze moei­
lijkheid kan worden overwonnen door de toepassing van een rekentuig. Een meer 
fundamentele moeilijkheid wordt gevormd door het gebrek aan inzicht in de pro­
cessen die zich afspelen bij de turbulente stroming in een gelaagde vloeistof. Hier­
door wordt een gedetailleerd twee- of drie-dimensionaal beeld van het stroombeeld 
uitgesloten. 

Er bestaan een aantal schematische voorstellingen, die een globaal beeld van de 
stroming geven, maar toch rekening houden met de variaties in plaats (langs de getij­
rivier) en tijd (met het getij). Het twee-lagen-model, dat in dit onderzoek aan de orde 
wordt gesteld, is er één van. Het blijkt dat een groot deel van de voor technische toe­
passingen benodigde gegevens uit dit model kunnen worden afgeleid. 

Er wordt verondersteld dat er een zoute en een zoete laag bestaan, al of niet met 
uitwisseling. Hoewel de meeste getijrivieren geen stroming in twee duidelijke lagen 
vertonen, kan het model toch van toepassing zijn. Dit volgt uit een beschouwing van 
de bij de afleiding van de vergelijkingen gemaakte benaderingen. Hetzelfde feit wordt 
getoond door toepassing van het twee-lagen model op de gedeeltelijk gemengde Nieu­
we Waterweg. 

Ook voor een twee-lagen model moet er een zekere kennis van de turbulente pro­
cessen zijn, hoewel minder gedetailleerd. Deze heeft vooral betrekking op de turbu­
lente wrijving en menging aan het grensvlak en op de convectie door het grensvlak. 
Wanneer het grensvlak als ondoorlatend wordt beschouwd, blijft van deze grootheden 
alleen de turbulente wrijving over. Hoewel in dit geval de dynamische processen wat 
minder goed worden weergegeven, zijn de toepassingsmogelijkheden groter in verband 
met het kleine aantal empirische parameters. Er is nog te weinig bekend van de uit­
wisseling van water en zout door het grensvlak om door middel van het model met 
menging een nauwkeuriger beeld van de situatie te verkrijgen. Dit model zal dus alleen 
toegepast worden als er gegevens over de zoutconcentratie vereist zijn. 

Uit de twee-lagen modellen worden gemiddelde snelheden in iedere laag afgeleid, 
alsmede gemiddelde dichtheden voor het geval met menging. Met behulp van deze 
parameters en een ruw model van de turbulentie kan een familie van snelheids- en 
dichtheids-profielen worden gedefinieerd. Langs deze weg blijkt een redelijk realis­
tische beschrijving van de profielen mogelijk te zijn. De snelheids- (en dichtheids-) 
profielen kunnen dus als uitbreiding van het twee-lagen model worden verkregen. 

85 



De theorie wordt getoetst aan de hand van in 1956 uitgevoerde metingen in de 
Nieuwe Waterweg. Er wordt een bevredigende overeenstemming gevonden, vooral 
voor het geval zonder menging. Door het narekenen van een aantal goot-proeven 
wordt een schatting gemaakt van de wrijvings-coëflficiënt aan het grensvlak als functie 
van de omstandigheden. 

Hoewel dit onderzoek hoofdzakelijk op getij-rivieren is gericht, kan het twee-lagen 
model ook voor andere gevallen van gelaagde stroming gebruikt worden, met name 
voor gevallen van thermische gelaagdheid. Zulke toepassingen vereisen echter wel 
een eigen beschrijving van empirische grootheden zoals menging, wrijving, straling. 
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APPENDIX 

1 Numerical method 

The system of differential equations derived in Chapter 3 is a quasi-linear hyperbolic 
system in one spatial dimension. As a method of solution a finite-difference method is 
chosen. The alternative formed by the method of characteristics has not been applied 
mainly for two reasons. Firstly, the mesh-spacing may become very irregular, which 
introduces unpredictable inaccuracies. Secondly, the possibility of an extension to 
two spatial dimensions is kept in mind, for which the method of characteristics is of 
a considerably greater complication. 

The choice of a specific finite-difference method is determined by several considera­
tions. The most important one is the numerical accuracy. A specified accuracy should 
be reached, spending as little effort as possible. Secondly, when applied to a non­
linear system as present here, the method should not be subject to non-linear insta­
bilities. Thirdly, it should not give difficulties when steep fronts occur, schematized 
mathematically by discontinuities. 

No attempt has been made to find a difference-method which is optimal with 
respect to the above requirements. From the known methods, a choice has been made 
for the Lax-Wendroff method (cf Richtmyer and Morton 1967; this reference is 
denoted by RM in this section). It is an explicit method. Although an implicit method 
is less restrictive with respect to stability considerations, it need not be much more 
economical, as the numerical accuracy does not allow much larger step-widths than 
can be used for an explicit method. This is shown in some more detail in a paper by 
Vreugdenhil (1968), where the Lax-Wendroff method is found to compare favourably 
to other methods in this respect. As to non-linear instabilities, no rigorous criterion 
is known to prevent them, but it is generally considered important that a method is 
dissipative. Below, this is shown to be the case. Finally, the truncation error works as 
an artificial viscosity, which makes possible the automatic calculation of shocks. This 
too is discussed below. 

The Lax-Wendroff method is applied in its one-step version (RM p. 302). The 
reason is that the intermediate step in the two-step version has a lower order of ac­
curacy. This may cause difficulties in the treatment of the boundary conditions. As 
far as possible the system of equations is written in the form of conservation laws, i.e., 

^ + ^ + fc = 0 ( A l . l ) 
dt dx 

where u is the vector of dependent variables and ƒ and h are vector functions of it. 
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The dynamical equation (6.3.20) is not a physical conservation law. Moreover, it 
cannot even be written in this form for the case with mixing. The system always can 
be written as 

du ,du , ^ , . , ,^ 
-^ + A^ + h = 0 (A 1.2) 
dt dx 

If eq. (A 1.1) applies, A is the Jacobian of ƒ with respect to u. For simplicity the 
following derivations are applied to eq. (A 1.1). For the form (A 1.2) results are 
shown, obtained along the same lines. It is noted that for the present problem the 
presence of the functions q and h, known from eqs. (6.3.22) and (6.3.23), causes the 
occurrence of additional terms in the non-derivative part h in (A 1.2) and in the 
Lax-Wendroff scheme. 

The Lax-Wendroff method consists in forming an approximation of the Taylor-
series 

dtjj WJj «r =«"+^' T^ +i^' TT + 

which by means of the diff'erential equation is written as 

The notation u" is to be understood as u (jAx, nAt). In the last term of eq. (A 1.3) the 
term h has been omitted, which means that it is represented to a lower order of 
accuracy. This is mainly because it consists of empirical quantities that do not justify 
a painstaking treatment. When the conservation law form cannot be carried through, 
eq. (A 1.3) is written in subscripted form as 

where the summation convention again is used. Here 

dAii, 
BlLI — 

dui 

The derivatives with respect to x are now approximated by finite differences, pro­
ducing the Lax-Wendroff scheme 

At^' 
+ n ^ ] {A^.iifj.^-fD-^l-iifj-fj-^} (A1.4) 



The matrices A''j + ̂  and ^"-^ are approximated by the mean of the values at the adja­
cent mesh-points. 

The truncation error is determined by expanding all terms of eq. (A 1.4) into a 
Taylor series with respect to the central mesh-point {J,n). The empirical term being 
represented at a lower accuracy, it is left out for this purpose. Then 

u"/'-u"j = At-~ + iAt^~r + i ^ ' T T + ••• 
dt dt^ dt^ 

The A:-th element of this vector equation reads in subscripted form: 

Here 

A,i = ^ and B,i„ = J ^ 
*' dUi *'"• duidu,„ 

All quantities apply to the central mesh-point. Further 

(A)% I - (A)"-1 = 2Ax f* + iAx^ ^^* + ... 
dx dx 

and the term 

i ( A : ; ^ , + x : ; ) ( ƒ ^ l - ƒ ; ) - i ( A H ^ ^ l ) ( ƒ ; - ƒ ^ l ) 

gives in subscripted form 

Combining these expressions one finds from (A 1.4): 

^ ' + ̂ ^ = iA.̂  A | B , „ ^ ^ + A^AiM] - iAx^^ + ... (A 1.5) 
dt dx dx I dx dx dx\ dx J} dx 

A similar result can be obtained starting from eq. (A 1.2). This indicates that the 
method has a second order accuracy according to the definition (RM p. 68) 

| | I I ( X , / - I - A O - M B ( X , 0 | | = O(Af̂ ) 
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where M is the operation defined by eq. (A 1.4), applied to a solution of the differen­
tial equation. Then, as stated e.g. by Ryabenki and Filippov (1960), the discretization-
error is also of the second order in At, i.e. 

| | < - « ( x , 0 | | = 0 ( A / ^ ) 

if the method is stable in the sense of Lax and Richtmyer. Here u(x,t) represents the 
solution of the differential equation. 

The stability and the overall accuracy of the method are investigated for a lin­
earized problem, i.e. the matrix A is assumed to be constant. In this case, whether or 
not the conservation law form is valid, the difference equation (A 1.4) simplifies to 

•i^rrA+ii'^-A 
Ax Ax 

+ 
A(_ 
Ax i^^ + i 

At 
Ax 

«}+.+ 

- j - i 

I-RAt 
At 
Ax "} + 

(A 1.6) 

where R is the Jacobian of h with respect to u and / is the identity-matrix. The entire 
set of operations in a time-step can therefore be expressed by a block-tridiagonal 
matrix M with the elements shown in eq. (A 1.6). Now the matrix R generally will 
not have the same eigenvectors as A. First the effect of R is ignored. The eigenvectors 
of A are denoted by U„,. The number of them is N, the dimension of A. The eigen­
values of ^ are the characteristic velocities c. Now it is easily seen that the eigenvectors 
of the matrix M are of the form 

r I ^ 
IT JJkAx 
^ m 

If JU+l)kAx 

IT iU + 2)kAx 

\.: V 

where k can be interpreted as a wave-number. The eigenvectors U„, indicate specific 
wave modes. The corresponding eigenvalues of M are found to be 

= 1 - pi{\ - cos ̂ fc) - ip„sin £,,, (A 1.7) 

where /t„ = c,„AtjAx and £,,, = kAx. The number of eigenvectors is TV times half the 
number of mesh-points L/2Ax. The wave number k assumes the LjlAx values 

2njL, 4n/L, ..., K/AX 

(assuming L/zlx to be even for simplicity). 
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The eigenvectors form a complete system, so the initial condition for the difference-
equation can be written 

LI2AX N 

«°j= 1 E c,„.t/,„exp(i7s27rAx/L) (A 1.8) 

Then 

«" = Y H ^McZU„.exp{ijs2nAxlL) (A 1.9) 
S = I /H = I 

It is seen that each component in eq. (A 1.8) is multiplied in each time-step by a factor 
/Ijv, depending on the wave-number and on the type of wave. The representation 
(A 1.8) is also used in the Lax-Richtmyer theory of stability (RM p. 61). The spectral 
radius g^ of M satisfies 

e ^ = 1-4/ (1- /<^)s in^i^ (ALIO) 

where subscripts have been omitted. Now a difference-approximation is called dissi­
pative of order 2« if (RM p. 109) there exists a constant^ > Osuch that for |^| < n 

where w is a positive integer. It follows that the method is dissipative of order 2 if 
1̂1 < 1. This character, however, disappears if ^ = 0 , i.e. at locations where critical 
flow occurs. It has proved not to be necessary to take precautions for this case. 

For stability, the condition 

Ö M ^ l (Al . I I ) 

is required for fixed values of the time step At and for any length of the time interval. 
This is stability in the sense of O'Brien, Hyman and Kaplan (1951). The condition 
actually prevents exponential growth of any component in eq. (A 1.8) with time if the 
time step is fixed. It follows from eq. (A 1.10) that the method is stable if |^| < 1. 

It is noted that eq. (A 1.11) is somewhat stronger than the Von Neumann condi­
tion, necessary for stability in the sense of Lax and Richtmyer (fixed time interval and 
vanishing time step At, RM p. 70). Generally it is impossible to show that this con­
dition is also sufficient without considering the specific form of the system of differen­
tial equations. For the linearized system discussed hereafter it can be shown to be 
sufficient using one of the conditions mentioned by Richtmyer and Morton (RM p. 85). 

So far, the effect of the non-derivative terms h in the equations has been ignored. 
For the general case the eigenvectors of the matrix M are unknown. However, for the 
specific systems of differential equations discussed in this study a similar analysis can 
be done including the non-derivative terms. Generally, this is still a complicated 

91 



matter. Below the analysis is shown for a linearized system of equations describing 
the flow of a salt water layer below a deep fresh water layer which is almost motion­
less. The equations are identical to those for a single layer of water, except for the 
reduced gravity. 

cu, da2 

dt ox 
= 0 

du da, 
_^ + ,g_^ + ru2 = 0 

where ru2 denotes the linearized frictional term. The matrices A and R (assumed 
constant) read for this case: 

0 «2 
eg 0 

R 
0 0 
0 r 

The characteristic velocities are c = ±{Ega2)^. Applying the difference method 
(A 1.6), the matrix M will have similar eigenvectors as shown before, but the vectors 
U„, no longer are eigenvectors of A. The vector u" at a specific point during a time 
step is multiplied by the matrix 

G = I-RAl~[ A 
At 
Ax 

The eigenvalues ^ follow from 

l - / i ' ( l - c o s O - A 

. At . ^ 
-•sg^sm^ 

(1 — cosO—;'-—As'm£ 
Ax 

.At . , 
— ( - — a 2 S i t \ C 

Ax 

l-p^{\- cos£,)-rAt-X 
= 0 

This gives 

1 = \rAt-p\l-cos^)+ i{// 'sin'^-(i;-AO'}* 

which corresponds to eq. (A 1.7). Introducing </> = sin î<^ it is found for the case 
that the eigenvalues are complex: 

|A|' = \-4p\\-p^)(p^-TAt{\-2p^(p) 

This expression has a maximum for 

cp = irAtil-pY' 
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Then 

e ^ - \-rAt+\p\rAt)\[-p'y' 

which is smaller than unity if 

p"" <il+irAty' (A 1.12) 

It is straightforward to show that the eigenvalues A never exceed unity in absolute 
value if this condition is satisfied. Even though this analysis is not generally valid 
because of the simplification of the equations, it is indicated that the admissible range 
for p is limited somewhat by the presence of the non-derivative terms. It is noted that 
rAt generally is small. In addition, it is stressed that the above stability analysis is a 
local one. It does not guarantee global stability, especially because of the boundary 
conditions. 

Although the truncation error is of the second order, as shown in eq. (A 1.5), this 
does not say very much concerning the actual accuracy with which waves are repro­
duced. This can be investigated by means of the propagation factor (e.g. Leendertse 
1967, Vliegenthart 1969). For simplicity the term h is again neglected. From eqs. 
(A 1.8) and (A 1.9) it was seen that each wave-component is multiplied in each time-
step by a complex number Ajv̂ , which introduces a damping and a phase shift. If one 
component is singled out for the investigation, the solution of the differential equation 
after one physical period 27i{kcy' reads at the grid-points 

u = U„,e-^'"e"'J'"' 

For the difference-equation the same time-interval is covered by 2n{kcAty^ = 
= 2n/{p^) time-steps. Its solution therefore is 

„ — IT i 2T!/(fii) ikjAx 

u — u„,A^ e 

The propagation factor T now is defined as the ratio of the solutions of the difference 
and differential equations 

T = Ajw"''"'*'e''"' (A 1.13) 

Its modulus denotes the relative damping factor D per physical wave-period. The ratio 
of the argument to the phase-shift ~2n of the physical wave gives the relative velocity 
of propagation of the computed wave c,. 

(A 1.14) 
c, = -arg(/lM)/(juO 
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Fig. 33. Damping factor D and relative velocity of propagation c,. for the Lax-Wendroff method. 
Dashed lines: equal amounts of work If (arbitrary units). 

The quantities D and c,. should both be as close to unity as possible. They can be deriv­
ed from eq. (A 1.7) for various values of p and ^. The result is given in Fig. 33. 
Here ^ = 2nAx/l, where / is the wave-length considered. The accuracy therefore de­
pends on the number of meshes in one wave-length and on the parameter p, which 
denotes the orientation of the grid relative to the characteristics. 

In the figure also lines of equal amounts of work have been drawn. The number of 
operations to cover the region is proportional to {AxAty^. If the wave-length / and 
the velocity of propagation c are constant, the amount of work is defined as 

When designing a computation one chooses a combination of p and ^ which satisfies 
conditions for D and c,. set in advance, with the smallest amount of work. 

An important difficulty arises if the velocities of propagation show considerable 
differences. This situation occurs in the present study if the full system of equations 
is considered (section A 3). Because of stability considerations one should have 
\p\ < 1 (or alternatively eq. (A 1.12)) for any wave present. This is most restrictive 
for the surface waves. The corresponding value of p for the internal wave-mode then 
may be less than 0.05. From Fig. 33 it is seen that the method is then quite inaccurate, 
unless very small values of Ax/l and corresponding small time-steps are applied, 
which makes the computation expensive. This will be even more the case for appli­
cations in two spatial dimensions. 

Concerning shock-like conditions (salt fronts), it is known that the Lax-Wendroff 
method can take care of weak solutions (RM p. 337). These satisfy global conserva­
tion laws expressing the same physical principles as the differential equations do for 
local conditions. The velocity of propagation of a front is given by 

c[u] = [f] (A 1.16) 

94 



where [ ] denotes the difference of the values on either side of the shock. It has been 
pointed out already that the dynamical equation (6.3.20) is not a conservation law, 
so that the resulting behaviour of the shock is not correct. As shown by Abraham 
and Vreugdenhil (1970), this may be important if considerable energy losses occur due 
to deceleration of the upper layer behind the front. However, in a tidal estuary the 
fronts are not expected to be very marked and to influence the flow in an essential way. 
Therefore the straightforward application of the Lax-Wendroff method is considered 
to be acceptable. 

The shape of a front deviates from a discontinuity by the action of the artificial 
viscosity. This is to be identified with the truncation error shown in eq. (A 1.5). For 
a single equation with constant coefficients, this reads (up to fourth order terms) 

du du ,, 2^Ax^5^u 2/, 2. Ax* d*u . . , ,-,s 
— + c^= -p{l-p^) ~ + p\l-p^) - ^ (A 1.17) 
dt dx 6At dx^ 24Atdx^ 

which can be solved analytically for a given initial condition (Vreugdenhil (1969)). 
It is found that the two terms shown are completely responsible for the shape of the 
front, found numerically, including secondary waves. In the original Lax-Wendroff 
method additional artificial viscosity terms were added, but in the present case this 
turned out to be unnecessary. 

Finally, the treatment of the boundary conditions is mentioned. Generally (i.e. at 
subcritical flow-conditions) a first order accurate implicit finite difference represen­
tation of the equations of continuity is used to complete the system of equations at a 
boundary. During supercritical outflow the same procedure is applied to the dynamical 
equation too. The equations (3.3.3) and (3.3.4) are treated in this way only as long as 
boundary conditions for the density are required (cf section 5.2). At the river-mouth 
a system of non-linear algebraic equations results, which can be solved by iteration. 
During supercritical inflow the conditions for the level of the interface and the velocity 
are prescribed explicitly (eq. (5.5.1)). 

2 Energy equations 

The equation describing the energy balance can be obtained as follows. By subtracting 
^Vi^v,^ times eq. (2.1.1) from Vk times eq. (2.1.6) one obtains 

5 ^ N 1 dg d , ^ , d . ^ 
Vk-jf{QVk)-iVi,Vi,-^ + Vi,-^iQVi,Vj)-iv,,Vk'^(gVj} + 

dp d Vf, ^ 

In this equation the first two terms give 

, SQ S ,^ . d ., . 
i^kVk-^ + Q-^iiVkVk) = ^(iQVkVk) 
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Similarly, the third and fourth terms result in 

Finally 
dp 3 

due to eq. (2.1.5) so the energy equation becomes 

d ., . d „ . a . . d^v. 
dt 

i^Q^kVk) + ^izQVk^kVf) + -^{pVk) + QgVi - gvvk g^ g^ = 0 (A 2.1) 

The quantity ^gvi^Vi^ can be identified as the kinetic energy per unit volume. Taking 
the time-average of eq. (A2.1) and applying the Boussinesq approximation, the 
equation for the total energy is obtained: 

ö^iiQVkVk + 2Qv'kV'k) + ^iWkVkVj + ^Qv'kV'kVj + 

+ ^Qv'kKv'j) + -^(QVkV'kV'j) + ^ipi^k + P'v'k) + 
J " 

+ P 3 3 + ? ^ 3 - ê v ö . ^ - ë v . ; ^ = o (A2.2) 

In a similar way, an equation for the energy associated with the mean flow can be 
derived from eqs. (2.2.1) and (2.2.3): 

= O 

1 2 3 4 5 6 (A 2.3) 

Here a term 

i^kVks^ieoj) 

has been neglected. It would have cancelled exactly, had the Boussinesq approxima­
tion not been made. The difference between eqs. (A 2.2) and (A 2.3) gives the equation 
for the turbulence-energy: 

-^i^QKvi) + -^(^Qv'kVii)j + igvivyj)+ gv^Vj -^ + 

1 2 3 

+ ^ ( p X ) + e V 3 , - ê v . ; ^ = 0 (A2.4) 
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These three energy-equations have the same structure. For eqs. (A 2.3) and (A 2.4) the 
terms can be characterized as follows: 

term no. 

I 

2 

3 

mean flow, eq. (A 2.3) 

local rate of change of kinetic energy per 

convection by mean flow 

loss of energy due to work done by 
turbulent shear stresses against trans­
lation of fluid elements 

turbulence, eq. (A 2.4) 

unit volume 

convection by mean flow and by 
fluctuating components of velocity 

source of energy due to work done by 
turbulent shear stresses in rotation of 
fluid elements 

work done by pressure and gravity; 
loss or gain depending on situation 

"diffusion" by fluctuations of pressure 

loss of potential energy by transfer 
of mass against gravity 

direct viscous dissipation of energy major part: dissipation by viscosity 
(Townsend 1956) 

These equations are discussed e.g. by Ellison (1957), Townsend (1958), Stewart (1959). 
They can be simplified by considering the order of magnitude in the same way as in 
section 2.3. The main terms then turn out to be: 

mean flow: 

d ., . _dx _dp _dp 
-i-iiQVkVk)-u^r- -I- u-5- -I- y ^ 
dt oz dx dy 

turbulence: 

d du 

dt 
(iQv'kVi,) + ^—{igvlü^j + p'v'j)-T — -f- gf- gw',,-—• = 0 

dx oz 

.7551 
dz^ 

where 
^1,2,3 = x,y,z 

,2,3 

X = -QV\t>'3 

= 0(^3 

A - A - J_ 
dr ~ a7 "̂  ^'dx: 

(A 2.5) 

(A 2.6) 

A discussion of the mechanism of the turbulent process in terms of the energy flow is 
given by Stewart (1959). A somewhat simplified picture is the following. In eq. 
(A 2.5) some term represents a source of energy; this may be either the convective 
term or the pressure-term. 
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This energy is used to overcome the loss of energy, represented by the part of the 
work by the shear stress {Udxjdz). This energy is transferred to the turbulent motion, 
but not at the same location. This follows from the fact that the terms Udxjdz and 
xdujdz cancel when they are integrated over the water-depth, but not locally. The 
energy, thus available for the turbulence, together with energy possibly contributed 
by convection, is lost into potential energy due to the upward turbulent mass-flux 
{gf) and in dissipation due to viscosity. The portion of the gain of energy going into 
potential energy is represented by the flux Richardson number Rf: 

Rf ggw 

Qu'w' 
du 

(A 2.7) 

The second term in eq. (A 2.6) serves to redistribute the energy over different heights 
(turbulent diffusion). In unsteady flow, the process of energy-transfer is not in equili­
brium because of the local "storage" of kinetic energy. Schematically the situation is 
given in Fig. 34. 

turbulent 
motion 

Fig. 34. Energy transfer. 
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In the same way an equation describing the intensity of the turbulent density-
fluctuations can be derived. To this end, eq. (2.2.1) is subtracted from eq. (2.1.1): 

^Q' C) ._ , ,_ , , -7—,. „ d^Q 

Multiplying by g' and taking the time-average: 

d , , -7T. d ,,—n- ,—i7--,-, - n dg . , d^g' 

dt dx, 'dx, CXjdXj 
(A 2.8) 
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The terms can be interpreted in a similar way as those in eqs. (A 2.3) and (A 2.4). 
By considering the order of magnitude of the terms, the equation can be simplified to 

^(i?^) + f (iTV) +/^' -es'^^^O (A 2.9) 
dt dz dz dz 

The mixing-length hypothesis, applied in Chapter 4, can be derived from eqs. (A 2.6) 
and (A 2.9) by further neglecting the convective and turbulent diffusion terms and by 
considering steady flow. In addition to this, expressions for the dissipative terms have 
to be found. 

The dissipation by viscosity is effectuated in the smallest eddies. The generation 
mainly takes place in the large-scale eddies. The transfer from large to small scales is 
a process of non-linear interaction. Of course, the actual dissipation is governed by 
viscosity. However, the amount of energy to be dissipated is determined by the large-
scale eddies, as follows from the process described above. This means that the dissi­
pation process adjusts itself to the amount of energy being transferred, and that it will 
not show an explicit dependence on the Reynolds number. In this respect it has been 
noted (e.g. Bradshaw 1961) that the turbulence spectra in equilibrium boundary 
layers, when scaled to the shear velocity (xjg)^, almost coincide, especially for the 
small eddies, i.e. for the part which determines the dissipation. Therefore a first 
approximation for the dissipative term, taking dimensional considerations into 
account, is 

evü*T—r^ = -e^-T-^ (A2.10) 
dXjdXj 11 

A similar expression is given by Bradshaw, Ferriss and Atwell (1967) and Townsend 
(1961). Making similar assumptions for the diffusion term in eq. (A 2.9), 

ö 7 ^ = - ^ (A2.11) 
dXjdxj 121^16 f 

In these equations l, and /j are length parameters. 
With these expressions and with the neglections mentioned above, eqs. (A 2.6) and 

(A 2.9) become: 

r---gf-Q^^ =0 (A2.12) 
dz Zj 

1 + ^JL^ 
dz /,|T/ê|* 
^ ' + - T ^ = 0 (A 2.13) 
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From these equations the turbulent shear stress T and the turbulent mass-flux ƒ can be 
expressed as 

\xlg\^ = l,^^li±i(\-4^RiJ\sign{T) (A 2.14) 

dg du \ , . , / . , I2 

where 

./^= - / . ' 2 ^ ^ | i + i ( l - 4 - ^ K / ) ysign(T) (A2.15) 

dg --,(du 

"•^-^i^ [d-z 

is the local Richardson number. For homogeneous flow, Ri = 0 and eq. (A 2.14) 
reduces to the familiar mixing-length hypothesis. Generally, one could define mixing-
lengths /j for momentum-transfer and If for mass-transfer by 

\T:le\ = /T^sign(T) 

^=-'fd-zd-z''^''^'^ 

which corresponds to eqs. (A 2.14) and (A 2.15) if 

(A 2.16) 

lj = lJ,\^ + i{\-4'^Ri^' 

Qualitatively, these expressions are in accordance with literature where a dependence 
on the Richardson number has been found (e.g. Ellison and Turner 1960, Francis c.s. 
1953, Kent and Pritchard 1959, Bowden 1962). The positive sign has been chosen 
because of the observed tendency. A quantitative application of eq. (A 2.16) is not 
possible without further assumptions, the behaviour of the length-parameters l, and 12 
being unknown. 

3 Characteristics 

The equation for the characteristic velocities 

dx 
' = dt 
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resulting from the system of diff'erential equations (3.3.3). . .(3.3.8) reads 

ic-u,){c-U2)\_{(c~u,)'-gai}{ic-U2)'-ga2}-il-E)g'a,a2'] = 0 (A3.1) 

Two characteristic velocities can be derived immediately: 

c„ = u,,2 (A 3.2) 

The remaining ones are the roots of the equation 

(j>{c) = {{c-u,)^-gai}{ic-U2)'-ga2]-{\-e)g'a,a2 = 0 (A 3.3) 

The latter equation also results from the system without mixing (3.3.9) to (3.3.12), the 
only difference being that the value of e is then fixed. 

A graphical method to investigate eq. (A 3.3) is described by Abbott and Torbe 
(1963). Its character can also be investigated analytically. The larger of the values a, 
and ^2 's denoted by a+, the smaller by a_. The corresponding velocities are denoted 
by u+ and M_. Now it is easily seen that (/)(c) is negative at 

c = Ui ± igoi)^ and t/j ± (fiffl2)* 

The derivative (j)'(c) has one zero in each of the intervals 

(M+-(fira+)^, M_-(0a_)*) 

{u_-{ga_y, u_+{ga_)*) 

(u.+iga.)^, u++{ga^)^) 

This means that (j)(c) must have two zeros (and not more than two) outside these inter­
vals. As M, and «2 are small relative to (ga+)^, these roots will be of the order (ga+)^ 
or larger. From the constant term in eq. (A 3.3) it is concluded then that the other 
pair of zeros must be of the order {Ega + )^ or smaller. These roots certainly are in­
cluded in the interval 

|c| < Uga^)^ 

If one assumes in addition 

l«l,2l < i(fifö+)* 

one has from eq. (A 3.3): 

^(c) = (c—u-)^(c — u+)^ — ga+(c — u-)^—ga-ic-u+)^ + Eg^a,a2 = 

= {c-u^)^{(c-u+)^-ga+}-ga-{c-u+)^+Eg^aia2 < 

^ -ga^{c-u+f + Eg^a,a2 
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If 8 = 0 , it is seen that (j){c) is negative in this region, so the pair of small roots is 
complex then. There is one exception, viz. the case in which w, = 1/2- Then the small 
roots are 

c, = w, = M2 

Except for this case, the system is not fully hyperbolic if e = 0 , which indicates an 
unstable behaviour. 

For the general case eq. (A 3.3) is illustrated in Fig. 35. The larger pair of roots can 
be found analytically by introducing 

c = Co-t-c, 

into eq. (A 3.3), where CQ ~ (gh)^ and c, ~ M,,2, which is an order of magnitude 
smaller. By retaining the largest terms in the equation, one finds 

Co = ±igl')^ 

The second largest terms give 

Ci = (aiW| +a2U2)jh 

0(c) 

FULL EQUATION t A . 3 , 3 ) 

^ ' • THE SAME WITH E - O 

Characteristic 
equation APPROXIMATION FOR SMALL C ( A 3 5 ) 
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so the velocity of propagation for the surface wave mode is given approximately by 

c,=iaiUi+a2U2)jh ±{gh)i (A3.4) 

The smaller pair of roots now must be of the order e* as stated above. Then the 
product (f — W|)̂ (c —1/2)̂  in the equation can be neglected. There remains 

-gai{c-U2)^-ga2{c-Ui)^ + Eg^aia2 = 0 (A3.5) 

which is shown in Fig. 35 as a dotted line. The roots are the velocities of propagation 
for the internal wave mode 

Ci = (aiU2 + a2Ui)jh ± {Ega^aih'Xl -F^^ (A 3.6) 

where F = {Ui—U2){egh)~^ is the internal Froude number. From this expression, 
too, it can be concluded that c, is real for £ = 0 only if w, = 1/2-

The order of magnitude of c,- and c^ is determined by the square roots in eqs. 
(A 3.4) and (A 3.6). The ratio is 

Cilc,'^{Ba,a2h-\\-F')}^ 

Here e < 0.03 for sea-water and aia2h~^ < 0.25. Also F may not be negligible with 
respect to unity. The ratio therefore is certainly smaller than 0.087 and may be as 
small as 0.01. 

Usually the velocities M,_2 will not be important compared to (gh)^, so neither of 
the surface wave velocities c^ will become zero. The internal wave velocities, however, 
can change sign very well. Criticalflow occurs if one of the C; vanishes. From eq. (A 3.5) 
this is seen to occur if 

M? ui 
Ega, Ega2 

(A 3.7) 

If both Ci vanish, the flow is said to be doubly critical. Then one has in addition to 
(A 3.7) 

(A 3.8) 

as can be derived from (A 3.6). From eqs. (A 3.7) and (A 3.8), combined with 

h = 0,-1-02 

q = a^Ui +a2U2 
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it is possible to derive «2 and «2 explicitly: 

a 2 = \h + \q{Egh)-^ \ 
(A 3.9) 

1,2 = \qjh + \(Eghy J 

4 Estimates of approximations 

In the derivation of the two-layer model (Chapter 3) two assumptions have been made, 
which can be checked to some extent using measurements. To this end, measurements 
in the Rotterdam Waterway (Fig. 14) are applied, made on 22-6-1956. In the relevant 
region the following data have been obtained at hourly intervals during about one 
tidal cycle. 

km 1030 1026.5 1023.4 

water level 1 1 1 
vertical velocity profiles 4 none 4 
vertical salinity profiles 3 4 4 

The level of the interface and the mean velocities in each layer, used in Chapters 7 
and 8, have been determined from these measurements. Of course these data are not 
representative for any estuary. However, the Rotterdam Waterway is a good example 
of a partly mixed estuary. This gives some confidence that the following results have 
some more general validity. 

The first approximation to be evaluated is the neglection of the dispersive terms f, 
and F2 in section 3.2. If they are retained for a moment, the equation of mass-conser­
vation for the lower layer (3.2.7) gives, after averaging over one tidal cycle and over 
the entire length of the salt wedge: 

L L 

(M2"2) , + (/'2), = J(è,./;),dx+ J(w,eA),d^ (A4.I) 
0 0 

assuming the situation to be in equilibrium. The notation () , is used to indicate a 
tidal mean value. The terms in the left-hand member are taken at km 1030, to be 
identified with x = 0 for the moment. Eq. (3.2.6) after a similar operation results in 

(^2"2), = I(^w,.),dx (A 4.2) 
0 

which means that the net flow into the lower layer at km 1030 must have left the lower 
layer through the interface. Subtracting g^ times eq. (A 4.2) from eq. (A 4.1) gives a 
picture of the salt balance: 

(Ae2^2"2), + (f2), = I {bifi),dx + I (w,.Aft^.),dx (A 4.3) 
0 0 
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The left-hand members of the latter two equations can be derived from the measure­
ments. To make an estimate of the right-hand member of (A 4.3), an assumption is 
made concerning ^g,-. For simplicity it is assumed to be constant at 10 kg/m''. The 
last term in (A 4.3) then is approximated by 

L 

Aej(^ivv,),dx 
0 

which can be computed from (A 4.2). The third term in eq. (A 4.3) then can be 
found from the balance of the equation. Results are shown in Fig. 36. It should be 
noted that the four terms need not balance at each instant, but only in the mean val­
ues. These can be summarized as follows: 

km 1030 interface 

convection -I- dispersion = turbulent flux -I- vertical convection 
6200 + 200 = 4200 -l- 2200 kg/s 

s.to 

HOOF, 

-s - io 

- l O 

SOOCr mVs 

A 3 " J 

-SOGO 

2 0 h 

— ^ ^ after 48 h interpolation for pcrlodicltjr 

Fig. 36. Salt and water balance (Rotterdam Waterway 22-6-1956). 

The figure for the dispersion term is not very accurate because of the small number of 
velocity and salinity profiles in the cross-section. Yet it is clear that it is quite small 
with respect to the other terms. 

A more serious approximation is made in section 3.3 in the pressure terms. It has 
already been noted in that section that this approximation is quite justified for the 
upper layer. In the lower layer, however, the ratio between the neglected integral and 
the essential term 

p^^^hj,— 
• ' ! ( , ) ( e - e 2 ) d X 3 

(A 4.4) 

dx {K02-ei)fl2} 

105 



o 
ON 

Table 9. Error in pressure-term for case without mixing. Measurements 

hi 

iz]ofl,= (AQ = 25 kg/m») ƒ fe-/i(,)(ë-1 
Ac 

time li km km 

1030 1026.5 1023.4 1030 1026.5 
(h) (m) (kg/m) (kg/m) 

-
13.40 
13.35 
13.40 
13.30 
13.40 
13.60 
14.00 
14.60 
14.75 
14.60 
14.30 
13.75 

-
925 
440 
244 
220 
195 
238 
393 
1248 
1711 
2315 
2090 
1622 

901 
515 
206 
77 
29 
12 
46 
221 
580 
984 
1334 
1431 
1019 

607 
280 
95 
26 
8 
2 
3 
8 

157 
663 
1004 
1109 
847 

-
143 
103 
69 
63 
51 
54 
67 
140 
108 
88 
105 
140 

143 
109 
60 
27 
11 
5 
15 
45 
74 
105 
119 
119 
122 

from Rotterdam Waterway 22-6-1956. 

difference in 
025)dA:3 „ 

izlgfla" integral p 
between kms 

1023.4 1030 1026.5 1030 1026.5 1030 1026.5 
1026.5 1023.4 1026.5 1023.4 1026.5 1023.4 

102 
65 
30 
10 
3 
1 
1 
3 
38 
94 
114 
122 
129 

-
410 
234 
161 
191 
183 
192 
172 
668 
727 
981 
659 
603 

294 
235 
111 
51 
21 
10 
43 
213 
423 
321 
330 
322 
172 

-
34 
43 
42 
52 
46 
39 
22 
66 
3 
31 
-14 
18 

41 
44 
30 
17 
8 
4 
14 
42 
36 
11 
5 
-3 
-7 

-
0.08 
0.18 
0.26 
0.27 
0.25 
0.20 
0.13 
0.10 
0.00 
0.03 
0.02 
0.03 

0.14 
0.19 
0.27 
0.33 
0.38 
0.40 
0.33 
0.20 
0.09 
0.03 
0.02 
0.01 
0.04 



Table 10. Error in pressure-term for case with mixing. Measurements from Rotterdam Waterway 22-6-1956. 

time 

(h) 

6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 

h 

(m) 

_ 
13.40 
13.35 
13.40 
13.30 
13.40 
13.60 
14.00 
14.60 
14.75 
14.60 
14.30 
13.75 

Ao = 

km 

1030 
(kg/m 

_ 
6.4 
5.5 
4.9 
6.8 
8.1 

12.2 
13.8 
12.0 
8.6 
1.2 
1.7 
5.1 

0 2 - 0 1 

1026.5 
') 

7.6 
7.3 
3.7 
2.8 
2.4 
2.0 
5.3 

10.7 
14.7 
13.1 
11.0 
10.4 
8.8 

1023.4 

8.9 
7.8 
4.6 
2.4 
1.1 
0.7 
0.9 
3.1 
9.0 

12.0 
10.6 
9.2 
9.5 

iJgOa 

km 

1030 1026.5 
(kg/m) 

_ 
156 
71 
44 
28 
68 
67 

192 
665 
615 
43 
84 

190 

133 
88 
63 
21 
23 
16 
43 

168 
381 
514 
570 
580 
300 

1023.4 

184 
85 
36 

8 
13 
4 
9 
8 

119 
403 
431 
348 
248 

hi 

fix,-
hb 

km 

1030 
(kg/m 

_ 
2 
1 
0.7 
0.7 
2 
2 
6 

19 
9 
0.2 
0.3 

2 

-h)(p-

1026.5 
) 

2 
1.5 
0.7 
0.2 
0.2 
0.1 
0.7 
4 

11 
11 
9.7 

11 
5 

-Q2)dX3 

1023.4 

5 
2 
0.5 
0.1 
0.1 
0.0 
0.0 
0.1 
3 

12 
9.9 
7 
6 

difference in 

iAQa2^ 
between kms 

1030 
1026.5 

_ 
68 
8 

23 
5 

52 
24 
24 

284 
101 

-527 
^ 9 6 
-110 

1026.5 
1023.4 

-51 
3 

27 
13 
10 
12 
34 

160 
262 
111 
139 
232 

52 

integral 

1030 
1026.5 

_ 
0.5 
0.3 
0.5 
0.5 
1.9 
1.3 
2 
7 

-2 
-10 
-11 

-3 

1026.5 
1023.4 

-3 
-0.5 

0.2 
0.1 
0.1 
0.1 
0.7 
4 
8 

-1 
-0.2 

4 
-1 

P 

1030 
1026.5 

_ 
0.07 
0.04 
0.02 
0.10 
0.04 
0.05 
0.08 
0.02 
0.02 
0.02 
0.02 
0.03 

1026.5 
1023.4 

0.06 
0.17 
0.01 
0.01 
0.01 
0.01 
0.02 
0.03 
0.03 
0.01 
0.00 
0.02 
0.02 



may assume appreciable values. The denominator is the term which is mainly respon­
sible for the characteristic velocities of the internal wave mode. The values of P will 
be different for the models with and without mixing, as the level of the interface and 
the densities in each layer are different. 

The gradients in eq. (A 4.4) can be determined between km. 1030 and 1026.5 and 
between km. 1026.5 and 1023.4. The results are given in Tables 9 and 10. The large 
distance between the measuring sections probably causes the gradients to be inac­
curate. However, a reasonable estimate of the order of magnitude is considered 
possible. 

It is concluded that for the case with mixing the values of/? generally do not exceed 
a few percents. There are some exceptions, but these are due to small values of the 
denominator of eq. (A 4.4). The neglection of the integral turns out to be fully justified. 
The error is so small that a possible improved representation, using density profiles 
e.g. from section 4.3, does not make sense, considering the uncertainties in other, 
empirical, parameters in the mathematical model. 

For the case without mixing the figures for jS are considerably larger. Again, the 
largest values are due to the smaller values of the denominator. The largest error (66) 
is only 7 percent of the largest gradient (981). Yet errors up to 20% are not uncommon. 
This means that the neglection of the integral in this case is rather doubtful. A closer 
approximation using density profiles is impossible in this case, as no density profiles 
can be derived. 
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