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‘Knowing what you are doing’ is a simple, 
but elemental value for any (care) profes-
sional. Acknowledging that treatments in 
healthcare can be inherently harmful, and 
the practice of medicine often involves 
weighing one harm (the disease) against 
the other (the treatment), it is obviously 
vital to know and understand the effects 
of medical interventions on humans. 
However, healthcare is becoming increas-
ingly complex, not in the least due to 
the abundant body of in- depth knowl-
edge that professionals need to weigh 
into their decisions for patients. Data 
science is rapidly changing healthcare as 
we speak, creating tools such as scores,1 2 
benchmarks provided by clinical audits3 
and guidelines that alter our clinical strat-
egies. Artificial intelligence and machine 
learning solutions may be less compre-
hensible than the information provided 
by, for example, guidelines, but are revo-
lutionising the world and healthcare at 
an unstoppable speed.4 The added value 
of these developments is not in ques-
tion, and neither is their position within 
healthcare.5 The real issue is, how can we 
as clinicians come to trust these tools and 
use them to improve care?

Feedback on performance, including 
visual graphs such as statistical process 
control charts to monitor patient 
outcomes,6 is important as a way to 
evaluate treatment and policy decisions, 
to enable implementation of changes if 
patient outcomes deteriorate. To be able 
to act on performance feedback, clinicians 
need to understand it, so feedback should 
be as simple and intuitive as possible. This 
was the rationale for the new chart devel-
oped by Cordier and colleagues in this 
issue of BMJ Quality & Safety that can be 
used for quality improvement in surgery.7 
Their study revolves around the dilemma 
of using simplified tools that may be 

easier to use against charts conveying 
more, or more statistically accurate infor-
mation, but which may be too complex 
for surgeons to use in practice. They 
state that ideally ‘The selected tools must 
balance statistical rigour with surgeon 
usability, enabling both statistical inter-
pretation of trends over time and compre-
hensibility for surgeons, their primary 
users.’ Cordier and colleagues therefore 
combine the simpler and more intuitive 
Observed minus Expected (O−E) chart 
with the statistically robust risk- adjusted 
CUSUM chart to provide a balanced 
solution and provide an example of its 
use using surgical data. With this chart, 
surgeons are able to identify sequences 
of abnormal changes in outcomes and 
quantify the amount of associated adverse 
events during these sequences. This adds 
to other literature of dual charts, in which 
the informative (statistical) properties of 
different chart types are combined.8

TAPPING INTO CLINICIAN INTUITION
A key prerequisite for using a statistical 
chart in a clinical setting is conveying 
information intuitively, and Cordier and 
colleagues7 considered the O−E chart 
as highly intuitive to visualise the safety 
of care over time in the combined chart. 
However, they did not provide evidence 
supporting that notion. It does operate 
on a procedure- by- procedure basis, which 
may make it better aligned with the clini-
cian mental model as clinicians are known 
to have difficulty in translating aggre-
gated data into patient- centred actions.9 
But what makes something intuitive? One 
of us is a surgeon, who can walk down the 
corridor in the ER and immediately sense 
that something is up, intuitively picking 
up various soft signals. The other is an 
epidemiologist who will not catch these 
signals when walking that same corridor 
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at the same time. Instead, she will immediately pick 
up any abnormality in a dataset or figure, which might 
be missed by the other. This simple example shows 
how the different training that we both had will deter-
mine what signals we will intuitively pick up. Whether 
something is intuitive or not is not a one- size- fits- all 
but is influenced by various factors, most notably 
education and training. Even where surgeons may rely 
on those with statistical expertise to help them select 
which chart to use, the question is still whether these 
graphs convey what they need to know to improve 
their work and are able to correctly interpret and use 
them. For instance, is it enough to know one’s perfor-
mance has significantly become worse for a surgeon 
to take action—information one can obtain from the 
CUSUM chart when an alert is generated—or is the 
absolute number of patients harmed also needed? 
Could providing the absolute numbers inadvertently 
have adverse effects, for example, not taking action 
if numbers are too low? Do I trust the signal given by 
this chart, even if I do not exactly understand what 
the threshold is for such a signal? These are important 
questions that require further testing and research. 
For now, the implication is that we should not assume 
charts are intuitive but offer education—needed in 
most QI initiatives10—or add narratives to the charts 
to ensure proper interpretation. But more is needed.

THE NEED FOR EXPLAINABLE DATA AND TOOLS
Professionals working in healthcare, including doctors 
and other staff overseeing quality and safety, will 
only take action when they trust the information to 
be correct and feel they are the designated actors to 
take responsibility. A known first response to data 
signalling deteriorating performance is often ‘the data 
are wrong’. But even if one considers the data to be 
correct, the response is often ‘it is not my responsi-
bility’. How do we create an environment where the 
data are trusted, and it is clear who has the respon-
sibility to act on the information? The Dutch Insti-
tute for Clinical Auditing (DICA) started to system-
atically gather clinical data to create a benchmark on 
outcomes in 2009 with the Dutch Surgical Colorectal 
Audit (DSCA), and was a pioneering clinician- led initi-
ative.3 11 The fact that data were collected by and for 
clinicians, together with a chart that could be under-
stood with little explanation, likely contributed to the 
eventual adoption and trust by the clinical community. 
Not because the medical community fully understood 
or even agreed with all the methods used, but it had 
come to trust the data to be the ‘best possible informa-
tion’. But it still is a shaky trust, and innovations ‘from 
the outside’, in particular, encounter many obstacles to 
adoption in healthcare.12

Meanwhile, we increasingly use various tools and 
technologies in healthcare to support our treatment 
and policy decisions, such as the above- mentioned 
guidelines, decision support tools and other clinical 

scores. We need these to be able to process multiple 
sources of knowledge and information, as there is just 
too much to know, too much information to compre-
hend and weigh for an individual (care) professional. 
For these advanced tools as well as information systems 
on performance and patient outcomes, the issue is 
whether we fully understand and trust them and the 
information on which they are based.

Let’s take as an example the decision of which anti-
coagulant is best for an 88- year- old female patient 
with paroxysmal atrial flutter, no history of smoking 
or signs of atherosclerosis and a tendency to fall due 
to inner ear problems. This decision is determined by 
scores and guidelines, and there is no way of knowing 
whether the provided advice is the best for my indi-
vidual patient. It comes down to the trustworthiness 
of these information sources and their ability to serve 
the true needs of my patient. Questions that immedi-
ately come to mind are: Are the results explainable? 
Do these scores consider all aspects we deem relevant? 
What data sources are these calculations and recom-
mendations based on? Who funds this research or 
researchers? In other words, can we trust the advice as 
truly being the best for our patient? With the necessity 
for, and availability of, transdisciplinary approaches 
in medicine, it is difficult to merge knowledge13 and 
build trusted systems. Methods from other sciences, 
such as game theory from mathematics14 15 and human 
factors engineering,16 are being introduced into medi-
cine and quality improvement, but such transdisci-
plinary approaches need guidance and leadership to 
flourish.17 Instead of an individual profession, medi-
cine is in a transition to become a transdisciplinary 
team science18 and this evokes new questions in how 
we guide this transition.

TRUST AND RESPONSIBILITY ARE KEY
One of the key questions is how we allocate respon-
sibility. Clinicians are both morally and legally 
responsible for diagnostic and treatment decisions, 
and clinical strategies to ensure safe care. But who is 
responsible if clinicians follow the recommendations 
from decision support or prediction tools created 
by non- clinicians, which turn out to be harmful for 
certain patient groups?19 The relevance and weight 
of the (felt) responsibility by medical professionals 
should not be underestimated. Historically, the indi-
vidual care professional is held fully accountable for 
outcomes of care, and this has not changed at the same 
pace with the transition towards healthcare as a collab-
orative effort that includes non- clinical disciplines. 
This responsibility is thoroughly felt by clinicians who 
therefore often strive to keep control, a behaviour that 
may be misconceived as a hindrance or arrogance. 
So, how to deal with care responsibility in a transdis-
ciplinary environment? Can we design a better align-
ment of responsibilities to optimise safe care? A rele-
vant question in the context of the article by Cordier 
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and colleagues could be who would be responsible if 
signals of deteriorating performance are missed? This 
issue relates to the wider problem of shared respon-
sibility, such as the issue of healthcare institutional 
boards’ responsibility in safety in healthcare.20 The key 
issue here, whether we talk about embracing advanced 
methods for monitoring or clinical decision- making 
or governance in healthcare, is that we need to build 
trust. The first step is to do this through mutual under-
standing and collaboration, and by applying design 
thinking for technological innovations,21 so that the 
user’s needs are properly identified and addressed an 
iterative, transdisciplinary design process. But it also 
requires updated regulatory frameworks that cover the 
responsible design of technological innovations and 
appropriately share accountability.

Coming back to the article by Cordier and 
colleagues, is the solution to balance understandability 
with rigour? Or would it be better to maximise the 
statistical rigour and use separate design methods to 
inform clinicians in an understandable manner? The 
question should not primarily be how mathematicians 
can create an understandable chart, but whether and 
how care professionals can trust the information and 
signals resulting from these tools. We think that data 
science and advanced methods are needed to continue 
improving care. However, building trust through 
transdisciplinary understanding and collaboration in 
teams, with a balanced division of responsibilities and 
accountability, is key to responsibly use innovations in 
healthcare.
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