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Abstract

An important challenge in the electrification of aircraft propulsion systems is the design of thermal
management systems because of an increased heat load that needs to be dissipated. As an alternative
to high-drag external heat exchangers, one can consider surface heat exchangers to dissipate the extra
thermal energy. This reduces the size of the external heat exchangers and consequently reduces
drag. However, a non-adiabatic wall can affect skin friction through a movement of boundary layer
transition. Limited studies are available on the effect of non-adiabatic surfaces on laminar-to-turbulent
transition in swept wing boundary layers dominated by crossflow instability (CFI). Therefore, the current
work experimentally investigates the effect of surface heating on the stability and breakdown of the
stationary crossflow instability. The experimental work is supported by Compressible Linear Stability
Theory (CLST) computations.

Hot-Wire Anemometry (HWA) and Cold-Wire Anemometry (CWA) measurements of the boundary
layer are performed on the STEP model, which features a 45°swept flat plate, for both adiabatic and
heated surface conditions. Both the experimental and CLST results show a destabilisation of the pri-
mary instability linked to the increase in the growth rate of the stationary crossflow (CF) mode. The
experimental results show that the type-I secondary CF instability exhibits a larger magnitude in the
presence of wall heating and the mode emerges upstream compared to the adiabatic wall condition.
The type-III mode displays a significant increase in magnitude in the presence of wall heating, thereby
indicating a considerable destabilisation. The effect on laminar breakdown is identified by analysing
velocity fluctuations in the 12−17 kHz frequency band in planes parallel to the surface for two different
wall distances. A temperature ratio of Tw/Tf = 1.035 is found to advance breakdown by 5.7%.
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1
Introduction

This chapter is written to introduce the research topic to the reader by providing context, relevance,
background theory, a literature review and, eventually, the research objectives.

1.1 Motivation
The ongoing climate crisis requires the reduction of greenhouse gas emissions. This necessity is driv-
ing a global redesign of the current transportation methods. Different technologies and approaches are
being investigated within the aviation industry to lower its contribution to climate change. These include
increasing the efficiency of existing propulsion technologies, introducing sustainable aviation fuels, re-
ducing direct carbon emissions (hydrogen combustion) and true zero-emissions through electrification
(battery-electric and hydrogen-electric technology). Some of these true zero-emission technologies are
currently being developed and tested by large stakeholders in the industry. For instance, Rolls-Royce
is developing hydrogen combustion technology (Rolls-Royce, 2022) and Airbus is ground testing its
ZEROe Fuel Cell engine (Airbus, 2023). A challenge of these true zero-emission technologies is the
thermal management of these systems as they produce a large amount of heat that needs to be dis-
sipated (Coutinho et al., 2023). The conventional approach uses external heat exchangers, such as
ram-air cooling solutions, that re-direct the airflow for cooling purposes. The main disadvantage of this
solution is its pressure drag penalty (Schlabe & Lienig, 2014).

An alternative to the conventional heat exchanger is the use of the aircraft’s skin as a heat exchanger.
The advantage of this technology is that it reduces the size of the required external heat exchangers,
thereby decreasing pressure drag. However, one has to consider that this technique could also increase
the aircraft’s skin friction drag. Small perturbations are introduced in the boundary layer that grow in
space and time, eventually triggering laminar-to-turbulent transition of the boundary layer. The process
between the introduction of the disturbance and transition is also referred to as boundary layer stability.

Turbulent boundary layers exhibit higher wall shear stress than laminar boundary layers. Thus,
delaying boundary layer transition is advantageous to reduce skin friction drag, which constitutes up
to 50% (Marec, 200) of the total aircraft drag. Hence, it is important to understand how surface heat
transfer affects the boundary layer stability and, consequently, transition.

The effect of non-adiabatic surfaces on boundary layer stability is not a new topic and has been widely
investigated considering Tollmien-Schlichting waves, see for example Costantini et al. (2016), Frick
and McCullough (1942), Liepmann and Fila (1947), and Özgen (2004). This instability type is typically
dominant in the presence of an adverse pressure gradient in two-dimensional boundary layers such
as unswept wings (Joslin, 1998). However, most commercial aircraft are designed with swept wings to
delay drag divergence, so larger cruise speeds can be achieved. Such swept wings develop a three-
dimensional boundary layer which is typically susceptible to crossflow instabilities (CFI) (Saric et al.,
2003).

The effect of non-adiabatic surfaces on the stability of the crossflow instability is yet not well un-
derstood and lacks experimental research. Thus, combined with the technological advances in the

1
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(a) (b)

Figure 1.1: Schematic of a boundary layer in the streamwise direction. (a) Visualisation of a boundary layer over a
semi-infinite flat plate, reproduced from Bergman et al. (2011). (b) Control volume for integral analysis of the boundary layer,

reproduced from White (2006).

electrification of propulsion systems such as aircraft hydrogen fuel cell technology that generates a
considerable heat load, the objective of the research in this MSc thesis is to investigate the effect of
surface heating on the stability and transition of the three-dimensional laminar boundary layer domi-
nated by crossflow instabilities.

1.2 Fundamentals of Boundary Layers
1.2.1 Velocity Boundary Layer Theory
As a fluid flows over a surface, a velocity boundary layer (also denoted boundary layer (BL) in the
remainder of the document) develops if the Reynolds number (Red = ρUd

µ where µ represents the
viscosity of the fluid, ρ the fluid’s density, d the characteristic length of the object and U the fluid’s
velocity) is sufficiently high. In the present study, a fluid dynamics problem is investigated considering
air flows with a low viscosity, hence the Reynolds number is sufficiently large for the boundary layer
concept to apply. In the boundary layer concept, viscous forces are considered to be isolated to the
thin region near the wall (the boundary layer). In contrast, the external flow (outside of the BL) is
considered to be inviscid. The boundary layer is conditioned through the interaction with the wall at
which a no-slip condition is imposed through viscous forces. Considering a stationary surface, the
velocity has to become zero at the surface, thereby creating a large shear between the wall and the
external conditions bridged by the boundary layer. The development of a boundary layer over a swept
flat plate is visualised in Figure 1.1a.

A set of parameters can be defined to gain insights into the development of the boundary layer.
Firstly, the boundary layer thickness δ99 quantifies the wall-normal distance where the velocity inside
the boundary layer reaches 99% of the local external velocity (δ99 = y(U = 0.99Ue) with U being
the local velocity and Ue the external velocity). Secondly, the displacement thickness δ∗ is defined
which specifies the displacement of a streamline outside of the boundary in the wall-normal direction.
δ∗ is obtained through an integral analysis between the undisturbed flow (i.e. before the leading edge
(LE)) and the local boundary layer condition. One can define a control volume limited in the streamwise
direction by these boundaries while defining the domain in the wall-normal direction by the wall location
and the streamline yielding Figure 1.1b. Evaluation of the continuity equation of this control volume can
be shown to reduce to Equation 1.1 (White, 2006) for a compressible boundary layer. The usage of the
compressible form as the to-be-discussed non-adiabatic wall modifies the density across the boundary
layer. In Equation 1.1 ρ represents the local density while ρe is the density of the external flow, u
represents the local velocity and Ue the velocity in the external flow.

δ∗ =

∫ δ99

0

(
1− ρ

ρe

u

Ue

)
dy (1.1)

To express the decrement of momentum in the boundary layer compared to undisturbed conditions, the
momentum thickness (θ) is defined. This parameter specifies the movement of the wall in the undis-
turbed condition required to achieve a decrease in momentum equal to that of the boundary layer. It is
computed with Equation 1.2 (compressible form) and is derived through an evaluation of themomentum
equation on the control volume depicted in Figure 1.1b (see White, 2006).
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Figure 1.2: Visualisation of a thermal boundary layer over a semi-infinite flat plate, figure adapted from Bergman et al. (2011).

θ =

∫ δ99

0

ρ

ρe

u

Ue

(
1− u

Ue

)
dy (1.2)

A combination of the momentum and displacement thickness yields the shape factor H that provides
an indication of the shape of the boundary layer profile. The fuller a profile is, the lower the value of H
typically is. This is an important variable as the fullness of the profile provides a first indication of the
stability of the boundary layer as a decrease in the fullness is associated with a reduction in the stability
of the instability type in question (Ren & Kloker, 2022).

H =
δ∗

θ
(1.3)

1.2.2 Thermal Boundary Layer Theory
The effect of a thermal boundary condition on the dynamics of a flow problem can be typically cat-
egorised into three convection modes: forced convection, mixed convection and natural convection.
Natural convection is conditioned by buoyancy effects within the fluid, whereas heat is transported by
the movement of a fluid in forced convection conditions. If both phenomena are relevant, the term
mixed convection is used. The Richardson Number (see Equation 1.4) can be used to determine the
convection regime of the flow problem where forced convection typically is present for Ri < 0.1 and
natural convection for Ri > 10 (Zafar & Alam, 2020). In this work, forced convection is the dominant
mode, hence, Ri < 0.1.

Ri =
gβ (Tw − Tref) d

U2
(1.4)

As fluid flows over a surface with a wall temperature different from the fluid temperature, thermal gra-
dients will exist in the wall-normal direction. Applying a similar boundary layer concept to the region
where these thermal gradients exist yields the concept of a thermal boundary layer. A schematic of
the thermal boundary layer is shown in Figure 1.2. As for the velocity boundary layer, a thermal bound-
ary layer thickness (δT ) can be defined. For this definition, the temperature is generally normalised
using Equation 1.5 where T is the local temperature, Tw represents the wall temperature and Te is the
external temperature (White, 2006). The thermal boundary layer thickness is then defined such that
δT = y(Θ = 0.99) analogues to δ99.

Θ =
T − Te

Tw − Te
(1.5)

The relative thickness of the thermal and velocity boundary layer in laminar flow is a function of the fluid
properties and can be formulated as a function of the Prandtl Number Pr = µcp/k. cp is the specific heat
capacity, µ the dynamic viscosity and k the thermal conductivity of the fluid. The Pr number specifies
the relation between the momentum diffusivity and the thermal diffusivity of a fluid, thereby relating the
thickness of the velocity and thermal boundary layer. For laminar boundary layers, the relation between
δT and δ99 generally follows a form of Equation 1.6 with n being a positive constant (Bergman et al.,
2011). For example, n = 0.4 is found to satisfy Equation 1.6 well for a Blasius boundary layer with
a constant wall temperature (White, 2006). When Pr = 1, the thermal and velocity boundary layers
behave similarly (White, 2006), hence, the thermal and velocity BL thickness and profiles are similar.
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Figure 1.3: Adapted representation of roadmap to turbulence as presented by Morkovin (1994).

For air flows the Prandtl number is found to be Pr ≈ 0.71 considering atmospheric pressures and the
temperature in the range of T = 223− 373K. Therefore, the thermal boundary layer is thicker than the
velocity boundary layer for air flows.

δT
δ99

≈ Pr−n (1.6)

The presence of a thermal boundary layer affects the properties of the fluid. To be specific, for air
flows, the density ρ and viscosity µ are proportional to the temperature and thus they vary across the
temperature profile. For example, the viscosity and density of air are proportional to the air temperature.
As the temperature increases, the viscosity increases and the density decreases. The importance of
the variation of these fluid properties will be highlighted at a later stage.

1.2.3 Roadmap to Turbulence
The transition process from a laminar to a turbulent boundary layer can occur along a set of different
processes well described in the ’roadmap’ provided in Figure 1.3 as introduced by Morkovin (1994).
The shared first step is the introduction of disturbances in the boundary layer by external disturbances,
this process is also referred to as receptivity. The magnitude of the external disturbances determines
the initial conditions of the disturbance introduced in the boundary layer and it affects the route to
turbulence. For weak disturbances path A is followed in Figure 1.3, initially unstable disturbances grow
linearly after which secondary mechanisms take over and cause breakdown of the laminar boundary
layer and turbulent flow. As the initial disturbance grows in amplitude, path B to Dmay occur where the
disturbances first exhibit transient growth. If the freestream disturbances are sufficiently large, linear
growth is bypassed (Saric et al., 2002) and turbulence can come quickly through turbulent spots or
subcritical instabilities. In this work, the disturbances are considered to be small and thus path A is
considered in Figure 1.3. Consequently, path B to E is not further discussed and the reader is referred
to literature of, for example, Morkovin (1994) and Saric et al. (2002) for more information.

1.3 Three Dimensional Boundary Layer Instabilities
Following path A in the roadmap, the laminar boundary layer is susceptible to the growth of small dis-
turbances which eventually become large enough to trigger the laminar to turbulent transition. The ma-
jority of commercial aircraft have swept wings to increase the drag divergence Mach number, thereby
increasing (cruise) speed. Over such swept wings, the path of the inviscid streamline (see Figure 1.4a)
is determined by a combination of the pressure gradient and the centrifugal forces which balance the
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(a) (b)

Figure 1.4: Schematics showing the development of the crossflow instability: (a) Infinite swept wing indicating the inviscid
streamline curvature, reproduced from Dagenhart and Saric (1999). (b) Velocity profile of a three-dimensional boundary layer,

reproduced from Dagenhart and Saric (1999).

pressure force outside the boundary layer. As the momentum decreases in the boundary layer, the
centrifugal forces decrease, leading to an imbalance which results in a secondary flow component
orthogonal to the inviscid streamline called crossflow (CF) (Bippes, 1999; Saric et al., 2003), see Fig-
ure 1.4b. Depending on the conditions, such a three-dimensional boundary layer is susceptible to
attachment-line contamination, Görtler vortices, Tollmien Schlichting Waves and/or Crossflow instabili-
ties (Reed & Saric, 1989).

Attachment-line contamination occurs along the attachment-line of the airfoil as disturbances propagate
from the root towards the tip in backwards-swept configurations. Contamination of the attachment-line
can happen when turbulent flow from the fuselage boundary layer or other structures impinges on
the attachment-line of the swept wing. As the disturbances propagate along the attachment-line, the
boundary layer can be tripped, causing early laminar-to-turbulent transition. Previous studies have
shown that the damping of this disturbance has a large dependency on the LE radius. Moreover, Reed
and Saric (2014) concluded that the consensus, within available literature, is that the disturbance is
damped when Equation 1.7 is satisfied. Reu represents the Reynolds number based on the freestream
conditions with a unit characteristic length, e is the thickness ratio of the elliptical LE and r is the LE
geometrical radius.

R̄ =

√
Reu r tan(Λ) sin(Λ)

1 + e
≤ 247 (1.7)

In the absence of a turbulent disturbance, the flow propagating along the attachment-line is laminar.
However, the consensus is that an instability can grow when Equation 1.8 is satisfied (Reed & Saric,
2014). When the disturbances become large enough, the attachment-line becomes turbulent, tripping
the boundary layer.

R̄ =

√
Reu r tan(Λ) sin(Λ)

1 + e
≥ 583 (1.8)

Görtler vortices develop in shear flows over concave surfaces. These counter-rotating vortices are
streamwise vortices are linked to the previously described imbalance of the centrifugal and pressure
forces in the boundary layer (Boiko et al., 2002). However, the formation of Görtler vortices can be eas-
ily prevented by avoiding concave surfaces. Laminar flow control design wings typically do not feature
such concave surfaces (Saric et al., 2011).
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Figure 1.5: Time-averaged velocity field in the presence of stationary crossflow instabilities. Vectors represent the velocity
direction and the magnitude of the in-plane components, the contours represent the out-of-plane component. Reproduced from

Serpieri (2018).

1.3.1 Tollmien Schlichting Waves
Typically a (viscous) streamwise instability grows in the adverse pressure gradient region of a swept
wing if the crossflow component of the three-dimensional (or two-dimensional) boundary layer is rela-
tively weak. This type of instability is two-dimensional, unsteady and grows in the streamwise direction.

Tollmien Schlichting (TS) waves are susceptible to a range of disturbances: acoustic disturbances
(Leehey &Shapiro, 1980), 2D vortical disturbance (Kachanov et al., 1978) and surface roughness (Saric
et al., 1991) can all successfully excite TS waves. At low freestream turbulence levels, the growth of
the TS waves agrees well with linear stability theory and the obtained stability diagram (Schmid &
Henningson, 2000) while nonlinear growth and saturation downstream of the first neutral point occur
at higher turbulence levels (Boiko et al., 2002). The travelling waves are modulated in the spanwise
direction and secondary instabilities emerge as the disturbance grows linearly and large amplitudes
are achieved. These secondary instabilities are amplified rapidly and eventually trigger laminar-to-
turbulent transition through K-type or H-type boundary layer breakdown (Boiko et al., 2002; Schmid
& Henningson, 2000). Strong shear layers are created by the spanwise modulation of the TS waves
which leads to a set of Λ vortices. A staggered pattern of these Λ vortices as breakdown happens
due to the H-type while the Λ vortices are aligned in K-type breakdown. Again different techniques
have been developed over the years which include but are not limited to suction (e.g. Bodonyi and
Duck, 1992), tailoring of surface geometry by increasing the favourable pressure gradient region (see
Joslin, 1998), wave cancellation through active flow control (e.g. Li and Gaster (2006), Liepmann and
Nosenchuck (1982)), surface irregularities such as steps and wall heat transfer.

1.3.2 Crossflow Instabilities
Attachment-line instabilities can be prevented by avoiding a large LE radius while the Görtler instability
is prevented by avoiding concave surfaces in the wing design. TS waves can be avoided by preventing
large adverse pressure gradients, and additionally, Crossflow Instabilities dominate over TS waves for
sweep angles over 25◦ (see Joslin, 1998). Consequently, the control of CFI is of interest and is widely
studied.

An inflection point exists in the crossflow component of the three-dimensional boundary layer due
to the no-slip condition at the surface and the absence of crossflow outside the boundary layer. This
makes the boundary layer susceptible to inviscid instabilities (Bippes, 1999; Saric et al., 2003). The
instability is manifested as a set of travelling or stationary co-rotating vortices aligned with the invis-
cid streamline within a few degrees (Bippes, 1999; Saric et al., 2003). This and the distortion of the
boundary layer flow is visualised in Figure 1.5. Travelling and stationary CF vortices can co-exist, but
the dominant mode depends on certain conditions. Deyhle and Bippes (1996) found that stationary
CF modes dominate in low freestream turbulence environments while travelling CF modes dominate
in high turbulence ones. Deyhle and Bippes (1996) set Tu = 0.15% as a criterion at which travelling
CF modes start to dominate. However, White et al. (2001) found that the receptivity of the two types is
affected by the interaction between surface roughness and freestream turbulence implicating that no
simple criterion can be used. Contrary to TS waves, the crossflow instability is found to be insensitive
to acoustic perturbations (Deyhle & Bippes, 1996).

The development of the stationary crossflow vortices is divided into a primary and a secondary instabil-
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Figure 1.6: Contours of filtered velocity fluctuations (grey scale) and time-averaged velocity field (solid black lines, 10 levels
from 0 to U∞) on a swept wing model (45°). (a) Type-III mode, velocity fluctuations in the 350 ≤ f ≤ 550 Hz range (10 levels
from 0 to 0.24U∞). (b) Type-I mode, velocity fluctuations in the 5 ≤ f ≤ 6 kHz range (type-I mode, 10 levels from 0 to 0.6U∞).
(c) Type-II mode, velocity fluctuations in the 7 ≤ f ≤ 8 kHz range (10 levels from 0 to 0.6U∞). Adapted from Figure 20 in

Serpieri and Kotsonis (2016).

ity. Initially, the primary CF instability amplifies linearly in agreement with linear theory. However, due
to the co-rotating nature of the vortices inside the boundary layer, low-momentum fluid is transferred
away from the wall (upwelling) and high-momentum fluid is transferred towards the wall (downwelling)
as is also evident in Figure 1.5. This transfer in momentum eventually leads to nonlinear distortion of
the boundary layer and amplitude saturation of the primary CF instability (Bippes, 1999; Saric et al.,
2003). The presence of these nonlinear distortions leads to discrepancies between experimental re-
sults and linear stability methodologies (Haynes & Reed, 2000).

The strong spanwise modulation of the boundary layer flow by the stationary CF vortices introduces
wall-normal and spanwise velocity gradients (Saric et al., 2003) that produce high-frequency secondary
instabilities (Bippes, 1999; White & Saric, 2005). The work of Koch et al. (2000), Malik et al. (1996), and
Wasserman and Kloker (2002, 2003) shows that these high-frequency instabilities grow rapidly. This
eventually leads to the breakdown of the CF vortices and turbulent flow (Saric et al., 2003; Serpieri &
Kotsonis, 2016; Wasserman & Kloker, 2002).

Two different modes have been found to be of the Kelvin-Helmholtz type (Bonfigli & Kloker, 2007),
the type-I (or z) mode and the type-II (or y) mode. The spanwise velocity gradient ∂U/∂z imposed by
the nonlinear distortion of the boundary layer, produces the type-I modes (White & Saric, 2005). The
type-I modes are typically located in the outer region of the upwelling region (Serpieri, 2018) where the
spanwise gradient is minimum, see Figure 1.6(b). The type-II modes, on the other hand, are produced
by the wall-normal velocity gradient ∂U/∂y (White & Saric, 2005) and are typically located on top of
the primary vortices (Serpieri & Kotsonis, 2016), see Figure 1.6(c). The type-II modes typically occur
at higher frequencies than the type-I modes but have a smaller growth rate (White & Saric, 2005).

A third mode is visualised in Figure 1.6(a) near the wall at the inner side of the upwelling region which
is denoted as the type-III mode. A fundamental difference with the type-I and II modes is that these
type-III modes are not of the Kelvin-Helmholtz instability type. Instead, the type-III mode is associated
to an interaction between the stationary CF vortices and travelling CF vortices (Bonfigli & Kloker, 2007;
Serpieri & Kotsonis, 2016; Wasserman & Kloker, 2002, 2003; White & Saric, 2005). Therefore, the
type-III mode provides information about the presence of the travelling CF vortices.

Many techniques are being investigated to control this type of instability. Some of these techniques
make use of wall suction/blowing (including but not limited to Friederich and Kloker (2012a), Friederich
and Kloker (2012b), andMack (1980)), plasma actuators (see for example Dörr and Kloker (2015), Peng
et al. (2022), and Yadala et al. (2018, 2021)), forcing of sub-critical modes using Distributed Roughness
Elements (DRE) (see for example Hosseini et al. (2013), Saric et al. (2019), andWasserman and Kloker
(2002)) and surface irregularities in the form of forward-facing steps (see Casacuberta et al. (2023),
Ivanov and Mischenko (2019), and Rius Vidales (2022)).
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1.4 Influence of Non-Adiabatic Walls on Transition: CFI
The consensus behind the effectivity of non-adiabatic walls on Tollmien-Schlichting waves relates to
the instability type. TS waves are considered to have a viscous nature, and therefore, the modification
of the near-wall viscosity through non-adiabatic walls has a large effect on their growth. The desta-
bilisation by wall heating for low subsonic flow was confirmed experimentally in the 40s by Frick and
McCullough (1942) and Liepmann and Fila (1947) but also numerically later by, for example, Özgen
(2004). Recently, the destabilisation/stabilisation by wall heating/cooling was experimentally studied
and confirmed for Mach numbers 0.35 ≤ M ≤ 0.77 by Costantini et al. (2015, 2016, 2020) in a cryogenic
facility.Theisen et al. (1979) and Reshotko (1979) applied the concept of wall cooling to a hypothetical
cryogenic hydrogen aircraft numerically and found a total drag reduction of 27 and 20%, respectively,
for a temperature ratio of Tw/Tf = 0.8 − 0.87. This displays the effectiveness and potential of wall
cooling as a flow control strategy in the presence of TS waves on an aircraft design level.

In contrast, crossflow instabilities are considered to have an inviscid nature as they originate from an
inflectional instability. The effect of non-adiabatic walls on CF vortices can illustrated using a mathemat-
ical derivation. Following the derivation provided in Ren and Kloker (2022), the momentum equation is
evaluated at the wall for the x and z component yielding Equation 1.9. CFI is unstable in the presence
of a favourable pressure gradient, thus, let’s assume that dp

dx < 0, this means that no separation can
occur as ∂2u

∂2y |w < 0. ∂u/∂y and ∂w/∂y are known to be positive at the wall because of the no-slip
condition. In case of wall heating in gas flows, ∂µ

∂y |w < 0 meaning that ∂2u
∂2y |w increases (i.e. becoming

less negative). As a result, the momentum deficit in the boundary layer increases (i.e. the boundary
layer becomes less full). Consequently, the wall distance of the inflection point in the crossflow pro-
file is increased, increasing the inviscid instability (Ren & Kloker, 2022). For wall cooling in gas flows,
∂µ
∂y |w > 0, hence, a decrease in the height of the inflection point is expected, stabilising the CFI.

∂2u

∂y2

∣∣∣∣
w

=
Re

µw

dp

dx
−

(
1

µ

∂µ

∂y

∂u

∂y

)∣∣∣∣
w

(1.9a)

∂2w

∂y2

∣∣∣∣
w

= −
(
1

µ

∂µ

∂y

∂w

∂y

)∣∣∣∣
w

(1.9b)

Apart from the movement of the inflection point, it can also be shown that the crossflow component
is affected by non-adiabatic walls. By neglecting the viscous forces in the momentum equation along
the local spanwise axes, the bulk cross-pressure equation can be obtained to be Equation 1.10 where
R is the local radius of the streamline. Under the assumption of an infinite swept wing ( dp

dzs
remains

constant), the streamwise velocity component (us, the subscript s denotes the local inviscid streamline
coordinate system) and density increases for an increasing wall distance for wall heating conditions.
To satisfy the constant condition of the left-hand side in Equation 1.10, R has to increase when moving
away from the wall. This means that R is smaller near the wall in the presence of wall heating and
the curvature of the streamline is higher. This increased curvature leads to an increased crossflow
component (ws, the subscript s denotes the local inviscid streamline coordinate system) and thus a
destabilisation. In the case of wall cooling, the opposite effect is found.

dp

dzs
= − ρ

R
u2
s (1.10)

Even though the above method showcases the mechanism of non-adiabatic walls on CF vortices, the
effectiveness is commonly challenged in comparison with TS waves (e.g. Reshotko, 1979). As a
result, the effect of non-adiabatic walls on the CFI is not widely investigated. To the best of the author’s
knowledge, publications are limited to that of Eppink and Wlezien (2011), Fey et al. (2003), Lekoudis
(1980), Mack (1980), Manuilovich and Ustinov (2014), Ren and Kloker (2022), and Tempelmann, Hanifi,
and Henningson (2012).

1.4.1 Numerical Investigations With Uniform Non-Adiabatic Walls
The studies of Lekoudis (1980), Mack (1980), Manuilovich and Ustinov (2014), and Ren and Kloker
(2022) use Compressible Linear Stability Theory (CLST) to assess the effect of non-adiabatic walls
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Figure 1.7: The effect of non-adiabatic walls on the baseflow in ideal gas conditions of CO2 flow at 80 bar pressure. Boundary
layer parameters as a function of x. Subscript s refers to the local streamline direction and e refers to the boundary layer edge.

Reproduced from Ren and Kloker (2022)

Figure 1.8: The effect of non-adiabatic walls on the baseflow in ideal gas conditions of CO2 flow at 80 bar pressure. Boundary
layer parameters as a function of y at x = 1. Subscript s refers to the local streamline direction and e to the boundary layer

edge. Reproduced from Ren and Kloker (2022)

on the stability of the CF vortices. It assumes a linear perturbation and the stability computations are
performed based on the undisturbed boundary layer. This approach is best suited to local stability
computations, as has been highlighted in the work of Haynes and Reed (2000). They show that lin-
ear stability theory underpredicts the growth of the CF vortices and that it does not predict amplitude
saturation of the stationary CF mode.

Tempelmann, Hanifi, and Henningson (2012), on the other hand, uses the Linear Parabolic Stability
Equations (LPSE) to assess the effect of non-adiabatic walls on the stability of the CF vortices. This
approach uses the same linear perturbation assumption, hence, it cannot predict amplitude saturation
of the stationary CF mode. However, it takes into account the growth of the boundary layer providing
a good prediction of the growth of the CF vortices (Haynes & Reed, 2000).

The Effect Of Non-Adiabatic Walls On The Baseflow
Before literature is discussed that studies the effect of wall heating on the development of the CFI, first
the effect on the baseflow is further discussed. This is done utilising the computations of Ren and
Kloker (2022) displayed in Figure 1.7 and 1.8.

The first observation that can be made from Figure 1.7 is that the streamwise boundary layer edge
velocity us,e (parallel to the local streamline) and the angle (ϕe) of the local streamline with respect
to the chord coordinates are unaffected by non-adiabatic walls. This is expected as these variables
depend on the inviscid conditions and not the conditions inside the boundary layer.

In agreement with the mathematical derivation provided at the beginning of this section, it is found
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Figure 1.9: Reduction of the maximum crossflow component and maximum amplification rate of stationary CF modes at
R = 412, 823 as a function of the temperature ratio. Reproduced from Mack (1980).

that wall heating increases the momentum deficit of the streamwise velocity profile. This is also shown
in Figure 1.7 as the displacement thickness (δ1,s) is increased by wall heating. Additionally, an increase
in the shape factor H is observed.

The results of the mathematical derivation are also confirmed for the effect on the crossflow com-
ponent (ws). As the surface is heated, an increase in the magnitude of ws is observed in Figure 1.8.
This is also evident from Figure 1.7 in the 10maxy(−ws) term.

The numerical results of Ren and Kloker (2022) confirm effects expected based on the mathematical
derivation. Therefore, it is now understood that the momentum deficit in the streamwise velocity profile,
the magnitude of the crossflow component and the location of the inflection point are affected by non-
adiabatic walls and that the modification of these form the basis of the (de)stabilisation mechanism. It
can be insightful to understand how the impact of non-adiabatic walls on such parameters is affected by
different conditions. The influence of the pressure gradient is especially interesting as this is variable
over the airfoil. Mack (1980) reports how the wall temperature ratio affects the maximum growth rate
and the crossflow component at two chordwise locations utilising CLST (s/c = 0.012 and 0.049, s be-
ing the distance along the surface of the airfoil). The corresponding figure is reproduced in Figure 1.9
where σm/σmo is the ratio of the growth rate of the CF vortices between adiabatic and non-adiabatic
wall conditions. Wm/Wmo is the ratio for the crossflow component. The pressure gradients at these
stations (s/c = 0.012 and 0.049) are expressed in terms of the Hartree parameter of the FSC boundary
layer, these are βh = 0.67, 0.3 and have Reynolds Number R = 412 and 823 respectively. The effect
on the growth rate will be discussed later. However, one can see that only a single line is observed for
the reduction in the crossflow component. This suggests that the reduction in the crossflow component
by the temperature ratio is independent of the pressure gradient.

The Effect Of Non-Adiabatic Walls As A Function Of The Wavenumber
Lekoudis (1980) investigated the effect of wall cooling on the spatial amplification rates for three chord-
wise stations close to the LE (x/c = 0.00189, 0.00580, 0.01222) considering travelling CF vortices with a
frequency of F = 1000Hz. These are all within the favourable pressure gradient region of the 35°swept
wing computed with a freestream Mach number of 0.891. The effect of the temperature ratio as a func-
tion of the wavenumber (k) is shown in Figure 1.10(a). These calculations have also been provided
for the other two chord stations, however, they are similar and thus not provided. One can see that
wall cooling reduces the amplification rate and that the effect is relatively uniform for the considered
wavenumbers. This suggests that the stabilising effect of wall cooling is independent of the wavenum-
ber given a certain frequency. No information is provided by Lekoudis (1980) regarding this relation on
stationary CF modes.
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(a) (b)

Figure 1.10: Variation of the growth rate (σ) for travelling CF modes with frequency F = 1000Hz. Figures are reproduced
from Lekoudis (1980). (a) Variation of the growth rate as a function of the wavenumber (k) at x/c = 0.01222. (b) Variation of

the growth rate normalised by the chord as a function of the adiabatic wall Reynolds number R.

Tempelmann, Hanifi, and Henningson (2012), on the other hand, found that the most amplified
spanwise wavenumber (β) decreases with decreasing wall temperature for travelling CF modes. How-
ever, Tempelmann, Hanifi, and Henningson (2012) does not specify the streamwise wavenumber (α)
to generate k, hence, one cannot directly compare the results. Additionally, Tempelmann, Hanifi, and
Henningson (2012) found the optimal condition by also varying the angular frequency. The optimal
frequency (least stable in terms of neutral point location) decreases rapidly for decreasing wall temper-
ature. Hence, the frequency changes in the work of Tempelmann, Hanifi, and Henningson (2012) while
Lekoudis (1980) evaluates a set frequency, making direct comparison problematic. However, the work
of Tempelmann, Hanifi, and Henningson (2012) suggests that, under natural conditions, the dominant
wavenumber (based on the movement of the neutral point) is prone to changes in the presence of wall
cooling, most likely as a function of a change in the dominant frequency.

Manuilovich and Ustinov (2014) make an interesting conclusion on the interaction between non-
adiabatic walls and the spanwise wavenumber (β). They concluded that the (de)stabilising effect of
stationary and travelling CF modes (at a constant frequency) is not the same for different spanwise
wavenumbers. The results even suggest a destabilisation when a stabilising effect is expected or
vice versa. This contradicts the results of Lekoudis (1980). Figure 1.11(a) and (b) display the spatial
amplification rate for stationary and travelling CF vortices with surface heating and cooling, respectively.
One can see that, in general, surface heating increases the amplification rate for both the travelling
and stationary CF modes, thereby destabilising the flow, while a stabilising effect is found for wall
cooling. However, as the wavenumber increases (λ ≳ 0.45), one can see that the growth rate (αi) in the
presence of wall cooling becomes larger as the adiabatic growth rate suggesting a destabilising effect.
A similar trend reversal is found for wall heating in Figure 1.11(b), but it is less pronounced and occurs
at larger wavenumbers. This is an interesting discovery as the (de)stabilisation due to heat transfer
has been attributed to the change in the crossflow component, which is identical for all wavenumbers.
Manuilovich and Ustinov (2014) attribute this phenomenon to the balance between the stabilising effect
of the effective Reynolds number and the destabilising effect of the increased crossflow component.
They state that ”with a decrease in the transverse scale of the vortices the zone of their localisation is
pressed against the wall occupying the hotter layers of the main flow” (Manuilovich & Ustinov, 2014, pp.
605). For wall heating this means that as the wavenumber increases (wavelength decreases), the size
of the vortices is smaller, and thus, the vortices are located in a (spanwise averaged) hotter region in
case of wall heating. As they are located in a hotter region, the kinematic viscosity is increased, reducing
the effective Reynolds number which has a stabilising effect. The stabilising effect of this phenomenon
may become larger as the destabilisation induced by the increased crossflow component, providing an
overall stabilising effect. It is interesting that this trend is similar between the travelling and stationary
CF modes.

The study of Manuilovich and Ustinov (2014) is the only one to have noticed this phenomenon. It
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Figure 1.11: Effect of surface cooling (a) and heating (b) on the spatial amplification rate as a function of γ (spanwise
wavenumber referred to as β in the rest of the report). 1 is the steady mode (ω = 0) and 2 and 3 are unsteady modes (ω = 0.01
and −0.01 respectively). Markers indicate adiabatic case and continuous lines are the non-adiabatic conditions. Reproduced

from Manuilovich and Ustinov (2014).

is interesting to investigate this phenomenon further as it can provide insights into the effect of wall
heat transfer on the development of the CF vortices. It is not clear if the trend reversal is relevant to
flight conditions as the phenomenon is a function of the thermal boundary layer and the wave number
for which the author is not aware of typical numbers, further analysis is required to make a statement
regarding this.

The Effect Of Non-Adiabatic Walls On The Local Growth Rate at Different Chordwise Stations
Apart from the changes in the growth rate as a function of the wavenumber Lekoudis (1980) provided
results as a function of the chordwise station (see Figure 1.10(b)). For travelling CF modes at F =
1000Hz and a temperature ratio of Tw/T∞ = 0.95 (approximately a 20% decrease in wall temperature
compared to the adiabatic case), the local growth rate reduction is found to be 27, 17 and 11% at
x/c = 0.00186, 0.00580, 0.01222 respectively. This suggests that the stabilisation due to wall cooling (and
thus the wall heat transfer effect) is most effective close to the LE while it decreases in effectiveness at
downstream positions. A similar plot to Figure 1.10(b) is provided for a stationary CF mode by Lekoudis
(1980) showing the same trend. This phenomenon was also observed by Mack (1980) for stationary
CF modes when evaluating the amplification rate at two chordwise stations (indicated by a variation
of the Reynolds number R in Figure 1.9) as a function of the temperature ratio. One can see that the
reduction in growth rate is much smaller at the downstream station compared to the upstream station
even though the reduction in the crossflow component is identical.

Lekoudis (1980) nor Mack (1980) explain this phenomenon, however, the studies use the same
conditions (sweep angle, pressure distribution, M = 0.891) for stations close to the LE. Additionally,
the results are generated in the same x/c, hence, the pressure gradient is varied similarly to each
other. This has shown to be a sensitive factor on stability in the presence of suction by, for example,
Mack (1980), which makes it reasonable that the effectiveness of non-adiabatic walls varies with the
pressure gradient. However, this has not been confirmed. Although the work of Ren and Kloker (2022)
confirms the stabilising effect of wall cooling on the local growth rate for both travelling and stationary
CF modes (see Figure 1.12(a) and (b)). Ren and Kloker (2022) do not present a direct comparison at
different streamwise locations, and the visualisation of the results does not lend the opportunity to do
so. Consequently, further investigation is required to understand how the chordwise station affects the
effectiveness of wall cooling.

Effect of Non-Adiabatic Walls on the Neutral Point
In contrast to the other publications, Tempelmann, Hanifi, and Henningson (2012) focuses on the local-
isation of the neutral point as a response to non-adiabatic walls using parabolised stability equations
(PSE). Tempelmann, Hanifi, and Henningson (2012) identify the neutral point using local computations
(growth rate) under the assumption that non-modal growth occurs upstream of the neutral point and
modal growth downstream of the neutral point. Tempelmann, Hanifi, and Henningson (2012) locates
the neutral point at x = 101 for Tw/Tf = 1.00, x = 456 for Tw/Tf = 0.5 and is unable to identify the
neutral point at Tw/Tf = 0.25 as the boundary layer is fully stabilised. This clearly demonstrates the
stabilisation of the modal instabilities by wall cooling albeit that they investigate extreme heating ratios.
Interestingly, Tempelmann, Hanifi, and Henningson (2012) find that the cooling effect is reversed be-
tween modal and non-modal growth. In Figure 1.13 the N factor is shown as a function of x, one can
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Figure 1.12: Stability diagram under ideal conditions for varying wall temperature ratios. (a) Stationary CF modes with local
growth rate as contours and N factor as isocontours. (b) Stationary and travelling CF modes at x = 1 with local growth rate as

contours. Reproduced from Ren and Kloker (2022).

clearly see a destabilisation upstream of x = 200 (non-modal region) by increased wall cooling while a
destabilisation is found for the modal growth downstream.

The Effect Of Non-Adiabatic Walls On The Integrated Amplification Rate
In the previous sections, the effect of wall heat transfer on the local amplification rate is discussed as
a function of the temperature, wavenumber and chordwise station. Even though the amplification rate
is a good local stability metric, it cannot be solely relied upon for the discussion on transition. Due to
the lack of a reliable transition predictor for crossflow dominant instability modes, it is common to judge
the effect in a relative manner using the eN method (as is used with TS waves). A comparison of the
N factor between the adiabatic and non-adiabatic provides a good indication if the flow is stabilised or
destabilised. Consequently, Lekoudis (1980) and Ren and Kloker (2022) provide such calculations to
assess its effect on the stability of the boundary layer. The reader is reminded that the CLST method-
ology (as used by Lekoudis (1980) and Ren and Kloker (2022)) is not considered to be fully accurate
for the generation of the N factor. A deviation from the growth in the linear stages of development is
expected because of the parallel flow assumption embedded in the CLST methodology. Saturation of
the primary CF vortices, however, is not predicted at all as linear disturbances are assumed (Haynes
& Reed, 2000).

The N factor obtained by Lekoudis (1980) for stationary CF vortices in the region close to the LE are
shown in Figure 1.14. One can see that the N factor is reduced by approximately 16% at Tw/Tinf = 0.95
within the investigated domain. This is rather large considering a maximum amplification of 27% which
reduced quickly (11% after 0.01x/C). This has been attributed by Lekoudis (1980) to the effect of
integration of the growth rate. This trend is confirmed by Ren and Kloker (2022) who reported the
location of several N factors for different wavenumbers and wall heating ratios for the stationary CF
mode as visible in Figure 1.12(a). The first location where N = 9 is reached at adiabatic conditions
is x ≈ 4.9 while it is reached at x ≈ 4.6 and x ≈ 5.3 in case of temperature ratio of 1.0667 and
1/1.0667 respectively. Evidently, uniform wall heat transfer destabilises/stabilises the BL in the case of
wall heating/wall cooling. The former is especially interesting as the location at which N = 9 occurs is
delayed by approximately 8% for a temperature ratio of Tw/Tf = 1/1.0667. Considering that much lower
wall cooling ratios may be achieved (Mack, 1980; Reshotko, 1979), there is potential for considerate
transition delay. The same stabilising trend of wall cooling with respect to the N factor is seen by
Lekoudis (1980) for travelling CF modes, this will be discussed in more detail in the next section.



1.4 Influence of Non-Adiabatic Walls on Transition: CFI 14

Figure 1.13: Growth in disturbance energy (N = 0.5log (E(x)/E(x0))) of the mode that becomes first unstable, x0 is the
initialisation location. Reproduced from Tempelmann, Hanifi, and Henningson (2012)

.

Figure 1.14: N factor at F = 0Hz as a function of the chordwise location for different cooling ratios. The dashed line is
obtained with incompressible theory and the solid line with compressible theory. Reproduced from Lekoudis (1980).

A Comparison On The Effect Of Non-Adiabatic Wall Between Stationary And Travelling CF Modes
A similar graph to Figure 1.14 is provided by Lekoudis (1980) for travelling primary CF modes at F =
1000Hz. It isn’t provided in this document as the overall trends are very similar. Instead, the ratio of the
non-adiabatic and adiabatic N factors at x/C ≈ 0.034 is provided in Table 1.1 for both the stationary
and the travelling CF mode. Note that these values are obtained by manually finding the values in the
graph and dividing the non-adiabatic cases with the adiabatic cases which means it is prone to read-off
errors.

The ratio of the N factor between the non-adiabatic cases and the adiabatic case is very similar
between the stationary (F = 0Hz) and the travelling (F = 1000Hz) CF mode as evident from Table 1.1.
This suggests that the expected stabilisation induced by wall cooling impacts travelling and stationary
CF modes alike in terms of trend and magnitude. A similar trend between travelling and stationary
CF modes was also observed for the local growth rate by Manuilovich and Ustinov (2014) and Ren
and Kloker (2022), who found a stabilisation of stationary and travelling CF modes for wall cooling
and a destabilisation under wall heating (see Figure 1.12(b)). However, the results of Ren and Kloker
(2022) show that the impact (i.e. the magnitude of the effect) of non-adiabatic walls is different between
travelling and stationary CF modes. In Figure 1.12(b) one can clearly see that the local growth rate
for the travelling CF mode ω ≈ 10 is much more affected by the change in wall conditions than the
stationary CF mode. Even though this is the local growth rate and not theN factor, one does not expect
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the N factor to show a similar impact if the impact on the local growth rate is so different. Additionally,
Tempelmann, Hanifi, and Henningson (2012) found that the most unstable frequency for travelling
CF modes is drastically decreased by wall cooling. Although this does not indicate that the impact
is different for stationary and travelling CF modes, it does show that the stabilisation of the different
frequencies by wall-cooling is non-uniform.

Tw/T∞ 1.02 0.95 0.85
F = 0Hz 0.90 0.83 0.75
F = 1000Hz 0.90 0.85 0.73

Table 1.1: Approximate non-adiabatic and adiabatic N factor ratio (N/Nad) at x/C ≈ 0.034 based on Figure 1.14 and its
equivalent for F = 1000Hz presented by Lekoudis (1980).

Comparison to TS Waves and Suction
The impact of wall heat transfer in the presence of CFI has been challenged as the effectiveness in
TS waves (a viscous instability) is related to the modification of viscosity while crossflow instabilities
are inflectional instabilities. Therefore, it is worthwhile to touch upon the effectiveness of this technique
compared to different techniques or conditions. It has been chosen to limit the contents of this section
to the papers that perform the comparison for time-related constraints.

Lekoudis (1980) performed a short comparison between cooling on the stabilisation of TSwaves and
CF vortices. The temporal amplification rate of the TS waves (atM = 1.6) is reduced by a factor of eight
with a 20% reduction in wall temperature while a maximum reduction of 27% found for both stationary
and travelling CF modes (at M = 0.891) at an 18% temperature reduction. Lekoudis (1980) attributes
this limited increase in stability to the small reduction in the crossflow component. This implies that the
impact of non-adiabatic walls on both the statioanry and travellin CF modes is much less compared to
TS waves.

Comparison with suction in the presence of CFI is slightly more difficult as the control technique
relies upon different mechanisms. Therefore, Mack (1980) compared the effectiveness by comparing
the reduction in the growth rate for a given reduction in the crossflow component. These results are
presented in Figure 1.15. It is clear that for a given reduction in the crossflow component, cooling
is much less effective in stabilising the flow compared to suction. Mack (1980) attributes this to the
mechanism itself, where suction indirectly reduces the crossflow, cooling is even more indirect as the
change in the near-wall viscosity and density reduces the crossflow component.

Figure 1.15: Reduction of the growth rate at R = 412, 823 for cooling and suction as a function of the maximum crossflow
reduction. Reproduced from Mack (1980).

1.4.2 Experimental Investigations With Uniform Non-Adiabatic Walls
Although the numerical simulations of Lekoudis (1980), Mack (1980), Manuilovich and Ustinov (2014),
and Ren and Kloker (2022) all suggest that uniform surface heat transfer affects the flow stability, no
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Figure 1.16: TSP image with identified transition line for Tw/T∞ ≈ 1.04 (a) and Tw/T∞ ≈ 1.01 (b). Reproduced from
Lemarechal et al. (2019).

experimental data has been provided to confirm their observations. One of the experimental publica-
tions that showed the effect of uniform wall heat transfer upon transition due to stationary CFI is that
of Lemarechal et al. (2019), which investigates the application of Temperature Sensitive Paint (TSP)
as a transition identification technique. TSP requires thermal gradients on the model to distinguish the
laminar from the turbulent region. Therefore, the model must be at a different temperature as the fluid.
To assess if the measurement technique affects the transition front, measurements were performed for
various heating ratios at which the model is actively heated. The heating equipment of this model has
a single power setting, thus, to achieve the variation in the temperature ratio, the heating device was
turned off while the measurement equipment and tunnel were running. The recorded images have a
black-and-white scale (Figure 1.16(a) and (b)) where a light area represents laminar flow, the dark area
represents turbulent flow, the transition front is determined by identifying the largest gradient numeri-
cally.

In Figure 1.16, the image with the highest achievable heating ratio (Tw/Tf ≈ 1.04) and the image
with the lowest heating ratio (Tw/Tf ≈ 1.01) that still has sufficient contrast (according to Lemarechal
et al. (2019)) are shown. The blue dotted line indicates the transition front determined computation-
ally, the grey scale is changed for Figure 1.16(b) to increase the contrast. It is clear from the blue
line that the heating ratio has little effect on the transition front, indicating that heat transfer does not
affect the stability of stationary crossflow vortices. However, the difference in the temperature ratios of
Figure 1.16(a) and (b) is only 0.03. This means that the effect may be small, and thus, a movement
in transition may not be readily noticeable. Secondly, the small contrast in Figure 1.16(b) increases
the measurement error of the identified transition location (as the thermal gradient is less pronounced),
which can negatively impact the observations and, therefore, the conclusion on the movement of transi-
tion by wall heating. No quantification of this is provided in the error is provided in the work Figure 1.16.
Hence, further experimentation is required to confirm this effect on transition.

The negligible movement of transition found by Lemarechal et al. (2019) is in contrast with the trend
seen by Fey et al. (2003) when comparing the transition front for temperature ratios of Tw/Tf = 1.07 and
Tw/Tf = 0.93 (∆Tw/Tf = 0.14 which is considerably larger compared to∆Tw/Tf = 0.03 of Lemarechal
et al. (2019)). Fey et al. (2003) investigated the TSP technology in the European TransonicWind Tunnel
on the DLR-F4 mockup, which has a sweep angle of 27.1°. Fey et al. (2003) found that the transition
front on the swept wing was located significantly upstream when comparing the transition location of
these temperature ratios. The upstream movement of transition decreased when comparing images
of Tw/Tf = 0.95 and Tw/Tf = 1.05. When the temperature ratio approaches unity (Tw/Tf = 1.02 and
Tw/Tf = 0.98), a difference in the transition location is not readily noticeable, possibly explaining the
lack of transition movement found by Lemarechal et al. (2019). However, the results by Fey et al. (2003)
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Figure 1.17: TSP images for Tw/Tf = 0.93 (∆T = +12 K) and Tw/Tf = 1.07 (∆T = −12 K) with Re ≈ 6× 106. Arrows in
the lower plot highlight the appearance of shock lines. Reproduced from Fey et al. (2003).

are based on visual interpretations only, and no quantification of the transition movement is performed
by Fey et al. (2003). More importantly, despite the specification of the sweep angle, it has not been
defined what the dominant instability and transition mechanism was. In a study by Fey et al. (2012),
during which the same model, wind tunnel and similar conditions are used, it is argued that transition
close to the LE is imposed by stationary CF vortices while TS waves are dominant when the transition
is located closer to the Trailing Edge (TE). Utilising this description, one can argue that the transition is
imposed by TS waves in the mid-span region for ∆T = +12 K in Figure 1.17 (Tw/Tf = 0.93) while CFI
is dominant in the mid-span region for ∆T = −12 K (Tw/Tf = 1.07). Here ∆T is the variation of the
air temperature. This suggests that a comparison is made between different transition mechanisms for
these temperature ratios. For the lower wall-heating ratios, the TSP images are similar to the upper
one in Figure 1.17, suggesting that TS waves are dominant. Therefore, one cannot draw conclusions
on the effect of non-adiabatic walls on transition imposed by CF vortices based on the work of Fey et al.
(2003).

The last experimental framework discussing the effect of non-adiabatic walls upon three-dimensional
boundary layer stability is that of Eppink and Wlezien (2011). Eppink and Wlezien (2011) processed
data of the NASA/Boeing Hybrid Laminar Flow Control Experiment where local wall cooling was utilised
to damp the growth of TS waves in the mid-chord region such that CF vortices are dominant. Because
of the temperature control strategy, oscillations of the water and wall temperature were observed as
a function of time. Measurements of the boundary layer were performed through Hot-Wire Anemome-
try (HWA), which requires time. Thus, the temperature oscillations are translated into an oscillation in
span. In the experimental data, the presence of a travelling CF mode with a frequency of 350Hz was
found. Upon analysis of the Root-Mean Square (RMS) for velocity fluctuations in the f = 200− 500Hz
frequency band, it was found that this mode was more stable for the lower wall temperature. This indi-
cates that travelling CF modes are stabilised by wall cooling, confirming the results of Ren and Kloker
(2022) that found a destabilisation of these travelling CF modes. The experimental result also agrees
with PSE computations run by Eppink andWlezien (2011) that showed a decrease of the N-factor at the
lowest temperature for the travelling CF mode. Stationary CF modes were also found to be stabilised
at the lower wall temperature by PSE, however, experimental data shows the opposite trend. Eppink
and Wlezien (2011) attribute this to the temperature effect on the hotwire (a correction was applied
using an analytical temperature profile).

1.4.3 Studies In Non-Adiabatic Walls Through Strip Heating
It has been shown in the numerical work of Abid and Masad (1996), Masad (1995), and Masad and
Nayfeh (1992) and experimental work of Dovgal et al. (1990) that LE heating in two-dimensional bound-
ary layers increases stability as the heated flow sees a relative cold wall in the unstable flow region.
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Consequently, it may be interesting to see if the same applies to crossflow instabilities. Such research
has only been performed by Dovgal et al. (1990) in an experimental framework utilising a 45°swept flat
plate with LE heating. The turbulence intensity was artificially increased to 0.5% to ”obtain the ’natural’
transition”. Although this is relatively high, it has been shown by Kosorygin et al. (1988) that the transi-
tion mechanism is the same as in low freestream turbulence conditions. A flexible wall above the swept
flat plate enforced a favourable pressure gradient. As for the flat plate, the effect of LE heating has
been investigated in the case of natural conditions, meaning that no forcing mechanism was present.
Dovgal et al. (1990) verify that transition is triggered by crossflow instabilities as streamwise vortices
were apparent in naphthalene visualisation. Additionally, the growth of low-frequency disturbances,
much lower frequency than TS waves in a similar unswept flat plate setup, were measured.

Whereas it was found that LE heating strips stabilise TS waves, it was found by Dovgal et al. (1990)
that the CFI disturbances are considerably destabilised by wall heating across all the reported frequen-
cies (f = 0 − 300Hz) at a location far downstream of the heating strip. Secondly, it is reported that
irrespective of themagnitude of the heating, transition was found to be located upstream of the adiabatic
case.

Although no numbers or detailed trends are provided, it indicates that heating can destabilise CFI.
However, no further conclusions can be made, and it does not allow for a further understanding of the
fundamental mechanisms as the provided information is limited. It is, for example, unclear if the neutral
point is located in the chord region of the LE heating strip and, if so, to which extent the heating strip
protrudes into the unstable region of the flow. Considering the mechanism with TS waves, the effect
of the heating strip inside the unstable region may be more destabilising than the stabilising effect of
the strip in front of the neutral point, thereby destabilising the flow. However, considering the results
of Mack (1980) and Lekoudis (1980) that heating destabilises the boundary layer and that this is more
effective for upstream locations, it is reasonable that LE heating destabilises the CF vortices, causing
transition to occur upstream of the adiabatic wall condition.

1.4.4 Studies In Non-Adiabatic Walls Through Bulk Heating
Apart from the numerical investigation into surface heating, Manuilovich and Ustinov (2014) also inves-
tigated the effect of bulk heating on the stability characteristics in three-dimensional boundary layers.
One can argue that this technique is difficult to implement as it is difficult to locally heat the thin bound-
ary layer, and any equipment required to do so may introduce a disturbance or turbulence, negatively
affecting transition. However, it can give further insights into underlying mechanisms or confirm hy-
potheses and is therefore discussed.

The difference with surface heating is that the wall-normal temperature gradient is set at 0 instead
of a uniform temperature distribution and that heat is added to the fluid according to a certain profile,

Manuilovich and Ustinov (2014) used Q = a exp
[
−
(

y−h
b

)2
]
where y is the distance to the wall, h is

the distance to the wall at which the maximum heat is added, b is the characteristic thickness and a is a
scaling factor to maintain the total heat input. The thermal profiles for the investigated cases are shown
in Figure 1.18 where the numbers represent no heating and h = 0, 1, 2, 3 respectively for b = 0.5. One
can see that the maximum temperature is achieved when heat addition is localised at the wall (h = 0)
and that it decreases as the heat is distributed over a larger wall-normal distance as the heat addition
is moved away from the wall. One can also clearly see that the maximum crossflow component is
increased as the maximum temperature gets higher.

Lastly, one can see that the wall-normal distance at which the maximum crossflow component oc-
curs increases as the maximum crossflow component increases. This movement of the maximum was
also found by Ren and Kloker (2022) for increasing wall temperature.

The increase in crossflow component is normally expected to decrease the stability which is the case
for h = 0, 1, 2 as can be seen in Figure 1.19. However, as the heat addition is shifted away from
the wall, the flow is seemingly less destabilised, for h = 3 it can even be seen that the flow is sta-
bilised in comparison to the case where no heating is applied. According to Manuilovich and Ustinov
(2014) this stabilisation increases even further as h > 3. Manuilovich and Ustinov (2014) attribute
this phenomenon again to the balance between the effective Reynolds number and the increase in
crossflow component. As the boundary layer becomes uniformly heated the effective Reynolds num-
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Figure 1.18: Temperature profile (a) and crossflow component (b) for different localizations of bulk heating as computed by
Manuilovich and Ustinov (2014).

Figure 1.19: Amplification rate as a function of the spanwise wavenumber for the different bulk heating conditions (Manuilovich
& Ustinov, 2014).

ber decreases while the increase in crossflow component is found to be limited. The stabilising effect
of the decreasing effective Reynolds number thereby becomes dominant over the decreased stability
due to the increase in crossflow component resulting in an overall stabilising effect.

1.4.5 Studies In Non-Adiabatic Walls Upstream Flow Deformation: Periodic Heat-
ing Strips

As discussed in section 1.3, UFD is a commonly investigated control technique. In the experimental
work of Barth and Hein (2022) this technique was applied by artificially exiting a stationary CFI mode
with a smaller wavelength as the naturally dominant mode utilising spanwise periodic heating elements.
This was done by placing 8 rows of heating elements with a width of 6mm and alternating lengths were
placed onto the surface at a 90-degree angle to the LE. The flow measurements were performed using
Constant Temperature Anemometry (CTA) in a V-type probe and surface temperature was determined
using infrared (IR) thermography.

As one would expect, the spanwise average wall temperature is modified in the presence of such
heating rows which therefore may modify the stability characteristics. To quantify this effect upon flow
stability, the adiabatic and non-adiabatic spanwise averaged temperature distribution (as a function
of x) were measured and included in the Linear Stability Theory (LST) simulations. The used model
has been used by Wartemann et al. (2022) for hypersonic flow over a blunted cone with transpiration
cooling indicating that it is most likely suitable for compressible and non-adiabatic flows. Barth and
Hein (2022) concluded that for the stationary CF modes, the effect is minimally destabilising.

For travelling CF modes, the overall effect was also mildly destabilising except at high frequencies
for 0.08 < x/c < 0.3, here the effect was much more pronounced. However, it has to be noted that the
N factors in this region are relatively low (N < 4.5) thus it is less likely to trigger transition.

With the actuation of a single heating row during the experiments it is found by Barth and Hein (2022)
that the 6mm wavelength control mode is successfully activated and that the stationary flow field is
successfully rearranged. However, Barth and Hein (2022) find that transition delay is not achieved.
The authors attribute this to the waviness of the epoxy surface over the actuators. Barth and Hein
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(2022) found that an interaction between the wavenumber excited by the waviness of the surface and
the 6mm control mode redistributed the stationary CFI such that the control mode was not effective
anymore. As a result, the control mode was not suitable anymore thus not affecting stability.

Consequently, it can be concluded that spanwise periodic heating can be used to successfully gen-
erate a control mode and thus also provides the potential for transition delay even though this was
not achieved in the experiment of Barth and Hein (2022). As the control mode is generated by local
variation of the density and viscosity, it is expected that periodic cooling to have a similar result.

1.5 Research Objectives
To conclude, the electrification of the aviation industry comes with the disadvantage of increased drag
due to the thermal loads which need to be dissipated. The drag induced by the required thermal
management systems may be reduced through surface heat transfer. However, it is not yet fully under-
stood how this affects the stability and laminar-to-turbulent breakdown of the three-dimensional laminar
boundary layer and, thereby, the aircraft’s skin friction drag. To the best of the author’s knowledge, lit-
erature discussing uniform non-adiabatic walls on crossflow instabilities is limited to that of Eppink and
Wlezien (2011), Fey et al. (2003), Lekoudis (1980), Mack (1980), Manuilovich and Ustinov (2014), Ren
and Kloker (2022), and Tempelmann, Hanifi, and Henningson (2012). The numerical results of Lek-
oudis (1980), Mack (1980), Manuilovich and Ustinov (2014), and Ren and Kloker (2022) indicate that
wall cooling stabilises both the stationary and travelling crossflow instability modes using CLST while
Tempelmann, Hanifi, and Henningson (2012) showed a clear stabilisation of travelling CF modes with
PSE.

Experimental data providing conclusive evidence is not yet readily available. The experiments of
Fey et al. (2003) show a downstream movement of transition on a half model (with a swept wing) when
the temperature ratio is decreased. However, Fey et al. (2003) do not specify what instability mech-
anism is dominant and the work of Fey et al. (2012), using the same setup, suggests that TS waves
impose transition rather than CFI. Henceforth, one cannot draw definitive conclusions. Lemarechal et
al. (2019) experimentally quantified the change in transition in the presence of wall heating. However,
this was done for a limited temperature ratio, and the low contrast of the reference picture raises the
measurement uncertainty, which is not elaborated upon by Lemarechal et al. (2019). Lastly, Eppink
and Wlezien (2011) shows a stabilisation of travelling CF modes by wall cooling. However, the exper-
imental measurements do not show a stabilisation of the stationary CF modes, which is predicted by
the numerical work. To the best of the author’s knowledge, no other experimental data is available.

As a result, no conclusive experimental evidence is available that confirms the trends found numer-
ically and how accurate these trends are. Secondly, CLST excludes nonlinear terms and Tempelmann,
Hanifi, and Henningson (2012) focuses on the neutral point with PSE calculations. Thus, no data is
available on the growth in the nonlinear stages of development and the secondary CF instabilities.
Hence, it is unknown how the secondary CF instability develops and how transition is affected by the
non-adiabatic walls. With the new requirements of the increased thermal dissipation imposed by the
new generation of electric-powered aircraft, the main research objective and sub-questions have been
formulated as follows:

”Determine the influence of wall heating on the stability and transition of a three-dimensional
boundary layer dominated by crossflow instability, through an experimental approach sup-
ported by theoretical stability calculations.”

1. What is the effect of wall heating on the mean flow?

(a) How is the boundary layer affected by a heated wall?
(b) How does CBL compare with the experimental results?

2. How does wall heating affect the primary CF instability?

(a) How is the stationary crossflow mode shape affected by wall-heating?
(b) How does the growth of the stationary crossflow mode compare to experiments in adiabatic

and wall-heating conditions?
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3. How does wall heating affect the secondary CF instability and laminar-to-turbulent break-
down?

(a) How does wall heating influence the development of the different secondary instabilities?
(b) To what extent is laminar-to-turbulent breakdown affected by wall heating?



2
Experimental Methodology

In this chapter, the methodology behind the experimental work is discussed. First, the experimental
setup will be discussed in section 2.1. Then, the measurement techniques are explained in section 2.2.
Lastly, the processing and data analysis steps are shown in section 2.3.

2.1 Experimental Setup
2.1.1 A-Tunnel
The STEP (Swept Transition Experimental Platform) (Rius Vidales, 2022, ch 6.2) has been designed
for the rectangular 25 by 100 cm nozzle of the vertical subsonic, open-jet, closed-circuit, anechoic, at-
mospheric (renovated) A-tunnel facility of the Delft University of Technology. It is well-established that
turbulence intensity and surface roughness have a large impact on the development of stationary or
travelling CF modes (see Deyhle and Bippes (1996) and White et al. (2001)). Therefore it is important
to understand and characterise this quantity. Upon completion of the renovation, measurements of
the homogeneity and flow quality were performed for different nozzles, as reported by Merino-Martínez
et al. (2020). These show a sufficiently low turbulence intensity for the dominance of stationary CF
modes. Further turbulence intensity measurements have been performed with and without the STEP
will be discussed in chapter 4.

The closed-circuit configuration of the A-tunnel lacks thermal control of the freestream conditions, and
as a result, the air temperature rises due to heat losses of the fans. Additionally, it has been found
that the temperature inside the tunnel is highly dependent on the atmospheric conditions outside of the
building. As a result, the ambient temperature varies across a measurement plane (of approximately
2.5 hours) and across the different measurement planes which were distributed over approximately two
weeks.

2.1.2 Swept Transition Experimental Platform (STEP)
The STEP has been used to gather the experimental data. A picture of the STEP and equipment is
shown in Figure 2.1. The swept flat plate (SFP) is contained in the STEP by a set of polycarbonate
(optically transparent) side and back walls and a hinged frame at the front that provides access to the
SFP and the inside of the STEP. A pressure body is attached to the hinged door that imposes the
desired pressure gradient on the model. Measurement equipment mounted to the STEP includes an
Optris PI640 Infrared Radiation (IR) camera to observe the wall temperature, a calibration pitot tube
for the in-situ calibration of the Hot-Wire Anemometry (HWA) probe, a PT100 (Class B, accuracy of
±0.3 ◦C at 20 ◦C) for measurements of the ambient temperature, pressure scanners (custom-made with
Honeywell HSC series differential pressure transducers with ranges±160, ±600, and±2488 Pa with a
respective accuracy of ±6, ±9 and ±25 Pa ,mounted on the outside) attached to two rows of 63 static
pressure taps, a freestream pitot tube to set the desired Reynolds number and a 3-stage traversing
system (consisting of 3 separate Zaber X-LRQ-DE stages) including sting allowing translation of the
probes in the global X, Y and Z direction. As will be shown, the length of the string makes it prone to
vibrations. These vibrations are measured in the X,Y and Z axes using the ADXL335 accelerometer

22
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Figure 2.1: Image of STEP as used in the experiments. Equipment attached to the STEP: 1. IR camera, 2. calibration pitot
tube, 3. three-stage traversing system including sting, 4. PT100, 5. swept flat plate model, 6. pressure body, 7. pressure

scanners, 8. freestream pitot tube.

from Analog Devices. This has a cut-off frequency of 1600 Hz in X and z axis of the STEP and 550
Hz in the Y axis. Although not visible in Figure 2.1, a Taylor-Hobson micro alignment telescope is
mounted outside of the STEP aiding the wall-finding process of the HWA and Cold-Wire Anemometry
(CWA) probes.

The side walls and pressure body are designed so that the turbulent boundary layer from the con-
traction and nozzle is bled out to prevent contamination inside the measurement region. The pressure
body is made of Polyethylene Terephthalate (PET) foil and is adjustable in shape using linear actuators.
In the experimental research of Rajendrakumar (2021), the pressure body has been adjusted such that
the pressure gradient is favourable and quasi-uniform over the entire chord and span, providing an
excellent basis for fundamental CF-dominated transition research. Therefore, the shape of the pres-
sure body has not been altered. The boundary layer of the pressure body is tripped using a zig-zag strip.

The swept flat plate in the STEP has a sweep angle (Λ) of 45◦ and consists of two separate sections: a
downstream section (black in Figure 2.2) that is mounted rigidly to the walls and an adjustable upstream
section (blue and grey in Figure 2.2). The upstream section can be adjusted to create steps effect of
forward or backward-facing steps can be investigated. The effect of such steps is outside the scope
of the current research, and therefore, the step has been minimised as best as practically achievable.
A characterisation of the step height and the effect of a heating cycle is shown in chapter 4. A flap is
attached to the TE of the model to adjust the stagnation point on the LE.

Both the upstream and downstream sections consist of an anodised aluminium plate except for the
modified super elliptical leading edge (thickness of 20mm and aspect ratio of 6, grey in Figure 2.2)
of the upstream plate which is polished to a surface roughness of Rq ≈ 0.6µm (Rius Vidales, 2022).
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The combination of the small radius, low freestream turbulence of the tunnel, lack of surface curvature,
imposed favourable pressure gradient by the pressure body and optimum sweep angle make the setup
susceptible to crossflow instabilities while providing a framework for non-adiabatic boundary conditions.
To help the development of the stationary CF vortices, Discrete Roughness Elements (DREs) with a
height of 130µm and a diameter of 2mm are installed along the neutral point conditioning the stationary
CF mode with a spanwise wavelength of λz = 10mm. This wavelength was chosen as this was found
to be the naturally most unstable mode using CLST, as presented in chapter 3, under adiabatic surface
conditions.

The model is heated using two electrical heating elements (1 for the upstream and 1 for the downstream
plate) attached to the back of the model. The power and dimensions of the heating elements are sized
accordingly such that a power density of approximately 3.4 W/cm2 is achieved at both the upstream
and downstream heating elements. The silicone heaters are separately controlled by a control module
using an on/off control strategy based on thermocouple temperature measurements on the back of the
heating elements (i.e. exposed to air on the back). The heating elements have a maximum setpoint
of 60°C limiting the achievable temperature ratio. When the setpoint is reached, the heating elements
are turned off and the model cools down. When the thermocouple installed on the heating elements
reaches 2°C under the setpoint, the heaters are activated again. During the measurements, the heat-
ing elements were set at the limit setpoint (60°C) for all non-adiabatic wall measurements and turned
off when the adiabatic surface condition was measured.

In this work, two sets of coordinate systems are generally used. The first is a global or tunnel coordinate
system expressed in capital letters with the X direction parallel to the freestream velocity, Y is positive
in the wall-normal direction and the Z coordinate is orthogonal to X and Y coordinates. U, V and W
are the respective velocity components and a visualisation of the coordinate system is presented in
Figure 2.2.

The local coordinate system is expressed in lower-case and has its origin on the LE of the midspan
(see Figure 2.2). The x direction is orthogonal to the leading edge and is positive towards the down-
stream direction while y is again aligned in the wall-normal direction of the measurement surface where
positive is defined to be pointing away from said surface, z is parallel to the LE and positive pointing
towards the outboard. The respective velocity components are u, v and w. The model has a chord
length of cX = 848.5 mm or cx = 600 mm and a span of bZ = 884 mm or bz = 1250.165 mm with the
step located at x/cx = 0.397.

2.2 Flow Diagnostics, Measurement Techniques and Equipment
2.2.1 Selection of Measurement Techniques
A set of measurement techniques is commonly applied in research related to the development of bound-
ary layer instabilities and transition. Commonly applied techniques at the Low Speed Laboratory (LSL)
of the Delft University of Technology include IR thermography for the identification of the transition front
and Hot-Wire Anemometry (HWA) and Particle Image Velocimetry (PIV) to investigate the development
of the boundary layer instability quantitatively.

The transition front detection using IR thermography relies upon the detection of a large gradient in
surface temperature due to a change in skin friction as the flow changes from laminar to turbulent facili-
tated by a (small) difference in the surface and air temperature. However, the current model consists of
highly conductive anodised aluminium meaning that no large temperature gradients are present at the
model’s surface. This renders IR thermography ineffective for the identification of the transition front in
the current setup.

HWA, captures the data on a single-point basis, requiring the probe to be traversed across the mea-
surement plane resulting in a substantial measurement time. An advantage of the HWA technique is
the high frequency measurements making it suitable for the investigation of unsteady perturbations. A
disadvantage of HWA, in the scope of the current work, lies in the measurement principle. The per-
ceived velocity by the HWA is a function of the heat transfer away from the HWA (see e.g. McKeon
et al. (2007)). The (convective) heat transfer is a function of both the velocity and the temperature
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Figure 2.2: Layout and important dimensions of the swept flat plate model. (a) Front-side view (measurement side), (b)
back-side view. The grey patch represents the polished LE of the upstream plate, the blue patch the anodised region of

upstream plate. The black patch represents the (anodised) downstream plate, and the Bordeaux colour the flap.

difference between the wire and the fluid, and thus, HWA is sensitive to changes in the fluid’s tempera-
ture. In the presence of a thermal boundary layer, the temperature changes across the boundary layer
and thus thermal measurements of the boundary layer are required. In the presence of stationary CF
vortices the thermal boundary layer will also be distorted, hence, local temperature measurements are
required. Cold Wire Anemometry has been used to perform these thermal measurements. This is not
a commonly applied methodology within the LSL of the Delft University of Technology, and hence, it
requires additional attention.

Thermal measurements are not required if PIV is used it obtains the velocity by tracking small
particles that are introduced into the fluid. An additional advantage of PIV is the high spatial resolution
and the instantaneous measurement of multiple velocity components in a plane. This means that the
flow information can be captured for a multitude of planes achievable by HWA and less time. Hence,
more planes can be measured with PIV and the thermal drift between measurement planes is much
lower. However, the frequency of measurements is much lower for PIV limiting the investigations into
secondary CF instabilities. Additionally, the required equipment is expensive, and the setup is time-
intensive.

The increased spatial resolution and the efficiency of the measurements in terms of time, make
PIV measurements beneficial for the research purposes of this thesis. However, the performed work
does not only function as fundamental research into the effect of surface heating on the stability of
stationary CF vortices. It also functions as a case study bearing in mind a research outlook within the
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research group focused on wall cooling. This outlook aims to achieve surface temperatures in the order
−10 ◦C. This surface temperature is well below the typical dew point in the Netherlands. Therefore,
dehumidification of the tunnel is required to prevent the formation of condensation or frost on the surface
in these experimental conditions. The seeding particle used for PIV at the LSL is a fluid water-glycol
mixture which means that the use of PIV introduces moisture into the system. This contradicts the
requirement of dehumidification. Hence, bearing in mind the research outlook, PIV was discarded and
it was chosen to focus on the HWA and thermal measurements.

2.2.2 Hot Wire Anemometry
A single wire probe has been used to retrieve the flow velocity. The advantage of this is that it is a
simple approach; however, it has the disadvantage of being unable to distinguish between velocity
components. The output voltage is a function of the wire’s heat transfer, which can be separated to be
induced by a normal, binormal and tangential component (Jørgensen, 1971). The heat transfer of the
tangential component is usually considered to be negligible, and as the wire is positioned parallel to
the Z component of the global coordinate system, the perceived velocity by the wire can be expressed
to be Equation 2.1. For the derivation, the reader is referred to Rius Vidales (2022, pp. 36-37).

Q =
√
(u cosΛ)2 + (w sinΛ)2 + v2 (2.1)

The total HWA system consist of three main components: the HW probe, the bridge and the data ac-
quisition equipment. The installed probes are commercially available 55P15 Dantec miniature bound-
ary layer probes with a wire diameter dw of 5µm and length lw of 1.25mm yielding an aspect ratio
lw/dw = 250.

The HW probe is connected to the TSI IFA-300 Constant Temperature Anemometer (CTA) Wheat-
stone bridge. A simplified schematic of a CTA system is visualised in Figure 2.3, it consist of four
resistances, two fixed resistances (Ra and Rb), a variable resistor (Rv) and the HW probe acting as
resistance (Rp). The bridge is balanced when the resistance ratio of the two fixed resistances Ra/Rb

equals that of the probe and variable resistance Rp/Rv. As the heat transfer of the wire changes
due to thermal or velocity changes, the resistance (and thus temperature) of the wire changes thereby
unbalancing the bridge. This imbalance is registered by a high-frequency feedback system that con-
stantly changes the current of the sensor to balance the bridge. The change in current through the
probe changes the voltage across the bridge which is the quantity measured by the data acquisition
system and used to reconstruct the velocity. Although the temperature of the wire is never truly con-
stant (Perry & Morrison, 1971), the high-frequency feedback system practically keeps the temperature
(and resistance) of the wire constant (Ossofsky, 2004), hence referred to as Constant Temperature
Anemometry.

The analogue voltage output of the bridge is coupled with the data acquisition system to convert the
analogue signal to digital output. This system consists of a NI cDaq-9174 frame and a NI9234 module
managed by LabView software. The advantage of the NI9234 module is its high 24-bit resolution,
hence, the velocity can be accurately reconstructed. This resolution is especially important for the to-
be-discussed CCA system as the CW has a low sensitivity of voltage to temperature depending on the
operating current.

Calibration
Under conventional conditions, it is assumed that the temperature is constant along the boundary layer,
and consequently, the output voltage of the HWA probe can be directly related to velocity. This is an
important assumption as the output voltage is a function of the heat transfer of the wire and thus the
fluid velocity and temperature. As the surface is heated, a thermal boundary layer develops and this
assumption is no longer valid. Consequently, the output velocity of the HWA needs to be corrected for
the temperature.

A calibration method has been proposed by Hultmark and Smits (2010) that directly couples the fluid
temperature into the calibration of the HW for CTA and CCA systems. For a CTA system, the convective
heat transfer away from the wire is balanced with the joule heating of the wire such that Equation 2.2
is satisfied where. E is the bridge output voltage, ∆T = Tw − Tf (wire Tw and fluid temperature Tf ),
k is the thermal conductivity of the fluid, d is the diameter of the wire, A is the surface of the wire and
Nu is the Nusselt number. The Nusselt number is a function of the Prandtl number, which has a small
sensitivity to temperature variation, and the Reynolds number Re = Qd/ν with ν being the kinematic
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Figure 2.3: Simplified schematic of a CTA system.

viscosity and Q the fluid’s velocity perceived by the wire sensor. Consequently, Equation 2.2 can be
rearranged into Equation 2.3 which in turn can be expressed as Equation 2.4 as d is constant. ν and k
are to be evaluated at the film temperature of the wire which is assumed to be Tfilm = 0.5(Tw − Tf ).

E2

R
= h∆TA =

kNu
d

∆TA (2.2)

Re = f1

(
E2

k∆T

)
(2.3)

Q

ν
= f2

(
E2

k∆T

)
(2.4)

The advantage of this approach is that the effect of a temperature change is integrated into the cali-
bration such that no rudimentary temperature corrections are required during the processing stage in-
creasing the accuracy nor requiring double parameter calibrations where the calibration process needs
to be repeated at multiple temperatures. It has been shown by Hultmark and Smits (2010) that this
method works well for temperature variations of up to 15K (maximum investigated by Hultmark and
Smits (2010)) which is similar to the temperature variation within the boundary layer of the current
research (maximum variation of 18.4K) and the calibration method is considered to be suitable. By
treating the temperature obtained with the CW as the fluid temperature when evaluating ν, k and Equa-
tion 2.4, the velocity is obtained easily and accurately considering variations in temperature across the
boundary layer. It has to be noted that this approach is limited to low-speed flows as the film tempera-
ture assumption made by Hultmark and Smits (2010) is an oversimplification for higher speed subsonic
flows as discussed by Cukurel et al. (2012).

Calibration of the HW probe has been performed daily before the start of any measurements. The HW
probe was repositioned close to the TE within the bounds of the model and the pressure body and the
calibration pitot (as encircled in Figure 2.1) was relocated close to the probe with the static ports on the
same chordwise station as the wire sensor. The calibration was performed by varying the flow velocity
between 0 and 26 m/s. This range is slightly larger as the expected flow velocities. The obtained data
points are expressed in the form of Equation 2.4 through which a fourth-order polynomial is fitted and
used in the post-processing phase to reconstruct the velocity.

2.2.3 Cold Wire Anemometry
As explained, local temperature measurements are required of the boundary layer to correctly obtain
the the velocity from HWA. CWA (Cold Wire Anemometry) method has been used in the current work
for these thermal measurements. The fundamental principle of the CW method compared to the HW
method is to reduce the sensitivity of the output voltage to velocity such that the output voltage is
only proportional to the temperature and its fluctuations, this can be achieved by setting the overheat
ratio aw close to zero. McKeon et al. (2007) note that the Constant Temperature Anemometry (CTA)
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approach is not reliable at such low overheat ratios due to a nonlinear response at such ratios and
that the feedback loop loses efficiency, however, the Constant Current Anemometry CCA approach
is commonly applied with cold wires. McKeon et al. (2007) have derived the ratio of the sensitivity
coefficient of the temperature and velocity using King’s Law to be Equation 2.5 for the CCA approach.
It is evident from Equation 2.5 that a low current is required to reduce the relative sensitivity of the
voltage to the velocity relative to the temperature thereby setting the overheat ratio low. However,
practical concerns such as the frequency response of the CWA and the signal-to-noise ratio typically
limit the minimum achievable current McKeon et al. (2007).

STa

SU1

≃ −2
(
A+B

√
U
) 1

I2w
(2.5)

For the CW, the same 55P15 Dantec miniature boundary layer probe is used relatively which has a
rather low aspect ratio (lw/dw = 250) compared to conventional cold wire probes (typically lw/dw = 400
as reported by McKeon et al. (2007) and Tsuji et al. (1992)). The decrease in the aspect ratio increases
end losses thereby decreasing the frequency response (Tsuji et al., 1992). However, only the mean
temperature is considered in this work to correct the HWA calibration procedure. Future research
should investigate the effect of using the mean temperature to study the unsteady content of the HWA
signal.

The CW probe was connected to a system comprising of the DISA 55M01 main unit and the 55M20
Temperature (CCA) bridge. The current intensity has been set to 0.2mA, resulting in a sensitivity to
temperature of ∆V /K = −0.011. The velocity sensitivity was found to be low at this current (delta of
0.0028V for U∞ = 0 and 14.1 m/s).

Calibration
Calibration of the CW was performed daily before the start of the measurements. A controlled thermal
environment was created by placing a space heater directly underneath an approximately 1-meter
aluminium tube in which the tip of the sting was lowered into the top end. The reference temperature
was obtained using a PT-100 at a similar height as the CW, in this configuration it was found that the
temperature measured by the PT-100 displayed asymptotic behaviour, therefore, the calibration was
performed when the PT-100 measurements approached its asymptote which typically took 30 minutes.

The linear response of the CW to temperature permits to limit the number of data points for the
calibration to a theoretical minimum of 2, therefore, one data point was generated at ambient conditions
and another at higher temperatures by turning the space heater to its maximum setting. To reduce the
error of the calibration, one could introduce an intermediate data point to the calibration, however, it was
found that this had little to no effect on the calibration while the total time of the calibration approximately
doubled. Accordingly, it was decided to limit the calibration routine to the ambient temperature and the
maximum heating setting of the space heater.

2.2.4 Double-Wire Configuration
It has been chosen to perform the measurement using a double-wire configuration as opposed to re-
peating the plane with a single and alternating the function of the probe as HWA/CWA. The advantage
of the double-probe design is that it limits the total required measurement time of a plane and the
tunnel’s thermal drift.

In the double-wire configuration, the spacing between the two probes determines the number of
extra data points required to guarantee that measurements are available in the desired domain for both
the HWA and CWA probes. The larger the spacing between the probes, the more measurement points
are required, the larger the total measurement time and the larger the thermal drift of the tunnel between
the HWA and CWA measurements inside the desired domain. Hence, one wants to limit this spacing.
Ideally, one would develop a custom probe as this allows a small spacing of the Hot Wire (HW) and Cold
Wire (CW) sensor, however, this was not feasible in the current work given available facilities and time
constraints. Instead, the original sting end was adapted yielding the design displayed in Figure 2.4.
This design features a spanwise offset of 6 mm where the middle of the wires coincides with a line
parallel to the LE (i.e. 45°angle). It was chosen to use the most downstream probe in CWA mode as
the potential blockage or wake of the upstream probe is more problematic for velocity measurements
than the thermal measurements (which are mainly used to correct the HWA measurements).
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Figure 2.4: Double wire configuration parallel to the LE, CW probe is positioned on the outboard side (left in this figure) and the
HW probe is positioned on the inboard side (right in this figure). Blue line projected onto the probes is parallel to the LE.

2.2.5 Discretisation of Measurement Planes
Two separate types of measurements have been performed, the first type quantifies the development
of the CF instability through measurements in the zy plane (parallel to the LE in the wall-normal direc-
tion) at different chordwise stations. The other type of measurement provides insights into the change
in laminar-to-turbulent breakdown by wall heating through measurements in the xz plane (parallel to
the wall) at different wall-normal coordinates. The time-intensive HW measurement method requires
careful consideration and planning of the measurement planes and the resolution. This is especially
important in the current work as the double wire configuration increases the required measurement
points to cover the same measurement domain due to the spanwise offset between the probes. The
span of the measurement domain (both xz and zy measurements) has been chosen to cover three
wavelengths of the crossflow vortices in the spanwise direction. As a trade-off between the spatial res-
olution and measurement time, this span has been discretised into 54 points, yielding 69 points in z to
cover the full measurement domain with both the CW and HW probes. In the yz measurement planes,
42 points are measured in y covering approximately 1.25−1.4δ99 depending on the measurement plane
using the boundary layer results output from the CBL solver (see chapter 3) as reference.

The coordinates of the xz planes are based on in-situ processing, zy planes were analysed to identify
where breakdown approximately occurred in chord to increase the spatial resolution in the region of
interest. The same xz plane was measured at two wall-normal distances: one approximately at the
maxima of the lower lobe in the steady disturbance profile and one approximately at the upper lobe
(see Figure 5.6).

It has been chosen to perform the planes at the same absolute wall-normal distance under both
the heating and adiabatic conditions for the sake of simplification. The height of the lobes is slightly
different at these conditions, this is especially evident for the upper lobe. Consequently, the localisation
of the measurement plane in the vortices is slightly different for the heated and adiabatic conditions.
To mitigate the effect, the plane has been chosen to be measured at the approximate average of the
adiabatic and non-adiabatic lobe heights. The localisation of the measurement plane will also vary
slightly for the different chordwise coordinates as the plane is parallel to the wall while the boundary
layer and vortices grow as x/cX increases. Consequently, the approximate average of the obtained
lobe heights at the start and end coordinates is averaged to obtain the final wall-normal coordinate.
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2.2.6 Infrared Thermography Camera
An infrared (IR) Optris PI 640 camera with a 90-degree lens was installed to observe and register
the wall temperature during the experiments. Initially, the camera was mounted behind the pressure
body such that the lens was nearly parallel to the surface observing a considerable portion of the
surface. In this configuration, an IR transparent foil is required as the material of the pressure body
is not transparent to the spectral range of the camera. The registered wall temperatures showed non-
physical temperatures, this was found to be the result of an interaction between the IR camera and the
IR foil. Hence, the camera had to be repositioned and it was placed close to the TE, looking towards
the LE, while limiting blockage imposed on the outflow of the measurement region. It was chosen to
observe and calibrate for a single point on the surface as a reference.

A total of 100 measurement samples were obtained with a frequency of 0.33Hz at the beginning
of each measurement plane. Calibration of the camera was performed by setting the emissivity in
the software such that the IR measurement matches that of a thermocouple temporarily placed on the
surface with the wind tunnel turned off and the heaters turned on. The emissivity of the anodised plates
was found to be ϵ = 0.81.

2.3 Processing and Data Analysis
2.3.1 Treatment of CW Measurements
During the experimental campaign, erratic behaviour of the CCA device was observed including jumps
in the output voltage, drifts in voltage, localised peaks in the voltage and short high noise periods in the
signal. As the velocity measurements are corrected with the temperature measurements, it is important
to understand the limitations of the CCA measurements and how the data is treated to retain valuable
information. The treatment of the CCA data consists of two steps: first the mean temperature of the
time signal is obtained at each spatial measurement location, and then a temporal drift of the CCA is
corrected.

Temporally Averaged Voltage
In the current work, only the mean temperature at each spatial measurement point is required as the
effect of a thermal boundary condition on the development of the stationary CF vortices is being in-
vestigated rather than the effect of thermal fluctuations. Typically, this would be rather straightforward,
however, the output signal of the CCA displayed erroneous behaviour, thereby complicating the matter.
To illustrate the problems encountered with the CCA output signal, typical output voltage signals as
a function of time are shown in Figure 2.5. Figure 2.5(a) represents a nominal output signal without
significant anomalies in the signal. The sinusoidal wave pattern is created by the internals of the CCA
device and does not pose a problem within the current research scope as only the average tempera-
ture (and thus voltage) is required at a measurement point. Figure 2.5(b) shows a voltage signal with
clear jumps in voltage, these jumps are identified to be non-physical. Peaks in the voltage signal are
present in Figure 2.5(c) while (d) showcases a signal with a high (local) noise level. These signals are
all considered non-physical while they affect the obtained voltage when averaging the signal, therefore,
processing of the data is required to obtain the mean temperature. The combination of local peaks,
local high-noise signals and jumps in voltage make commonly used data smoothing or outlier detection
techniques unsuitable as a one-size-fits-all solution. Consequently, an alternative method is used to
retrieve the temperature based on the rationale that the peak of the histogram is not affected by high-
noise periods or local peaks. A voltage jump affects the histogram as a second lobe appears in the
histogram, however, it is difficult to quantify which voltage corresponds to the physical temperature in
a signal with voltage jumps. A second lobe also appears for regions with strongly distorted mean flow
(see next paragraph) this might be physics induced and one cannot simply discard one. Hence, the
mean voltage is obtained by computing the weighted average of the peaks of the histogram. Low peaks
are discarded if they are below a set threshold of the maximum observed peak, in the current work the
threshold was set to 80%. The data is smoothed by obtaining the Probability Density Function (PDF)
generated with the ’Epanechnikov’ kernel density estimation function (Epanechnikov, 1969) to ease
the identification of these peaks. An example of such a histogram and PDF is shown in Figure 2.6.

As metioned, a complication of this routine is that the development of a (second) peak in the PDF
correlates with the structure of the crossflow vortices at chord stations where they are further developed.
A spatial overview of the measurement locations where two or more peaks are identified is shown in
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Figure 2.5: Examples of CCA output signals. Nominal signal (a), jumps in voltage (b), local peaks in voltage (c), voltage with
local high-noise level (d), signal affected by flow physics (e).

Figure 2.7 for the 1st (weak crossflow instability) and 6th (saturated primary mode) plane under heated
H.X and adiabatic A.X surface conditions. Red indicates a point where two or more peaks above
the threshold are detected, the yellow colour represents the points where only a single peak is de-
tected. H.6 clearly exhibits structures similar to the velocity field while this is not present in A.6, hence
demonstrating that the presence of the non-adiabatic boundary condition affects the PDF through either
interference of the heating elements with the CW or physical thermal fluctuations. In A.1 the heating
elements are not turned on thereby demonstrating that the problem is not fully isolated to the heating el-
ements. Unfortunately, it is difficult to distinguish between physics-induced peaks and ’random’ peaks,
combined with time constraints it was decided to use the current described methodology without further
iteration.

Drift Correction
Apart from erroneous voltage signals at each data point, the CCA was found to drift in time. To correct
this, CCAmeasurements (external flow data points) are compared to PT100measurements (positioned
in the outflow of the measurement region, see 4 in Figure 2.1). Unfortunately, one cannot directly com-
pare these measurements as the obtained CWA measurements show a certain degree of ’oscillations’
(see Figure 2.8), thus the data was linearly fitted. Comparison of this fit with the PT100 data provided
an offset as a function of the span (and thus time), which is applied to the CWA measurements, provid-
ing the results displayed in Figure 2.8. This step is applied after the temperature is retrieved using the
methodology discussed in the previous section.

As an offset is applied to the CWA measurements, one assumes that the drift of the CCA device is
caused by the offset applied to the incoming signal rather than the gain. This assumption is valid as the
slope of the different CWA calibrations was consistent while the voltage offset was prone to changes.
Additionally, the drift was present in both adiabatic and heated surface conditions, confirming that this
is equipment-induced rather than physical.

Cause of erratic behaviour
It is evident from Figure 2.7 and 2.8 that the processed data still shows erratic behaviour that one would
like to eliminate for future research purposes. Several attempts were made during the experimental
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Figure 2.6: Example of a CW signal (a) with two peaks in the PDF (b). in (b) represent the probability density function as
calculated using the histogram method, is calculated using the Epanechnikov kernel density estimation function.

Figure 2.7: Spatial overview of signals with two or more peaks in the PDF, red blocks indicate the 2 or peaks in the PDF of the
CW signal at the corresponding measurement locations, yellow relates to a single peak. A peak threshold of 0.1 has been used

to generate these pictures.

campaign to resolve the issue. Unfortunately, these attempts were inconclusive. Post measurements,
several more attempts have been made and one of the BNC cables of the CWA probe holder exhibits
damaged shielding. Swapping this cable led to better results. Hence, it is expected that the temperature
measurements will be of higher quality in future research.

2.3.2 Mapping of CWA Measurements on HWA Measurement Domain
Prior to the retrieval of the velocity measurements in the zy plane, the thermal measurements need
to be mapped onto the HWA measurement domain. Knowing the offset between the HWA and CWA
probes, one knows the physical measurement locations of the CWA yielding a similar overlap to that
of Figure 2.9. As one can see, the domains do not fully overlap each other in Y hence the absolute Y
measurement locations differ slightly as is also the case in the Z coordinate. The CWA measurements
are interpolated to obtain the temperature at the HWA measurement points. If the CWA measurement
domain is located closer to the wall, then thermal measurements are missing in the freestream. How-
ever, the temperature shouldn’t vary in the freestream, and thus, one can extrapolate by using the
nearest points. A linear extrapolation is used if thermal measurements are lacking near the wall.

The same approach is used for the xz planes by switching the Y coordinate to the X coordinate.
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Figure 2.8: Visualisation of drift correction for measurement planes 5 and 7 under heated surface conditions. Uncorrected
CWA measurements ( ∗ ,blue), linear fit through uncorrected CWA measurements ( ,blue), PT100 measurements (◦, black),

linear fit through PT100 measurements ( , red), CWA measurements corrected for drift ( □ , red).
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Figure 2.9: Measurement domain of HWA and CWA measurements and its overlap for a zy plane in the traverse coordinates.

However, these planes lack measurement points in the freestream, thus, one cannot correct for the
drift and the corresponding correction is not applied introducing an error in the obtained velocity. An
additional error is introduced as the CWA probe is positioned at a slightly different wall position than the
HWA probe and, hence, at a different height in the thermal boundary layer. The error introduced by this
difference is negligible in the freestream but much more critical for measurements close to the wall as
the thermal gradients are large close to the wall. Fortunately, the purpose of the xz planes is to asses
laminar-to-turbulent breakdown which will be performed using the RMS of the velocity fluctuations in a
certain frequency range. Although the RMS has sensitivity to the temperature, it is less important than
initially portrayed.

2.3.3 Wall Finding
When performing HWA measurements, it is often necessary to estimate the position of the wall in the
HW’s coordinate system, als0 in the current research. The approach used in this work follows the ’slice’
procedure as discussed by White and Ergin (2004). The approach will be discussed in this subsection.

When performing themeasurements, it was chosen to start the velocity and temperaturemeasurements
outside the boundary layer and traverse towards the surface. As the HW probe comes close to the wall,
conduction between the prongs and the surface can occur resulting in a kink or tail in the velocity profile
with the measurements close to the wall. White and Ergin (2004) chose to circumvent this problem and
the risk of touching the wall by limiting the measurements to velocities higher or equal to 18% of the
external flow velocity. In the current research, such a limit has not been used, instead the wall was
found by moving the probe closer to the wall until the velocity signal showed signs of conduction to
the wall. Consequently, a tail is present in the unprocessed velocity profiles which are identified and
omitted in the post-processing stage.

Next, in accordance with the methodology of White and Ergin (2004), a least-square fit is performed
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through the remaining measurements which have a value less than 35% of the external flow condition,
the least-square fit is then extrapolated to find the point Q̄ = 0 (following the no-slip condition at the
surface) and the velocity profile is shifted in y accordingly. This process is repeated for each span-
wise position independently, however, dependent upon the modulation of the base-flow and thus the
upwelling of low-momentum fluid and downwelling of high-momentum fluid, too little measurement
points may be present for a least-squares fit that satisfy the 35% freestream criterion at a spanwise
station. Consequently, this routine is only performed for spanwise stations with three or more mea-
surement points satisfying the criterion. On the remaining points, a least-squares fit is performed after
the spanwise locations that show a large random error are removed through outlier detection. The wall
coordinate is then defined as the value of the least-squares fit in themiddle of themeasurement domain.

In ideal conditions, one would perform a similar routine to find the wall in the temperature profiles before
correcting the HW measurements for optimal accuracy, however, the condition at the surface is not as
straightforward as with velocity. To use a similar approach, one would require accurate surface tem-
perature measurements and, dependent on the model, a spatial resolution high enough to distinguish
temperature variations in span due to the up-and downwelling regions. In the current research, this was
found to be unfeasible and as an alternative, a less accurate visual approach was taken. When the
wall was found during the experimental campaign, the distance between the probes and the wall was
measured and documented using a Taylor-Hobson micro-alignment telescope. The offset between the
probes is obtained by taking the average of the difference in wall distance of the HW and CW probe at
the two outer points of the domain. This offset is then applied to the CW measurement domain prior
to the interpolation of the temperature from the CW measurement domain to the HW measurement
domain as discussed in the previous section.

2.3.4 Analysis of Steady Disturbances
The obtained HWA data is processed depending on the interested quantities. For the analysis of the
steady disturbance, the first interesting parameter is the temporally averaged velocity(Q̄) as this pro-
vides a qualitative insight into the development of the stationary crossflow instability. The steady ve-
locity profile can then be obtained through spanwise spatial averaging of the Q̄z, this parameter is
essentially a combination of the baseflow and the mean of the steady disturbance.

The steady disturbance profile (⟨q′⟩z) is computed following the methodology used by Downs and
White (2013), Serpieri and Kotsonis (2016), and White and Saric (2005). Its computation is provided
in Equation 2.6 where n is the number of measurement points in the spanwise direction. It provides a
good insight into the development of the crossflow instabilities for two reasons. It gives an indication of
the strength of the disturbance thereby providing the possibility to track its growth in space. Secondly,
it provides an indication of the onset of nonlinear interactions.

⟨q′⟩z =

√√√√ 1

n

n∑
j=1

(
Q̄(y, zj)− Q̄z(y)

)2 (2.6)

However, it has been found that the disturbance profile is prone to noise in the signal and it combines
the primary mode with the harmonics while in the current work only the primary mode is computed in
CLST. Hence, the disturbance profile has also been calculated through a spatial FFT-iFFT reconstruc-
tion. Depending on the interested quantity different harmonics are chosen to be reconstructed. This is
expressed in Equation 2.7 where (0, n) indicates the nth harmonic of the primary CF mode.

⟨q′⟩z,(0,n) = FFT
(
Q̄(y, z)

)
(2.7)

Two methods are typically used to quantify the strength of the instability: integration of the disturbance
profile across the boundary layer and taking the maximum of the disturbance profile. In this work, the
latter method is used following the work of Rius Vidales (2022), the mathematical description is given
in Equation 2.8. The disturbance of the first harmonic is used to define this quantity as it is used for
comparison with CLST. The growth of the disturbance is quantified analogous to the eN method. Hence,
the amplification rate (or N factor) is calculated according to Equation 2.9 where the subscript 0 denotes
the reference amplitude. This reference is the adiabatic value of the most upstream experimental
measurement plane.
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AI = max
(
⟨q′⟩z,(0,1)

)
(2.8)

N = log (AI/AI,0) (2.9)

2.3.5 Analysis of Unsteady Disturbances
The analysis of the steady disturbances provides no information on the development of unsteady distur-
bances (such as the secondary CF instabilities) and their flow structures. Hence, different techniques
are applied for the unsteady disturbances.

Power Spectral Density
The first analysis tool for the unsteady disturbance is the evaluation of the power spectral density
(PSD, Φ) of the temporal signal at specified spatial positions as these spectra provide information on
the dominant frequencies of the different secondary CF instability modes and the energy associated to
them.

Welch’s method has been applied to estimate the PSD, in this method the time signal is divided into a
specified number of segments over which periodograms are calculated, averaging of the periodograms
results in the averaged PSD. In this work, Welch’s method is performed with a 50% segment overlap
where a Bartlett window is applied to segments of size fs/10 = 5120 points such that a 10Hz frequency
resolution (fres) is achieved. The obtained PSD is non-dimensionalised with Equation 2.10 following
the work of Deyhle and Bippes (1996) and Rius Vidales (2022) with U∞ being the freestream velocity.

Φ∗ =

√
fresΦ

U2
∞

(2.10)

Unsteady Disturbance Amplitude
To track the growth and visualise the different unsteady modes the temporal signal needs to be filtered
such that only the corresponding frequencies are considered. For this purpose, the Infinite Impulse Re-
sponse Butterworth filter has been chosen as it is designed to have maximal flatness in the passband
region (Şengül, 2018). The filter was chosen to be of 10th order to ensure a sharp frequency roll-off
where the limits are defined such that the specified passband frequencies have a -3dB attenuation in
the frequency roll-off. The signal is filtered by applying a zero-phase filtering algorithm.

The RMS (σQf
) of the resulting filtered signal is calculated to obtain the strength of the velocity

fluctuations of the interested frequencies and is visualised in the zy planes to investigate the topology of
the different frequencies. The methodology employed byWhite and Saric (2005) and Downs andWhite
(2013) is used to quantify and track the growth of the different frequencies in the chordwise direction.
In this method, the filtered velocity fluctuations of the zy planes are spatially integrated across both z
and y and normalised with the length of the integration domain in y and z yielding the amplitude AII as
formulated in Equation 2.11.

AII =
1

Q̄e

1

ym
1

zm

∫ ym

0

∫ zm

0

σQf
(y, z) dzdy (2.11)

2.3.6 Uncertainty Analysis
To validate the experimentally results, it is important to understand their limitations and uncertainties,
these are either systematic or random in nature.

For HWA, a systematic error is introduced by the relation between the output voltage and the velocity
which is minimised in the calibration procedure. A typical systematic error in adiabatic conditions mea-
surements is a drift of the fluid temperature due to a lack of or insufficient thermal control of wind tunnels.
This systematic error is removed by applying the calibration procedure as proposed by Hultmark and
Smits (2010) in the current work. However, the presence of the thermal boundary layer requires ther-
mal measurements which, as became clear from subsection 2.3.1, exhibit instrument-related errors.
Consequently, an error is introduced in the velocity measurement as a function of the temperature
measurement error.
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Figure 2.10: Spectra of the velocity signal (Q) and the accelerometer signal (gacc) in the y axis of the STEP for a point close to
the wall ( , y/δ∗A.1 = 0.7) and in the external flow ( ,y/δ∗A.1 = 6.4) at x/cx = 0.52. The spectra are calculated following the
methodology presented in subsection 2.3.5 but with Bartlett window size of 51200 points to obtain a frequency resolution of 1

Hz. x axes is cropped to 550 Hz in accordance with the cut-off frequency of the accelerometer.

A systematic error is introduced by the CW in the determination of the wall distance, which is based
on analogue measurements of the wall distance of the CW and HW probe using the micro-alignment
telescope. Apart from the accuracy of the telescope (± 20µm), this is difficult to quantify and hence
no attempt has been made to do so. Another systematic error is possibly present due to a difference
between the measured and actual offset of the HW and CW probe causing a shift between the HW
and CW field, impacting the perceived velocity. This potential error will be discussed in more detail in
chapter 5, however, the impact of this will not be discussed here in further detail as it has not yet been
confirmed that this is an error or if it is.

A random error is introduced by fluctuations present in the flow field that are statistically not inde-
pendent. This type of error is especially important for high-frequency acquisition measurements (such
as HWA) where the time in between measurements is smaller as the integral time scale (∆t < Tint).

Statistical Uncertainty
The statistical uncertainty of the mean flow is computed using the following (Sciacchitano & Wieneke,
2016):

εQ̄ =
kσ√
Neff

with Neff =
T

2TI
(2.12)

The effective number of measurements (Neff ) represents the statistically independent measurements.
To determine Neff , the integral time scale is calculated using Equation 2.13 where ρi is the auto-
correlation with lag i. The summation of Equation 2.13 is typically performed up to a defined threshold.
Typically, the threshold is chosen to occur when ρi(τ) first crosses (Sciacchitano & Wieneke, 2016).
However, other options include the minimum of the auto-correlation function and where ρi(τ) first falls
below 1/e (O’Neill et al., 2004). In this work, the latter threshold is used. Under the assumption of a
Gaussian distribution, a confidence interval of 68% is set, therefore, k = 1 in Equation 2.12.

TI =

∞∑
i=0

ρi(τ)dτ (2.13)

It has been found that the velocity signal exhibits a sinusoidal oscillation with a frequency of 17 Hz.
A comparison of the fluctuations in the velocity and accelerometer signal (acceleration in the y axis
of the STEP) shows that these are induced by sting vibrations. The spectrum of both is provided in
Figure 2.10 for a signal in the external flow (y/δ∗A.1 = 6.4) and close to the wall (y/δ∗A.1 = 0.7). The 17
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x/cx 0.31 0.41 0.52 0.63 0.74 0.85 0.96
Heating +0.17,−0.20 +0.40,−0.42 +0.40,−0.44 +0.96,−1.00 +0.83,−0.87 +2.99,−3.11 +3.05,−3.15
Adiabatic +1.39,−1.37 +0.30,−0.21 +0.21,−0.26 +0.61,−0.60 +0.88,−0.93 +1.64,−1.60 1.73,−1.44

Table 2.1: Uncertainty of the steady amplitude ((εAI
)/AI ).

Figure 2.11: Statistical uncertainty of spanwise averaged velocity profile under heating conditions at x/cx = 0.52 and 0.85.

Hz signal is apparent in the spectra at y/δ∗A.1 = 0.7 for both the velocity and accelerometer signal. In
the external flow, the accelerometer still exhibits the peak at 17 Hz, but it is not evident in the velocity
signal. This can be explained by the velocity shears in the boundary layer. Outside the boundary layer,
the flow is uniform, thus, a vibration does not alter the signal significantly. In the boundary layer, large
velocity gradients exist and, as a result, small vibrations can significantly affect the velocity signal.

The presence of this vibration has several implications. First of all, it increases the standard devi-
ation of the velocity signal and, thereby, also the measurement error. Secondly, the effective spatial
resolution of the measurements is reduced as the obtained signal is now averaged over the deflection
of the sting end. Lastly, the velocity signal is highly correlated with itself because of the sinusoidal be-
haviour. However, this is not a statistical correlation of the flow pattern but is induced by sting vibrations.
To mitigate the effect on the auto-correlation and thus the integral time-scale, it has been chosen to filter
the velocity signal with a stopband filter between 15 and 19Hz before the auto-correlation is calculated.
For this, the same methodology of subsection 2.3.5 is followed but instead of a bandpass, a stopband
filter is used. The standard deviation of the original signal is used to calculate the statistical uncertainty.

The obtained statistical uncertainty is propagated into the uncertainty of the velocity profile and the
steady disturbance profile as these are important parameters in the current work. The result is shown
in Figure 2.11 and 2.12 for the measurement planes at x/cx = 0.52 and 0.85 with the heated wall
condition.

It is evident from Figure 2.11 and 2.12 that the statistical uncertainty of the velocity and steady distur-
bance profile is small for plane H.3. Therefore, the measurement time of 2 seconds is justified in these
conditions. However, for the measurements of plane H.6, a higher uncertainty is present, especially
in the steady disturbance profile near its maximum and between the two lobes. This maximum is the
metric used to assess the development of the vortices, therefore, it is important to understand the uncer-
tainty of this maximum which is given in Table 2.1. Initially, the uncertainty stays below 0.5%, but they
increase rapidly downstream of x/cx = 0.63 and the uncertainty of 3% is considerable. Fortunately, this
large uncertainty occurs far downstream (which will be shown to undergo nonlinear interactions), and
thus, conclusions on the linear development of the vortices are not affected by this uncertainty. One
would like to reduce this error, which could be achieved by increasing the measurement time. However,
the vibration of the sting is found to be the primary issue and should be addressed if possible.
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Figure 2.12: Statistical uncertainty of the steady disturbance (no FFT filtering) under heating conditions at x/cx = 0.52 and
0.85.

x/cx 0.31 0.41 0.52 0.63 0.74 0.85 0.96
εAI ,T /AI 0.94% 2.30% -0.39% -0.45% -0.31% -0.14% 0.36%

Table 2.2: Error of the steady amplitude induced by CWA measurement errors (εAI ,T )/AI of the adiabatic wall condition.

Error Induced By Thermal Measurements
Although routines have been developed to treat erroneous behaviour of the CWA circuit, random errors
can still be seen in the output temperature. This is evident from Figure 2.8 as the temperature deviates
around the ambient temperature of the tunnel. Comparison of the CWA and PT100 measurements
show a maximum error of εT =2.78 ◦C. The output temperature is used to calculate the velocity, hence,
it is important to understand how this temperature error affects the results. Again, the error is focused
towards the steady perturbation profile as this is an important metric used to assess the development
of the vortices.

The error is seemingly random and not of a statistical nature, hence, a reference measurement is
required to quantify this error. Fortunately, the CWA measurements have also been performed for the
adiabatic wall measurement plane while the temperature from the ambient is also available through the
PT100. Hence, results where the velocity is obtained with the temperature measurement of the PT100
and CWA can be compared.

The disturbance profile of the primary CF mode for both of these is shown in Figure 2.13 for
x/cx = 0.52 and 0.85. A good agreement is found for the profiles, hence, an error in the tempera-
ture measurement does not significantly alter the disturbance profile of the primary CF mode. The
error regarding steady amplitude AI is provided in Table 2.2. Overall, the error is found to be below
0.5% except at x/cx = 0.31 and 0.41. The nature of this larger relative error is unknown. However, it
has to be noted that the presented error does not necessarily represent the measurement error for the
heated wall conditions but rather provides an indication of the error. As the error is generally below
1%, it is not expected to significantly impact the disturbance profiles obtained in the presence of wall
heating and its maximum amplitude.
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Figure 2.13: Disturbance profiles or primary CF mode obtained when using PT100 ( ◦ ) and CWA ( ∗ ) as temperature
reference for the adiabatic wall conditions. The left represents the disturbance profile at x/cx = 0.52 and the right at

x/cx = 0.85.



3
Numerical Methodology

This chapter introduces the utilised numerical framework. First, the Compressible Boundary Layer
solver (CBL) is introduced in section 3.1 after which the Compressible Linear Stability Theory (CLST)
is discussed in section 3.2. Section 3.3 explains the process used to retrieve the surface temperature
distribution required in the numerical framework.

3.1 Compressible Boundary Layer Solver
The boundary layer and its characteristics must be known before stability computations can be per-
formed. In the current work, the thermal boundary layer modifies the density and viscosity across the
boundary layer which is not evaluated in incompressible boundary layer theory, hence, CBL compu-
tations are required. The methodology of the CBL follows that presented by Liu (2021) with a few
modifications. The compressible boundary layer equations are simplified by assuming a steady-state
flow over an infinite span flat plate such that the boundary layer’s three-dimensionality is retained while
it is invariant in the spanwise direction (∂/∂z = 0). Combined with the usual boundary layer approxima-
tions, Equations 3.1 are obtained. Evaluating µ and k as a function of the temperature yields u, v, w, ρ, p
and T as unknowns. At the wall, the no-slip, no penetration and constant or adiabatic temperature con-
ditions are applied (see Equation 3.2a). The wall-normal velocity is set to zero in the freestream, and
the streamwise velocity, spanwise velocity and temperature are set to approach the external flow con-
ditions yielding Equation 3.2b.
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p = ρRT (3.1f)

y = 0 : u = v = w = 0, T = Tw or ∂T/∂y = 0 (3.2a)

y → ∞ : u → ue, v → ve, w → we and T → Te (3.2b)

Under the assumption of a Falkner-Skan velocity profile, one can perform a Falkner-Skan transforma-
tion retrieving a self-similar form of the boundary layer equations. When this transformation is applied
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to the set of Equations 3.1 and under assuming low Mach numbers (M → 0) this can be shown to re-
duce to Equations 3.3. The inflow of the Falkner Skan profile is defined through the Hartree parameter
based and the wall temperature or heat flux depending on the experimental conditions.
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The boundary conditions presented in Equation 3.2 are consequently transformed into Equation 3.4.
The grid is discretised by a uniform spacing in x direction and a pseudo-spectral spacing in y using
Chebyshev polynomials. The collocation points are clustered in the near-wall region to ensure an ac-
curate computation of the high gradient flow near the wall. A 5th order Runge-Kutta method is used
to solve the system of equations 3.3 where the derivatives in the streamwise direction are obtained
through a first-order backward Euler scheme and in the wall-normal direction pseudo-spectral Cheby-
shev differentiation matrices are used.

η = 0 : f = f ′ = g = 0, τ = τw or τ ′ = 0 (3.4a)

η → ∞ : f ′ = g = τ = 1. (3.4b)

3.2 Compressible Linear Stability Theory Solver
First the governing equations are obtained, these are the same as the CBL equations hence they are
provided in Equation 3.1. Then, the flow is decomposed in its base flow and disturbance components
(q = q̄ + q′ where q′ = [u′, v′, w′, ρ′, T ′]) and substituted in the governing equations. By subtracting
the base flow terms, removing nonlinear terms, assuming parallel flow and substituting the wave-like
disturbance ansatz (q′ = q̂(y)ei(αx+βz−ωt)), Equation 2.12-2.17 of Özgen and Kırcalı (2008) is obtained
with the following boundary conditions:

y = 0 : û = 0, v̂ = 0, ŵ = 0 and T̂ = 0 or ∂T̂/∂y = 0 (3.5a)

y → ∞ : û = 0, v̂ = 0, ŵ = 0 and T̂ = 0 (3.5b)

The disturbances are defined to grow spatially, thus, the frequency is real (ω = ωr) while the stream-
and spanwise wavenumbers are complex (α = αr + αi and β = βr + βi). The system of equations is
then solved for α at each specified streamwise location independently by breaking down the system
of equations into Aϕ = αBϕ + α2Cϕ which is generalised into the eigenvalue problem of Aϕ = λBϕ.
Here α is the eigenvalue and ϕ the eigenfunction that includes the û, v̂, ŵ, p̂, T̂ terms.

3.3 Surface Temperature Distribution
Unfortunately, no thermal measurements of the surface temperature have been performed under forced
convection conditions hence the surface temperature distribution has to be calculated numerically.
However, extrapolation of the temperature profiles (from CWA) towards the wall shows that the temper-
ature distribution is not uniform in the streamwise direction (see chapter 4). Consequently, a methodol-
ogy was developed where the streamwise surface temperature distribution is computed with COMSOL.
The temperature distribution obtained from COMSOL is calibrated to the wall temperature obtained
from CWA measurements of zy planes at the streamwise measurement stations.
To do so, the CAD design of the swept flat plate and its material properties are imported into COMSOL
and boundary conditions are applied. The heat source of the electrical heating elements is modelled by
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Figure 3.1: Heat transfer coefficient as a function of x/cx at the midspan of the STEP.

setting a heat flux for the upstream and downstream plates individually. The heat losses of the model
are separated into the measurement surface, the back of the plates and the sidewalls. The side walls
are set to be adiabatic as heat losses due to radiation, convection and conduction are assumed to be
small given the limited heat flux of the heating elements, the large span of the model and the small
surface area of the side walls. On the back of the swept flat plate, the boundary layer is assumed to
be mostly turbulent. Hence, only convective heat transfer using the approximation of Lienhard (2020)
for the heat transfer coefficient except at the areas where the heat flux is specified. The corresponding
approximation is presented in Equation 3.6.

hturb(x) = Nux
kair
x

(3.6a)

where
Nux = 0.0296Re0.8x Pr0.6 (3.6b)

Over the measurement surface, the boundary layer is primarily laminar (laminar for x/cx ⪅ 0.86 in the
most extreme condition) and thus the heat loss over the measurement surface is defined by imposing
a heat transfer coefficient hlam(x) over the surface. The heat transfer coefficient of laminar boundary
layers follows Equation 3.7 thus CBL calculations can be used to estimate hlam(x). Note that the CBL
computations have the to-be-determined temperature distribution as an input, and thus, an iterative loop
is introduced. In COMSOL, the heat transfer coefficient can be defined as a polynomial, the obtained
polynomial is displayed in Figure 3.1.

hlam(x) = − kair
Tw − Tf

∂T

∂y
|w (3.7)

With the heat transfer coefficients imposed over the surfaces and the heat sources defined, the COM-
SOL simulation was run providing the surface temperature as a function of x and z. The streamwise
distribution at the midspan was compared to the CWA wall temperature data points, and the heat fluxes
were iterated until a good agreement between the CWA and COMSOL temperature distribution was
obtained. This process was performed manually and the agreement was inspected visually, hence, a
slight improvement can be made by adopting a numerical metric and automation. However, the exper-
imental and numerical boundary layer match very well, as will be shown in chapter 4 and 5, hence this
was not deemed necessary and rejected bearing in mind time constraints.

Eventually, a small region of air was added between the up- and downstream plate to function
as a barrier for conduction as a discontinuity in the wall temperature is observed at the step location
(x/cx = 0.397). This discontinuity became evident from IR thermography measurements of the model
under natural convection conditions and agrees well in shape with the CWA measurements. This
discontinuity will be discussed in further detail in chapter 4.



4
Preliminary Results

In this chapter, a characterisation of the experimental conditions is provided. First, the streamwise
temperature distribution along the midspan is characterised in section 4.1. Secondly, the freestream
turbulence is discussed in section 4.2. Then, the step height is characterised in section 4.4 and the
impact on the development of the CFI is shortly discussed. The pressure distribution over the model
is discussed in section 4.5. Lastly, the conditions of the different measurement planes are specified in
section 4.3.

4.1 Wall Temperature
The current work aims to investigate and quantify the effect of the wall temperature on the development
of crossflow instabilities and laminar-to-turbulent breakdown. Hence, it is essential to understand the
distribution of the wall temperature. As the heating elements do not cover the entire span of the model,
inherently, a spanwise variance of the wall temperature exists in the measurement domain. Neverthe-
less, given the limited extent of the measurement domain ( ∆Z ≈ 0.023bZ or 21.21mm), the spanwise
variations are considered to be negligible. The wall temperature, as measured/predicted by different
methodologies, along the midspan is displayed in Figure 4.1. The white background indicates the ex-
tent of the heating elements on the back side of the model (in accordance with the dimensions provided
in Figure 2.2).

The dashed line in Figure 4.1 is obtained through IR measurements of the heated plate at equilibrium
under natural convection conditions (i.e. U∞ = 0 m/s). During the measurements, the IR camera was
calibrated for the anodised aluminium. The polished LE has a different emissivity, yielding erroneous
temperature measurements for the LE. Therefore, the LE region is cropped off in Figure 4.1.

Themost notable feature of this distribution is the kink in the temperature at the step (vertical dashed
line) caused by the model’s design. As the model consists of two separate plates, an irregularity in the
conductivity is present, causing this kink. In COMSOL, this irregularity is achieved by imposing a thin
layer of air between the upstream and downstream plates, acting as a barrier for heat transfer between
the plates.

Granting differences in the absolute temperature due to flow conditions (forced vs free convection), the
wall temperature obtained through linear extrapolation of the experimental spanwise averaged thermal
profile (◦) shows the same overall shape as the IR measurement. Although the overall shape is the
same, the experimental data points are based on the zy planes obtained for varying freestream condi-
tions (e.g. changes in ambient temperature). This means that the magnitude of the wall temperature
distribution may vary as well between these points. The IR measurements are used to quantify a po-
tential drift in the wall temperature. Considering a small, pre-defined target on the downstream plate,
no significant variations IR temperature was observed between the different HWA planes (maximum
variation of≈0.6 ◦C). This indicates that the wall temperature is nearly constant between measurement
planes (irrespective of the freestream temperature, see section 4.3). Consequently, the temperature
distribution is considered to be invariant between measurement planes. This is explained by the heat-
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Figure 4.1: Measured and generated surface temperature profile along the midspan as a function of the streamwise station:
surface temperature input CLST ( ), surface temperature obtained with IR under natural convection conditions ( ), mean
surface temperature as obtained with IR during measurements (+), surface temperature obtained through linear extrapolation

towards the wall of the temperature profile from the CW measurements (◦).

ing elements turning off when the setpoint is reached and turning on when the temperature drops by 2
degrees.

The average of the IR measurements is shown by the symbol + in Figure 4.1. Its value is signif-
icantly higher than the wall temperature obtained through the spanwise average thermal profile. The
IR images displayed clear reflections of the metallic parts of the pressure body, thereby demonstrating
that the perceived temperature of the IR might be affected by reflections of itself or the surroundings.
Therefore, the absolute temperature reported by the IR measurement is expected to be offset to the
physical temperature. However, this hypothesis requires further elaboration.

After iteration on the heat fluxes in COMSOL (as discussed in chapter 3), the wall temperature distri-
bution (solid line) is obtained. This is used as the boundary condition of the numerical computations.
The distribution fits the experimental wall temperature relatively well, validating the overall shape and
magnitude of the thermal boundary condition of the numerical framework. The deviation of the last
experimental point with the COMSOL wall temperature is explained by local relative wall cooling. This
is a consequence of the heating elements not fully extending to the TE and will be further discussed in
section 5.2.

4.2 Freestream turbulence intensity
The importance of the freestream turbulence condition upon the determination of the dominance of
travelling or stationary crossflow instability modes has been established by Deyhle and Bippes (1996)
and White et al. (2001). For low freestream turbulence conditions, the stationary CF modes have
been found to dominate and travelling CF modes dominate for high freestream turbulence conditions.
Consequently, the freestream turbulence intensity of the tunnel has been measured with and without
the STEP model installed. Only the centre point has been measured with the STEP installed due to
accessibility considerations.

In Figure 4.2(a), the turbulence intensity is displayed for measurements at the centre of the cross-
sectional area of the nozzle for varying freestream velocities. The turbulence intensity is calculated for
velocity fluctuations in the frequency range of 2 to 5000Hz using the bandpass filtering methodology of
chapter 2. This frequency range was chosen as it allows for a comparison to the Low Turbulence Tunnel
(see Serpieri (2018, section 2.2)) commonly used by the Delft University of Technology for boundary
layer stability research (see e.g. Rius Vidales, 2022; Serpieri, 2018; Zoppini, 2023). Evidently, without
the STEP model installed, the turbulence intensity remains below 0.06%. The configuration of the
wire (i.e. parallel to the minor or major axes of the cross-sectional area of the nozzle) shows slightly
different values, indicating a small level of anisotropy in the turbulence. However, the deviation and
the absolute values are small and, thus, are not considered problematic. When the STEP model is
installed, the turbulence intensity remains low even though it increased slightly for U∞ = 10 and 15
m/s up to Tu ≈ 0.07%.

Figure 4.2(b) shows the turbulence intensity at different locations along the major axis of the rect-
angular nozzle outlet at U∞ = 15 m/s. The turbulence is relatively uniform along the nozzle except at
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Z/bZ = ±0.5 where it rises to Tu = 0.21 and 0.64 %. This is where splitters are located on the STEP
model to bleed the turbulent boundary layer away from the measurement region. These peaks are not
considered problematic as the splitters bleed away the turbulent flow and the large span of the model
decreases the proximity of the higher turbulence away from the measurement region.

Consequently, it is concluded that the tunnel and its combination with the STEP is suitable for
investigating the stationary crossflow instability and the induced boundary layer transition.
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Figure 4.2: Measured turbulence intensity after the signal is filtered through a bandpass with frequencies fbp = [5, 5000]Hz.
Jet with wire parallel to minor axis ( + ), jet with wire parallel to Major axis ( + ), STEP model installed ( ∗ ). (a) Turbulence

intensity at the intersection of the major and minor axis of the rectangular outlet for varying freestream velocity. (b)
Measurements at different stations on the major axis of the rectangular nozzle outlet, where the intersection with the minor axis

(centre point) is defined to be Z/bZ = 0 at U∞ of 15m/s.

4.3 Experimental Measurement Conditions
A total set of 9 different planes are measured for both the adiabatic and heated wall conditions. The
plane types, locations and conditions are presented in Table 4.1. The reported temperature ratio is
obtained by dividing the mean wall temperature ratio from the numerical distribution, with the average
fluid temperature of the measurement plane. In the remaining work, the different planes are denoted
by H.X or A.X where A denotes the adiabatic wall conditions and H the heated wall condition. X is
substituted by the plane number, specifying the plane type and location.

The fluid temperature and temperature ratio change between measurement planes, in chapter 2
it was mentioned that the A-tunnel facility does not have a thermal management system. Hence, the
fluid temperature varies between planes, yielding a variation of the temperature ratio as the thermal
condition at the wall is constant across the measurements.

The freestream conditions of measurement plane H.3 have been used for the numerical computa-
tions. The only difference between the computation of the adiabatic and heated case is that the wall
has been set to be adiabatic for the adiabatic wall condition.

Plane Number 1 2 3 4 5 6 7 9 10
Plane Type Y Z Y Z Y Z Y Z Y Z Y Z Y Z XZ XZ

x/cx 0.31 0.41 0.52 0.63 0.74 0.85 0.96 0.85-0.96 0.85-0.96
y = 0.7 mm y = 2.3 mm

A.X
U∞ 15.5 15.7 15.8 15.7 15.7 16 15.9 15.9 16
Rec 8.55 8.60 8.56 8.57 8.52 8.57 8.56 8.55 8.54

H.X
U∞ 15.5 15.7 15.8 16 16.1 16.1 16 16 16
Rec 8.52 8.57 8.55 8.55 8.55 8.55 8.54 8.54 8.54
Tf 25.24 25.64 26.45 28.92 29.71 29.26 28.57 29.11 29.37

(Tw/Tf )mean 1.05 1.048 1.045 1.037 1.034 1.036 1.038 1.036 1.035

Table 4.1: Specification of conditions at the different experimental measurement planes.

4.4 Characterisation Of The Step Height
In the current research, a challenge of the STEP lies in its original purpose for the investigation of
forward- or backwards-facing steps (FFS/BFS) upon transition in three-dimensional boundary layers.
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The dual plate design has the disadvantage that a (small) step can form at their junction. Additionally,
expansion and contraction of the aluminium plates may affect the step height over a heating cycle.
Thus, it is important to characterise the nominal step height and the effect of a heating cycle on its
height.

For the measurements, a Micro-Epsilon scanCONTROL 3010-25/BL LASER scanner was attached
to the aluminium frame of the test section so that the measurement line was orthogonal to the LE and
step. At the end of a measurement day, the measurement of the step height was performed when
model was heated. The following morning the step height was measured at the same location for the
adiabatic condition. These measurements were performed overnight to ensure that the model was fully
cooled down.

Under heating conditions a FFS with a height of 33µm was present at the midspan while a BFS of
6µm was found at the midspan when for the adiabatic wall measurement. The adiabatic wall had a
step height variation of 24µm (FFS) to 6µm (BFS) across the span of the measurement region. These
values are very small considering the step heights (591µm and 1292µm) quantitatively investigated
by Rajendrakumar (2021) on the STEP with a similar pressure gradient while with a higher Reynolds
numb (and thus thinner boundary layer). These results are also shortly discussed by Rius Vidales
(2022). Consequently, the effect of a heating cycle on the step height is considered to be acceptable
and the step heights can be considered to have a negligible impact on the development of the crossflow
instability.

4.5 Pressure distribution
The pressure distribution is of great importance to the growth of the stationary crossflow vortices as
is mentioned in chapter 1. The pressure distribution across the model is conditioned by the pressure
body. The pressure coefficient distribution, as obtained during measurements of the first heated plane
(H.1), is shown in Figure 4.3(a). No modifications have been made to the pressure body within the
experimental campaign. As a result, minimal to negligible variations in the distribution are found across
the different measurement planes. Figure 4.3(a) clearly shows a nearly uniform pressure gradient
across the model and the small difference between the outboard and inboard measurement suggests
the desired spanwise invariance. The spanwise invariance within the measurement region becomes
clear from Figure 4.3(b) where the non-dimensionalised external velocity, as measured by the HWA, is
shown for planes A.1, A.4 and A.7.

Outboard
Inboard

Figure 4.3: (a) Pressure coefficient distribution of plane H.4. (b) Non-dimensionalised external velocity measurement Q̄e

normalised with freestream velocity under adiabatic conditions and planes 1,4 and 7 (A.1, A.4, A.7)



5
Results

This chapter will discuss the effect of wall heating on the development of crossflow instabilities based
on the numerical and experimental framework. First, the effect of wall heating on the time-averaged
velocity boundary layer is discussed in section 5.1. Then the time-averaged thermal boundary layer is
dicussed in section 5.2. The effect of wall heating on the steady disturbance is discussed in section 5.3
and the effect on the unsteady disturbances are discussed in section 5.4. Lastly, the effect of wall
heating on laminar breakdown is discussed in section 5.5.

5.1 Time-Averaged Velocity Boundary Layer
Figure 5.3 represents the time-averaged velocity field after a spatial FFT-iFFT reconstruction for both
the adiabatic and heated wall conditions. Spanwise averaging of this velocity field provides the profiles
presented in Figure 5.1, this figure also shows the velocity profiles obtained by CBL. The integral bound-
ary layer parameters based on these velocity profiles are presented in Figure 1.1b. In both Figure 5.1
and 5.3, the velocity is normalised with the external velocity. The y coordinate is non-dimensionalised
with the displacement thickness obtained from the HWA measurements of the most upstream plane
with the adiabatic surface condition (δ∗A.1 = 0.618 mm). The same reference value has been chosen at
all stations to provide a clear indication of the growth of the vortices. The spatial FFT-iFFT reconstruc-
tion of Figure 5.3 includes the 1st to 5th harmonics and all wavelengths captured by the measurements
larger as the forced wavelength (λ > λz,D). The contours vary from 0 to 1 with a 0.1 interval.

Close analysis of the experimental velocity profiles in Figure 5.1 shows that wall heatingmildly increases
the boundary layer thickness for x/cx = 0.31− 0.52, as is consistent with data presented in Figure 5.2.
The increase in the boundary layer thickness is captured relatively well by CBL, however, the effect is
more pronounced in the experimental measurements. From x/cx = 0.63 onwards, the experimental
data shows a rapid increase in δ99 for both wall conditions. Interestingly, the growth of the boundary
layer thickness downstream of x/cx = 0.63 is larger in the presence of wall heating.

The increase of the boundary layer coincides with an emerging lobe in the velocity profiles high in
the boundary layer. This lobe is associated with a roll-over of low-momentum fluid high in the boundary
layer, leading to nonlinear interactions (Reibert et al., 1996). The experimental results suggest that the
modulation of the velocity field is larger in the presence of wall heating as the lobe is more pronounced.

The velocity fields in Figure 5.3 show that this is indeed the case. Let’s consider the adiabatic
surface condition (A.X). At the most upstream plane (A.1) the modulation of the boundary layer by
the stationary CF vortices is still small. When advancing in the streamwise direction, the modulation
increases, indicating the growth of the stationary CF vortices. Under adiabatic conditions, the over-
turning of low-momentum fluid first becomes apparent in plane A.6. For the heated wall conditions
(H.X), a slightly larger modulation of the boundary layer is observed at the most upstream plane (H.1)
compared to the adiabatic condition. Although no large differences between the adiabatic and heated
surface conditions are apparent for the second and third plane (X.2 and X.3), one can see a slight
increase in the maximum y coordinate of the Q̄/Q̄e = 0.9 contour for plane H.4 compared to the adi-
abatic surface measurements. In planes 5 and 6, however, the overturning of low-momentum fluid is
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Figure 5.1: Velocity profile of the experimental (◦) and numerical ( ) results for the adiabatic (black) and heated (red) wall
conditions at different streamwise locations.

Figure 5.2: Boundary layer integral parameters obtained from the numerical and experimental velocity profiles for the adiabatic
(black) and heated (red) wall conditions. δ99, θ and δ∗ have the dimension mm, H is dimensionless.

more significant for with wall heating indicating a larger modulation of the mean flow in the presence of
wall heating. Consequently, this suggests that the stationary CF vortices are amplified in the presence
of wall heating.

The velocity profile distortion is not visible in the numerical computations in Figure 5.1 and the
boundary layer thickness is underpredicted by the CBL for these chord locations. This deviation is
expected as the CBL computes the baseflow (i.e. the boundary layer without a disturbance) while the
experimental profiles in Figure 5.1 represent the spanwise averaged temporally averaged flow of the
distorted boundary layer.

The impact of wall heating on the fullness of the boundary layer is an interesting parameter as it has
been shown in chapter 1 that it is associated with an increase in the inviscid instability of the crossflow
component. The velocity profiles of both the numerical and experimental results show that momentum
deficit is increased in the presence of wall heating. The overall agreement between the numerical and
experimental results is good for x/cx ≤ 0.52, however, the impact of wall heating is less in the numerical
framework.

These observations are also evident from δ∗ in Figure 5.2 as it increases in the presence of wall
heating while this difference is less for the numerical framework for x/cx ≤ 0.52. The deviation of the
numerical results with the experimental results for x/cx ≥ 0.63 is again associated with the mismatch
of the represented parameters (base flow versus the mean of the distorted boundary layer). The mo-
mentum thickness (θ) is hardly affected by the wall heating, and thus, the H factor increases as a
function of the displacement thickness. A mismatch between the CBL and the experimental measure-
ments is again found for x/cx ≥ 0.63 because the numerical and experimental results display different
parameters.

The trend of the increased momentum deficit in the presence of wall heating is consistent with the
analysis of the momentum equations at the wall (Equation 1.9a and 1.9b) in chapter 1 and the work of
Ren and Kloker, 2022 who found that wall heating makes the boundary layer less full resulting in an
increased displacement thickness (see Figure 1.12).
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Figure 5.3: Contours of the FFT-iFFT reconstructed time-averaged velocity field from HWA measurements for both the
adiabatic (A.X) and heated (H.X) surface condition at different chordwise locations (represented by X in A.X or H.X).

Reconstuction includes the 1st to 5th harmonic of the primary CF mode and all wavelengths larger as the forced wavelength
(λ > λz,D). z = 0 indicates the midspan of the STEP, positive z the outboard side and negative z the inboard side of the STEP.

A last observation can be made from Figure 5.3. In planeH.7, one can observe that the stationary struc-
ture is being dissolved, especially for the vortex on the left. White and Saric (2005) explain that this
occurs when breaking down. Hence it is found that the laminar breakdown is occurring at x/cx = 0.95 in
the presence of the heated wall. In contrast, this is not apparent for the adiabatic wall condition. Hence,
these planes suggest that breakdown (followed by turbulent-to-laminar transition) in the presence of
wall heating occurs upstream adiabatic conditions, which contrasts the work of Lemarechal et al. (2019)
that did not observe a movement of transition in the presence of wall heating. This behaviour will be
further discussed in section 5.5

5.2 Time-Averaged Thermal Boundary Layer
The experimental time-averaged thermal field obtained from CWA in the presence of wall heating is
shown in Figure 5.5. For the heated wall condition, the experimental and numerical temperature pro-
files are shown in Figure 5.4. The normalisation of the temperature presented in Equation 1.5 is used.

Firstly, one can see that overall, a good agreement exists between the numerical and experimental
results for x/cx = 0.31 − 0.52. Slight differences do exist between the numerical and experimental re-
sults, however, this is to be expected given the limitations in the determination of the wall temperature
distribution. The good agreement between CBL and the experimental result of the first plane suggests
that no significant differences between the experimental and numerical conditions exist upstream of the
first measurement plane. Hence, combined with the good agreement of the velocity profiles and the
boundary layer integral parameters discussed previously, the CBL is found to represent the experimen-
tal conditions well. Thereby it provides a good basis for the stability computations performed with CLST.

The appearance of a lobe in the thermal profile is first evident at x/cx = 0.63, and it continues to grow
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Figure 5.4: Temperature profile of the experimental (◦) and numerical ( ) results for the heated (red) wall conditions at
different streamwise locations.

Figure 5.5: Contours of the time-averaged temperature field from CWA measurements for the heated (H.X) surface condition
at different chordwise locations (represented by X in H.X) with the same velocity contours as Figure 5.3. z = 0 indicates the

midspan of the STEP, positive z the outboard side and negative z the inboard side of the STEP.

when x/cx increases. Interestingly, a comparison of the velocity profiles in Figure 5.1 and the temper-
ature profiles in Figure 5.4 show that the modulation of the spanwise averaged temperature follows a
similar topology to that of the velocity. This is to be expected as the thermal energy is transported by
the flow.

The similarity between the velocity and thermal profiles can also be observed when comparing the
contours of the non-dimensional velocity and temperature field in Figure 5.5 (velocity isolines are plot-
ted as well for the contours as in Figure 5.3). However, even though the fields exhibit similar topology,
they are not identical. A shift in the negative z direction is observed between the velocity and temper-
ate contours, this is especially apparent for the contours in the upwelling region. Whether this shift
is physical or introduced by a difference in the measured and actual offset between the HW and CW
probe is yet unknown. Under the assumption that this is an artefact of the measurement and the shift
is physically not present, an average shift of 1.07mm is calculated across the different planes through
a cross-correlation of the spanwise temperature and velocity distribution at the core height of the pri-
mary CF disturbance. As the velocity calculations are a function of the local temperature, this may bias
the local velocity and velocity profiles, impacting the disturbance profile. Hence, it is advised to verify
this potential shift numerically, especially considering the large thermal spanwise gradients in the later
stages of the crossflow development.

An important feature tomention of the temperature profiles in Figure 5.4 is that wall temperature reduces
for x/cx = 0.74, 0.85 and 0.96 (based on the wall temperature distribution discussed in section 4.1). This
is also evident from the numerical temperature profiles, given the curvature near the wall. One may
even expect local wall cooling as the heating elements do not reach up to TE of the model (see sec-
tion 4.1). However, the non-dimensional temperature profiles remain below one at all stages. Hence,
CBL predicts no local wall cooling.
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Figure 5.6: Steady disturbance profile of the experimental measurements for the first harmonic obtained through an FFT-iFFT
reconstruction. Black represents adiabatic wall conditions, red represents the heated surface conditions. The horizontal lines

represent the height of the xz planes discussed in section 5.5.

A close analysis of the experimental profiles at x/cx = 0.74 and 0.85 shows a limited to negligible
curvature associated with this local reduction of the wall temperature. This discrepancy is believed
to be a combination of the strong modulation of the thermal boundary layer that alters the experimen-
tal temperature profile close to the wall, and the lack of measurements in the near-wall region (that
potentially would make the curvature more evident).

At x/cx = 0.96, the experimental temperature profile suggests local wall cooling as the measure-
ment point second to the wall is larger than one. Although not directly evident from Figure 5.5, it has
been found that the temperature in the upwelling region of the crossflow (the two that exhibit the least
breakdown) at the second measurement closest to the wall is larger than the one closest to the wall.
In the downwelling region, the temperature remains roughly constant in the downwelling region for the
two measurement points closest to the wall. This occurs at two different vortices at the same respective
location, suggesting that local wall cooling is occurring rather than being a measurement error. It is
unclear why this feature is not present in the CBL simulation but may be related to the large distortion
of the thermal boundary layer. Nevertheless, it is not considered to have a significant effect on the
results as the boundary layer is either close to breakdown or already breaking down once this feature
is encountered.

5.3 Steady Disturbance
5.3.1 Linear Amplification Regime
The N factor of the primary CF mode is shown in Figure 5.7 for both the numerical and experimental
results. It is calculated following Equation 2.9 taking the maximum of the disturbance as its amplitude
(see Equation 2.8).

A comparison of the adiabatic and heated experimental results shows that the primary CF mode
has a larger disturbance amplitude in the presence of wall heating for all measurement planes except
x/cx = 0.96. This is also evident from section 5.3 that shows that the maximummagnitude of the steady
perturbation is larger in the presence of wall heating for all x/cx except at x/cx = 0.96. Hence, the
experimental results suggest a destabilisation of the primary CF mode. The CLST predictions agree
relatively well with the experimental results up until x/cx = 0.63 as the experimental results exhibit
nonlinear effects downstream. This will be discussed further in the coming section. The destabilising
trend of wall heating is also in agreement with the results of Lekoudis (1980) and Ren and Kloker (2022),
who showed a destabilisation of the stationary CF mode using a similar CLST methodology.

A more detailed comparison between the experimental and numerical amplification of the steady
mode in Figure 5.7, shows that the amplification of the experimental results for the adiabatic wall con-
dition is larger than predicted by the numerical framework for the planes x/cx = 0.41 − 0.63. The
underprediction of CLST increases for increasing x/cx, suggesting the CLST increasingly underpre-
dicts the growth of the disturbance. This is not related to the wall temperature condition as it already
occurs for the adiabatic condition. In fact, this underprediction is a known limitation of local linear stabil-
ity analysis (such as CLST), which has been shown by Haynes and Reed (1996) and Reibert and Saric
(1997) to be attributed to the nature of the local computations that do not take into account the growth
of the boundary layer. The growth rate was found to be underpredicted for local linear solvers while
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Figure 5.7: Amplification of the experimental (◦) and numerical ( ) steady disturbance as a function of the chord coordinate.
Black represents the adiabatic surface condition, red the heated surface. The reference value AI,0 is that of the adiabatic

disturbance amplitude of the measurements at x/cx = 0.31, it has a value of AI,0/Q̄e = 0.0139.

a good match with experimental results was found in the initial linear growth stage when nonparallel
effects Linear and Nonlinear PSE are taken into account.

In contrast to the adiabatic case, the underprediction decreases in the presence of wall heating
as the streamwise coordinate is increased. Consequently, the difference in the N factor between the
adiabatic and heated surface conditions decreases. One has to be careful not to interpret this appear-
ance as a function of the streamwise coordinate. As described in chapter 2, the ambient temperature
increased during the experimental campaign while the wall temperature remained constant (see sec-
tion 4.1). This resulted in a decrease of the temperature ratio (Tw/Tf )mean in time, which is translated
into a decrease in the temperature ratio as the streamwise coordinate increases from x/cx = 0.31 to
0.63 (the reader is referred to Table 4.1 for more information). Therefore, this is found to be the con-
sequence of a varying temperature ratio of the experimental framework. This conclusion is supported
by the CLST predictions that show that the difference between the adiabatic and heated N factor, in-
creases for increasing x/cx with a constant (Tw/Tf )mean.

5.3.2 Nonlinear Interactions And Amplitude Saturation
Initially, the disturbance is found to amplify linearly in both the heated and adiabatic wall conditions.
However, the amplification of the experimental result can be seen to deviate from the linear trend at
x/cx = 0.74. This behaviour is well understood and is known as amplitude saturation (Haynes & Reed,
1996; White & Saric, 2005) induced by the nonlinear distortion of the boundary layer (Bippes, 1999;
Saric et al., 2003). The nonlinear distortion is evident in the experimental steady disturbance profile
presented in section 5.3. At x/cx = 0.63, a lobe in the disturbance profile starts to emerge high in the
boundary layer which develops further as x/cx increases for the adiabatic and heated wall condition.
This lobe is associated with the nonlinear distortion of the boundary layer by Reibert et al. (1996). An
equivalent distortion of the velocity profile is also visible in Figure 5.1 as was discussed in section 5.1.

Interestingly, the distortion is larger in the presence of wall heating as the lobe is more distinct
compared to the adiabatic measurements. The implication that this lobe first appears at x/cx = 0.63
and it being more distinct in the presence of wall heating, is that the onset of nonlinear interactions
occurs upstream compared to the adiabatic surface condition, the onset of the nonlinear interactions
occurs in a similar chordwise position but the growth of nonlinear interactions is higher, or a combination
of the two. Given the spacing of the measurement planes, no proof can be provided that the nonlinear
interactions start upstream in the presence of wall heating. However, the primary disturbance is found
to be amplified by wall heating, and therefore, it is expected that nonlinear effects occur upstream of
the adiabatic condition. However, further research is required to confirm.



5.4 Unsteady Disturbances 53

Figure 5.8: The wall-normal (I and II) and spanwise gradients (III and IV) of Q̄ for H.4-H.7 (I.a-d and III.a-d) and A.4-A.7(II.a-d
and IV.a-d)

Following the nonlinear interactions is amplitude saturation. An interesting observation of the ef-
fect of wall heating on saturation regards the saturation magnitude. It is observed that the satura-
tion amplitude slightly increases for the heated wall condition compared with the adiabatic condition
(AI/Q̄e = 0.1615 for the heated wall condition versus AI/Q̄e = 0.1487 for the adiabatic case). How-
ever, the measurement uncertainty for this measurement plane (see chapter 2) is in the order of the
difference in amplitude between the adiabatic and heated wall conditions. Therefore, further research
is required to confirm this.

Another interesting observation concerning amplitude saturation is that it seems to appear upstream
in the presence of a heated wall. The growth of the heated wall is found to be ∆AI/Q̄e = 0.0015 (≈ 1%
of the amplitude at x/cx = 0.85) between x/cx = 0.74 and x/cx = 0.85 and∆AI/Q̄e = 0.0050 (≈ 3.36%
of the amplitude at x/cx = 0.85) for the adiabatic condition. However, again no definitive conclusions
can be drawn as the measurement error at plane H.6 is considerable.

A last remark that can be made based on Figure 5.7 regarding the prediction of CLST in the chord
region where the experimental results exhibit nonlinear effects. The deviation is expected given as lin-
ear stability theory is limited to linear disturbances while the effects found for x/cx ≥ 0.74 are strongly
nonlinear. This has been shown by Haynes and Reed (2000), who found that linear numerical method-
ologies (LST, linear PSE) start to deviate from experimental results when the disturbance is developing
nonlinearly. Nonlinear PSE, however, does not rely upon the linear disturbance assumption and was
found by Haynes and Reed (2000) to agree well with the experimental results.

5.4 Unsteady Disturbances
As discussed in chapter 1, amplitude saturation is followed up by the development of secondary in-
stabilities. To track the development of secondary instabilities, spectral analysis is performed at the
location where the type-I to type-III modes are expected to occur, the localisation of the velocity fluctua-
tions for different frequency bands is analysed, and the unsteady disturbance amplitudes are calculated
following the methodology presented in subsection 2.3.5.
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Figure 5.9: Spectra of velocity fluctuations at different spatial locations for plane 4 (I-II.a), 5 (I-II.b), 6 (III-IV.a) and 7 (III-IV.b)
under adiabatic (II.a-b, IV.a-b) and heated (I.a-b, III.a-b) surface conditions.

The type-I and type-II modes are Kelvin-Helmoltz instabilities driven by velocity shears in the highly
distorted boundary layer (Bonfigli & Kloker, 2007). The type-I mode is driven by the spanwise gradients
(White & Saric, 2005) and is typically located in the outer region of the upwelling region where the span-
wise gradients are minimum (i.e. negative) (Serpieri, 2018). Utilising the gradients shown in Figure 5.8,
spectral analysis is performed at P1. The type-II mode is conditioned by wall-normal gradients (Malik
et al., 1996; White & Saric, 2005) and is typically located on top of the primary vortices (Serpieri &
Kotsonis, 2016). This combination has driven the decision to analyse the spectra at point P2.

In contrast to the type-I and type-II mode, the type-III mode is related to the interaction between
stationary and travelling CF modes (Bonfigli and Kloker, 2007; Wasserman and Kloker, 2002) and has
lower frequencies as the type-I and type-II mode (White & Saric, 2005). It is manifested on the inner
side of the upwelling region and is linked to the local maxima of the spanwise gradient (Wasserman &
Kloker, 2002). Hence, one expects the development of this mode at P3.

The spectra of the analysed points for adiabatic and heated wall conditions are shown in Figure 5.9.
The spectrum of the external flow is provided as a reference and obtained at the centre of the domain
for the largest wall distance (i.e. in the external flow).

In Figure 5.9, two distinct bands of frequencies can be identified, one at 180-400 Hz and one in the 1310-
4860 Hz frequency band. In planeH.5 (II.b) and A.6 (IV.a), it is apparent that the 180-400 Hz frequency
is most pronounced for P3, which is where the type-III mode is expected to manifest. It is evident from
Figure 5.10 that the fluctuations are located in the inner upwelling region where the spanwise gradient
is maximum. This observation is consistent with previous research (Serpieri & Kotsonis, 2016; White
& Saric, 2005), and hence, it is concluded that the velocity fluctuations in this frequency band are
associated with the type-III mode.

The high-frequency 1310-4860 Hz band is most evident for P1 and P2 in Figure 5.9. The RMS of
these fluctuations is shown in Figure 5.12, showing that the fluctuations are located on the outer side
of the upwelling region. This characteristic is consistent with the work of, for example, Bonfigli and
Kloker (2007), Serpieri and Kotsonis (2016), and White and Saric (2005) and it was characterised as
the type-I mode. Hence, velocity fluctuations in the 1310-4860 Hz frequency band are found to be of
the type-I mode.
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Figure 5.10: RMS of the velocity fluctuations in the 180− 400 Hz frequency band for measurement plane 6 (x/cx = 0.85,
column a) and 7 (x/cx = 0.96, column b) for heated (I) and adiabatic (II) conditions.

The spectra in Figure 5.9 show an additional, higher frequency mode in the 4860-8450 Hz frequency
band for plane H.6 (III.a) and A.7 (IV.b). This frequency is visible for both P1 and P2. Although no
visualisation is shown in this work of the associated RMS of these fluctuations, they are found to occur in
the outer side of the upwelling region similar to the results shown in Figure 5.12. Hence, this frequency
band is also believed to be associated with the type-I mode. These frequencies are combined into a
1310-8450 Hz band and when discussing the type-I mode in the remainder of this work, the velocity
fluctuations in this frequency band are meant.

No further distinct frequency bands are evident in Figure 5.9, and the readily discussed frequencies
do not show that they are primarily manifested on top of the stationary CF vortices, which is expected
for the type-II mode based on the work of Malik et al. (1996) and White and Saric (2005). This suggests
that no significant type-II mode is present in the current work.

The frequencies of the velocity fluctuations and the localisation remain unaffected by wall heating.
Additionally, it will be shown that the breakdown originates from the type-I mode for both wall conditions
later. Hence, the topology of the secondary instabilities is not affected by wall heating.

In planeH.7 (III.b of Figure 5.9), the spectra have flattened and risen in value over the whole frequency
domain indicating that the flow is breaking down. The same happens in A.7 (IV.b), however, the mag-
nitudes are lower than H.7 (III.b) and the type-I mode is still clearly distinguishable. This indicates that
the boundary layer is in an earlier stage of breakdown compared to heated wall condition indicating an
advancement of breakdown by surface heating. This is supported by Figure 5.11 where one can see
that the turbulent fluctuations (12-17 kHz band) are significantly larger in the presence of wall heating
(Figure 5.11(b)).

These turbulent fluctuations originate from the outer side of the upwelling region for both wall con-
ditions, suggesting that breakdown is initiated from the type-I mode for both surface conditions. Thus,
the presented results indicate that breakdown is advanced by surface heating but that the topology of
breakdown remains unchanged for the current temperature ratios.

5.4.1 Type-I Mode
It is evident from Figure 5.9 that the frequency band associated to the type-I mode is absent in plane 4
for both the adiabatic (II.a) and heated (I.a) surface conditions. This is consistent with the experimen-
tal data that shows that saturation of the primary CF disturbance occurs downstream of x/cx = 0.63.
Comparison of H.4 with H.5 in Figure 5.9 (I.a and I.b) shows an apparent rise in the type-I associated
frequency band. This rise is not evident for the adiabatic measurement planes at the same x/cx coor-
dinates and comparison of plane A.5 andH.5 (x/cx = 0.74) show that the amplitude of the frequencies
associated with the type-I mode is larger in amplitude for the type-I mode. Hence, the type-I mode
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Figure 5.11: RMS of the velocity fluctuations in the 12− 17 kHz frequency band for measurement plane 7 for adiabatic and
heated surface conditions (left and right respectively). The horizontal lines represent the height of the xz planes discussed in

section 5.5.

Figure 5.12: RMS of the velocity fluctuations in the 1310− 4860 Hz frequency band for measurement plane 6 (x/cx = 0.85,
column a) and 7 (x/cx = 0.96, column b) for heated (I) and adiabatic (II) conditions.

frequency is found to develop upstream in the presence of wall heating. As the type-I mode is inviscid
instability that develops following saturation, this suggests that amplitude saturation occurs upstream
in the presence of wall heating as is also suggested by the steady perturbation amplitude.

The observation is not consistent with the growth of the unsteady amplitude shown in Figure 5.14.
Here, AII,0 is the unsteady amplitude at x/cx = 0.31 of the adiabatic wall condition for each respec-
tive frequency band. The amplitude for the heated wall condition is smaller than the amplitude of the
adiabatic case for the type-I mode frequencies which contradicts the results of the previous paragraph.
This has been found to be a consequence of a lower RMS in the background (affecting the computa-
tion of (AII ) of this specific measurement plane (H.5). Hence, a comparison of the unsteady amplitude
of the adiabatic and heated case does not present a meaningful comparison for this particular plane.
Therefore, the conclusion that the onset of the type-I mode is moved upstream by wall heating in the
previous paragraph still holds.

Further analysis of the results in Figure 5.14 shows that the unsteady amplitude grows quickly after
amplitude saturation for both wall conditions. This is consistent with the widely reported growth of the
type-I mode in other work (see (Bippes, 1999; White & Saric, 2005)). Furthermore, Figure 5.14 shows
that the unsteady amplitude in the presence of wall heating is considerably larger in the presence of
wall heating. Therefore, it is found that the type-I mode is considerably destabilised by wall heating.
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Figure 5.13: RMS of the velocity fluctuations in the 1310− 8450 Hz frequency band for measurement plane 6 (x/cx = 0.85,
column a) and 7 (x/cx = 0.96, column b) for heated (I) and adiabatic (II) conditions.

Figure 5.14: Growth of the unsteady amplitude for different frequency ranges for the adiabatic (black, ) and heated (red, )
wall conditions normalised by the first calculated adiabatic plane. 180− 400 Hz (□), 1310− 8450 Hz (◦) and 12− 17 kHz (∗).

5.4.2 Type-III Mode
The effect of wall heating on the type-III mode is apparent from both the spectra and the unsteady
amplitude. In Figure 5.9, one can see that the low-frequency band shows a more apparent hump at P3

in the presence of wall heating for all measurement planes except the most downstream plane (caused
by the breakdown). This indicates that the energy content of the velocity fluctuations is higher in the
presence of wall heating suggesting a considerable destabilisation of the type-III mode.

The destabilisation of the type-III is even more evident in the unsteady amplitude (see Figure 5.14).
Overall, the magnitude of the unsteady amplitude for the frequencies associated with the type-III mode
is considerably larger in the presence of wall heating. Additionally, the growth of this mode becomes
first apparent at x/cx = 0.52 in the presence of wall heating and at x/cx = 0.63 for the adiabatic
case. Hence, it is concluded that the type-III mode is considerably destabilised by the presence of wall
heating.

Unlike the type-I mode, the type-III mode is found to develop upstream of saturation. This differ-
ence is associated to the nature of the instability. The type-I mode is conditioned by spanwise velocity
gradients in the highly distorted boundary layer while the type-III mode has been linked to an interac-
tion between the travelling and stationary CF modes by, for example, Tempelmann, Schrader, et al.
(2012) and White and Saric (2005). The latter suggests the destabilisation of the type-III mode by wall
heating is a function of a destabilised travelling CF mode. This would be in agreement with the trends
found in the research of Eppink and Wlezien (2011) and Ren and Kloker (2022). Eppink and Wlezien
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(2011) processed experimental data of previously performed experiments and found that a variation in
the wall temperature affected the travelling crossflow modes and confirmed this through PSE compu-
tations. Ren and Kloker (2022), on the other hand, established a destabilisation of both the stationary
and travelling CF modes with CLST predictions. Although not directly mentioned by Ren and Kloker
(2022), the computations show a larger destabilisation of the travelling CF modes than the stationary
CF mode. The current work does not provide enough information to understand if the travelling CF
mode is destabilised by wall heating, and if so, to which extend compared with the primary CF mode.
This is certainly an interesting topic as an increase in the temperature ratio may potentially lead to the
travelling CF modes becoming dominant over the stationary CF mode. Such a phenomenon is also ob-
served when the freestream turbulence is increased (Deyhle & Bippes, 1996; White et al., 2001). Such
a behaviour would completely change the stability characteristics of the swept wing boundary layer.
Therefore, further research is required to understand if this can occur and, if so, for which conditions.

5.5 Effect On Breakdown
In the previous section, it is established that breakdown of the CF vortices is advanced in the presence
of wall heating. However, the advancement of breakdown and, consequently, transition is yet to be
quantified. Typically, IR thermography is performed to investigate the location of the transition front.
However, the current setup is not suitable for this technique due to the high diffusivity of the anodised
aluminium as discussed in chapter 2. As an alternative to these measurements, HW and CW mea-
surements are performed parallel to the wall at two different heights: the approximate height of the
lower lobe in the shape function and the approximate height of the upper lobe. It has to be noted that
the disturbance profiles differ between chordwise stations and the heating and adiabatic surface condi-
tions. Hence, the localisation of the plane relative to the disturbance profile will differ slightly between
planes. However, breakdown typically spreads rapidly, therefore, these planes provide an indication
of the movement of laminar-to-turbulent transition by surface heating.

The obtained velocity signal is filtered through a bandpass filter with 12 and 17 kHz limits at each
measurement point. The RMS of the resulting signal is calculated such that turbulent velocity fluctua-
tions are considered. The 17 kHz upper limit has been set as this was found to be the cut-off frequency
of the HWA sensor using a square-wave test. The results are shown in Figure 5.15. All planes are ref-
erenced to the same minimum σQf

retrieved across all the considered planes. The measurements are
performed between x/cx = 0.85 and x/cx = 0.96 for 18 equidistant spaced chordwise stations for the
same domain in span as the preceding measurement planes.

In Figure 5.15 a set of turbulent wedges visible, this pattern is similar to the jagged transition front
found at the wall with, for example, IR thermography (see e.g. Figure 1.10 in Rius Vidales (2022)).
A considerable upstream onset of these turbulent wedges can be seen in the presence of surface
heating at both y = 0.7 and y = 2.3mm. Hence, the results clearly indicate an advancement of laminar
breakdown by wall heating. To quantify the effect, a criterion has been defined. Only the tip of the
turbulent wedge is visible for a single stationary CF vortex in the adiabatic surface measurement at
y = 0.7 mm, therefore, it has been chosen to define the tip of this specific vortex as the breakdown
location for comparative considerations. This coincides with the contours loge

(
σQf

min(σQf
)

)
= 0.8 for

y = 0.7 mm and loge

(
σQf

min(σQf
)

)
= 1.2 for y = 2.3 mm, the horizontal lines in Figure 5.15 are drawn in

compliance with this criterion.
An advancement from 0.952 to 0.897 (difference of 0.055 x/cx) is found at y = 0.7 mm. At y = 2.3

mm and advancement from 0.922 to 0.870 (difference of 0.052 x/cx) is found. This is equivalent to an
advancement of 5.8% and 5.6% respectively, relative to the adiabatic location. In the heated case at
y = 2.3mm, the rise of turbulent fluctuations of two additional vortices is visible, however, these are not
present for the adiabatic surface condition measurements. Consequently, the quantification is limited
to the bounds of the domain leading to a minimum advancement of approximately 0.045 x/cx. This sug-
gests that the numbers mentioned above reasonably represent the advancement of breakdown across
the measurement domain.

The found upstream onset of turbulent wedges contrasts the work of Lemarechal et al. (2019) who did
not find an appreciable movement of the transition front for a comparable temperature ratio (Tw/Tf =
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Figure 5.15: Contours of the logarithmic growth of turbulent velocity fluctuations (12 to 17 kHz) referenced to the minimum of
all planes. Left set has been performed at y = 0.7 mm and right set has been performed at y = 2.3mm. A is the adiabatic wall
condition and H the heated wall with (Tw/Tf )mean = 1.036 at y = 0.7 mm and (Tw/Tf )mean = 1.035 at y = 2.3 mm. To

visualise the localisation of these xz planes, horizontal lines are shown in Figure 5.6 and 5.11.

1.04) using the TSP measurement technique. One could argue that a mismatch exists as different met-
rics are used, Lemarechal et al. (2019) assesses the effect on the transition front at the wall while the
results of Figure 5.15 show an increase of the turbulent fluctuations at different wall distances. How-
ever, apart from an advancement of the turbulent fluctuations shown in Figure 5.15, the current work
also shows an amplification of the primary CF mode, the type-I and type-III mode. Additionally, the
time-averaged velocity field presented in Figure 5.3 and the RMS of the turbulent fluctuations shown
in Figure 5.11 also indicate that breakdown advances upstream in the presence of wall heating. There-
fore, evidence is provided in the current work that strongly suggests a considerable advancement of
transition.

Nevertheless, it is an oversimplification to state that transition is advanced by 5.6-5.8%. It is advised
to assess the effect on transition using a technique that is directly or indirectly a function of the change in
skin friction such as IR thermography. Additionally, one should increase the span of the measurement
region in future endeavours when assessing the effect of transition. Currently, only the advancement
of a single vortex can be tracked.



6
Conclusions and Recommendations

The effect of wall heating on the stability and breakdown of the laminar swept wing boundary, dominated
by stationary CF modes, lacks experimental studies. Therefore, the current work has experimentally
investigated the effect of wall heating on the stationary CF mode, using the STEP and the A-Tunnel
facility of the Delft University of Technology. Velocity and thermal boundary layer measurements are
performed with HWA and CWA, respectively, in the zy plane. The development of the primary CF
mode is tracked in the presence of an adiabatic and heated surface using the steady disturbance pro-
file and a comparison to CLST is made. The development of secondary CF instabilities is tracked by
integrating the RMS of velocity fluctuations of certain frequency bands in the spanwise and wall-normal
direction. The effect on laminar breakdown is assessed by investigating the turbulent velocity fluctua-
tions obtained by HWA and CWA measurements in xz planes (parallel to the wall) at two different wall
distances.

In agreement with theory and previous CLST computations (Ren & Kloker, 2022), wall heating has been
shown to negatively affect the spanwise averaged boundary layer as the momentum deficit increases
in the presence of wall heating. As a result, the displacement thickness increases in the presence of
wall heating. The effect on the stability of the boundary layer becomes evident from the zy velocity
fields as the distortion of the boundary layer is visibly increased in the presence of wall heating. The
destabilisation of the stationary CF mode is confirmed through the steady disturbance profile as its
maximum (steady amplitude) is consistently larger in the presence of wall heating prior to breakdown.
Comparison of the N factor shows that the destabilising trend observed experimentally is consistent
with that of the CLST predictions and with the work of Ren and Kloker (2022) and Lekoudis (1980) that
use a similar CLST methodology.

The destabilisation of the stationary CF mode is also observed when evaluating nonlinear effects.
The steady disturbance profile and the velocity profile both show the development of a lobe high up
in the boundary layer at x/cx = 0.63. This is linked to the nonlinear distortion of the boundary layer
by Reibert and Saric (1997). In the presence of wall heating, this lobe is more distinct, indicating that
nonlinear development of the vortices occurs upstream in the presence of wall heating.

The experimental results suggest that amplitude saturation of the primary CFmode occurs upstream
in the presence of wall heating. However, the measurement error of the steady amplitude is too high to
draw a definitive conclusion on this subject. The amplitude at saturation also seems to be affected by
wall heating as the experimental results show an increase in the amplitude. Unfortunately, the measure-
ment error is too large, making it premature to draw definitive conclusions. However, spectral analysis
shows that the type-I mode, which develops after saturation based on available literature, is present
x/cx = 0.74 for the heated wall condition while it is first visible in x/cx = 0.85 for the adiabatic case.
This suggests that amplitude saturation occurs indeed upstream.

Besides the amplification of the primary CFmode, wall heating is also found to destabilise the secondary
instabilities. Spectral analysis of the velocity fluctuations has identified three distinct frequencies: one
low-frequency from 180 to 400Hz, a high-frequency band of 1310−4860Hz and another high-frequency
band from 4860 to 8450 Hz. Given its location and frequency, the low-frequency band is identified as

60
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the type-III mode. The 1310 − 4860 Hz is identified as a type-I mode because of its frequency and
its localisation on the outer side of the upwelling region. The 4860 − 8450 Hz is identified to occur in
the same location as the 1310 − 4860 Hz frequency, hence, it is also associated to the type-I mode.
No significant type-II mode has been identified as the mentioned frequencies are not identified at the
typical location, nor are considerable velocity fluctuations present for other frequency bands.

A destabilisation of the type-I and type-III modes is observed for the wall heating condition. The
type-I mode is found to grow quickly after amplitude saturation, which is consistent with the widely
reported behaviour of this mode. A comparison of the spectra shows that the first sign of the type-I
mode is evident upstream in the presence of wall heating. Furthermore, the magnitude of the unsteady
amplitude is considerably larger in the presence of wall heating for a given x/cx. This is a clear indication
that type-I mode is found to be destabilised by wall heating.

The unsteady amplitude shows that the type-III mode is significantly destabilised by wall heating as
the magnitude is considerably larger for the measurements with the heated wall condition. Furthermore,
the type-III mode is found to start developing upstream of the adiabatic case. Previous work has linked
the type-III mode to an interaction of the travelling and stationary CF modes, see for example Tempel-
mann, Schrader, et al. (2012) and White and Saric (2005). Therefore, the destabilisation of the type-III
mode suggests a destabilisation of the travelling CF mode. This would be consistent with the work of
Ren and Kloker (2022) that numerically shows a destabilisation of the travelling CF mode and the work
of Eppink and Wlezien (2011) who found a stabilisation of the travelling CF mode experimentally and
using PSE computations for a decreasing wall temperature. However, the current work cannot confirm
the destabilisation of the travelling CF mode.

The experimental results suggest an advancement of laminar breakdown by wall heating. The first
indication of this effect is provided in the time-averaged velocity field where the stationary structure of
one of the vortices in the most downstream measurement plane is being dissolved in the presence of
wall heating. The adiabatic case does not show such a characteristic. Additionally, a comparison of
the RMS distribution in the zy plane shows that the energy content of turbulent velocity fluctuations
(12−17 kHz) is much higher in the presence of wall heating for at x/cx = 0.95 plane. The overall result
contrasts with the work of Lemarechal et al. (2019) who did observe an appreciable movement of the
transition front using TSP.

Quantification of the advancement of breakdown is assessed through the visualisation of turbulent
velocity fluctuations in a plane parallel to the wall at two different wall distances. These planes show tur-
bulent wedges that look similar to the jagged transition front obtained by, for example, IR thermography.
The onset of these turbulent wedges is observed considerably further upstream in the presence of wall
heating, again indicating an advancement of laminar breakdown. Tracking the tip of the most upstream
wedge shows an advancement of 5.6% and 5.8% at x/cx at y = 0.7 mm and 2.3 mm respectively. This
is significant considering that a limited temperature ratio of 1.036 was achieved when performing these
measurements. Although this is a strong sign of transition advancement, one cannot characterise the
5.8% as transition advancement as the metric used does not track the transition front at the wall but
the onset of turbulent fluctuations.

In short, wall heating has been found to destabilise crossflow instability on multiple fronts. Firstly, the
primary CF mode is amplified by wall heating and nonlinear distortion of the boundary layer occurs
upstream compared to the adiabatic case. Amplitude saturation also appears to be affected by the wall
condition, however, based on the current work no definitive conclusions can be drawn. Both the type-I
and type-III secondary instabilities are amplified and laminar breakdown is found to be advanced in the
order of 5.7% given a temperature ratio of 1.035.

6.1 Recommendations
In this MSc project, the experiments show that stationary crossflow dominated breakdown is advanced
by wall heating, suggesting an advancement of transition. However, quantification of the advancement
of the transition front is still missing and should be performed. An ideal scenario would be to observe
the transition front using IR thermography or TSP. It is desirable to do so for a uniform wall temperature.
Such a quantification is paramount to assess the effect of wall heating on total aircraft drag.

Detailed numerical work is missing to support the results presented in this project. The work of
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Lekoudis (1980) and Ren and Kloker (2022) confirm the effect of wall heating on the primary CF mode
using CLST, however, no numerical studies are available that investigate the effect of non-adiabatic
walls on the nonlinear growth of the primary CF mode and subsequently amplitude saturation. Fur-
thermore, no numerical studies are available investigating the effect of wall heating on the secondary
instability. Therefore, it is highly advised to numerically study the effect of wall heating on stationary CF
instabilities using a methodology suitable for nonlinear effects. A compressible form of the nonlinear
PSE would likely be suitable based on the agreement between PSE and experimental results found in
previous studies for adiabatic walls. The work of Malik and Li (1993) and Malik et al. (1994) are good
examples of this.

Furthermore, the results suggest a strong destabilisation of the travelling CF mode by wall heat-
ing through the destabilisation of the type-III mode. This is complemented by the work of Eppink and
Wlezien (2011) and Ren and Kloker (2022). If the effect of wall heating is larger on the growth rate of the
travelling mode, then the travelling CF mode may become dominant, changing the stability characteris-
tics of the boundary layer. Therefore, it is important to investigate if this can occur and, if so, for which
conditions. This characterisation is best done numerically as it is difficult to assess the effect on the iso-
lated travelling and stationary CF modes in an experimental framework. Additionally, the dominance of
the mode is known to be dependent on the freestream turbulence, and thus, it is likely that the effect of
wall heating may differ between freestream turbulence conditions. Hence, a full characterisation of the
effect will require a change in freestream turbulence, which may not be readily possible depending on
the facility. Consequently, a characterisation is most efficient to be performed numerically. A suitable
framework is provided by Malik and Li (1993). Using nonlinear PSE, they investigated the interaction of
travelling and stationary CF modes for varying initial amplitudes and showed that linear methodologies
are unsuitable for this. Hence, a compressible form of the nonlinear PSE methodology can be used
to assess the effect of wall heating on the dominance and interaction of travelling and stationary CF
modes for different freestream conditions. A first characterisation of the effect of wall heating on the
local growth rates can be performed using CLST, however, considering the results of Ren and Kloker
(2022) and Eppink and Wlezien (2011) it is already expected that the local growth rate is affected more
by the wall condition for travelling CF modes.

The results of the current project suggest an advancement of transition and, thus, skin friction in the
presence of wall heating. Consequently, it shows a disadvantageous effect for aircraft technology that
needs to dissipate large quantities of heat. However, the effect of wall cooling is believed to be stabil-
ising given the viscosity dependence. Hence, it may be an opportunity for aircraft technology that can
implement wall cooling. An example of this is hydrogen combustion, which requires liquid hydrogen to
be transformed into its gaseous state (Rondinelli et al., 2017). Therefore, the work should be extended
to implement the effect of wall cooling.

Further recommendations can be formulated regarding the current experimental setup. In the current
work, sting vibrations have been found to contribute to considerable measurement errors. This has
compromised the ability to draw conclusions about amplitude saturation. It is highly advised to address
these vibrations if possible.

Secondly, the CWA system was found to exhibit erroneous behaviour. Although this issue has been
addressed during post-processing to limit the effect on the results, it is desirable to troubleshoot the
system further to allow for more reliable measurements.

Lastly, the temperature ratio was found to vary considerably in the current work due to varying
freestream conditions. Given the time requirements of HWA and CWA, freestream conditions vary
during and between planes. In an ideal condition, these remain constant. To keep the ambient temper-
ature constant for the full measurement campaign, one would need to install a heat exchanger in the
facility. However, considering the implied cost, this may not be feasible. Therefore, it is advised to use
measurement techniques that can retrieve data of different planes or heating ratios in a short period of
time (such as PIV or IR thermography) when possible.
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