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ABSTRACT

When humans make inferences that go beyond limited, noisy, or ambiguous input data,
background knowledge is necessary to make generalizations. Such inferences are impor-
tant for designing intelligent artificial agents. Bayesian inference, a statistical method
commonly used as a cognitive model of the brain, formalizes the integration of back-
ground knowledge, i.e. “priors", and sensory evidence. I research the effect of priors on
Sense of Agency (SoA) in an artificial agent. In humans, SoA is the subjective experience
of control over actions and their consequence. In robotics, developing an agent with SoA
is a popular challenge and the first step towards the artificial self.

This thesis designs an artificial agent where the same prior knowledge improves SoA
in unambiguous environments and induces incorrect, illusory SoA in noisy, ambiguous
environments. First, I provide a comprehensive overview of the role of priors in Bayesian
inference and the computational principles of a SoA. Second, I define the “point mass
moving rubber-hand illusion (mRHI)", a simulation for an artificial agent that simplifies
the human mRHI experiment, where participants gain illusory SoA over a rubber-hand.
Third, I use two parameter estimators, ordinary least squares (OLS) and Expectation-
Maximization (EM), to calculate SoA in the point mass mRHI.

I found that SoA requires a prior belief about the causal relationship between out-
come and action. In the point mass mRHI, the agent has to identify which of the three
point masses it can control with its force input. The agent has the prior knowledge
that there is a causal relationship between its actions and the states of one point mass.
Though with OLS the agent has correct and incorrect SoA, some of the results not com-
parable to the results from human mRHI experiment. A likely cause is that this simplest
replication of the mRHI models SoA as a binary variable and does not use Bayesian infer-
ence. The (partially) Bayesian parameter estimator EM calculates SoA as a (continuous)
posterior probability and finds results similar to the human mRHI experiment. Compar-
ing an OLS algorithm without prior to the EM algorithm, I found that in unambiguous
environments the Bayesian prior improves the agent’s general SoA and SoA over time
but does not improve the SoA for the point mass that the agent does control. In the am-
biguous environments, the prior generally motivates the agent towards a SoA over the
incorrect mass. However, in a noisy but slightly less ambiguous environment, the prior
improves the agent’s SoA. In short, the prior improves a SoA when the agent needs to
make inferences that go beyond the data but can induce an incorrect SoA in a noisy and
ambiguous environment.
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1
INTRODUCTION

1.1. MOTIVATION

I N recent decades, research has focused on building artificial agents that achieve in-
telligence similar to human intelligence. A central challenge in attaining human in-

telligence is understanding how we can build causal models, make generalizations, and
abstractions in the presence of limited, noisy, or ambiguous input data [1]. If input data
is missing, more abstract background knowledge is necessary for humans to make gen-
eralizations. Psychologists term this knowledge “constraints", artificial intelligence re-
searchers “inductive biases", and statisticians “priors". In any case, all fields recognize
the importance of prior knowledge to make inferences that go beyond the data [1][2].

Despite the recognized importance of prior knowledge, artificial agents currently
cannot use prior knowledge to make inferences that go beyond data like humans [3].
Prior knowledge required to learn a new task is often acquired from a previous related
task. In search of achieving human-like learning, many learning algorithms successfully
take their inspiration from biological systems, such as Hebbian learning [4], reinforce-
ment learning [5], and deep learning [6]. Though the performance of agents may exceed
human performance in specific tasks, even in seemingly simple tasks humans still out-
perform artificial agents. For instance, humans need fewer examples of handwritten
characters than the best algorithms (e.g. [7]) to recognize and generate new examples of
the handwritten characters [3]. Thus, to enable higher-level cognition in artificial agents,
agents should use prior knowledge similar to humans.

In the context of robotics, using prior knowledge is an important step to develop-
ing an agent that reproduces the human experience of self. This is a popular challenge
for roboticists today (e.g. [8], [9], [10], and [11]). In humans, the emergence of self-
consciousness in its minimal form, or the minimal-self, is a key step in cognitive de-
velopment. Gallagher describes the minimal-self as the “consciousness of oneself as an
immediate subject of experience, unextended in time” [12]. The minimal-self is charac-
terized by two aspects: the sense of ownership, or the feeling of mineness that we have
over our body parts, and sense of agency, or the feeling of control of our own body parts.

1
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2 1. INTRODUCTION

In robots, skills such as self-other distinction and agency are valuable because these im-
prove machine adaptability, human-robot interaction, and test the computational mod-
els for embodiment to improve understanding about these mechanisms [13][10]. How-
ever, reproducing the artificial self is difficult because agents do not inherently build a
minimal self as humans do in the first months of life [14]. As a result, investigation on the
artificial self is still incomplete [15]. I aim to explore the role of prior knowledge in the
development of the artificial self. To limit the scope of this thesis, I will focus on Sense of
Agency (SoA).

1.1.1. BAYESIAN INFERENCE UNITES PRIOR KNOWLEDGE AND SENSE OF

AGENCY
Bayesian inference is a suitable model to research the role of prior knowledge in SoA in
an agent because it provides a mathematical framework for combining prior knowledge
and sensory evidence. According to Bayesian inference, the brain makes inferences or
hypotheses about the hidden causes of uncertain sensory evidence using prior knowl-
edge [16]. The agent also learns from observations by transforming a probability distri-
bution that describes prior knowledge (defined before observing the data) into a proba-
bility distribution describing the inferences (defined after observing the data) [17]. An-
other advantage of Bayesian models is that they model uncertainty, which allows an un-
derstanding of the confidence in observations and predictions. Ghahramani argues that
“intelligence relies on understanding and acting in an imperfectly sensed and uncertain
world", meaning Bayesian models are possibly key for the development of intelligence
in artificial agents [17].

Bayesian inference is applicable for reproducing a SoA in particular because theo-
retical models of SoA are generally Bayesian (e.g. [18] and [19]). However, literature still
lacks computational principles that can reproduce a SoA [20]. From a Bayesian perspec-
tive, the SoA is an inferential process where the agent finds the probability that its current
state is a result of their own action, given their prior knowledge and sensory evidence. In
other words, the subjective feeling arises from the predictability of our own body com-
pared to the unpredictability of others [21]. Computational models are an important
tool for quantitatively testing the proposed principles that underlie a SoA. As of yet, only
three computational models exist (i.e. [22], [21], and [20]), all of which use Bayesian
mathematics.

1.1.2. THE EFFECT OF PRIORS ON INFERENCES
The role of prior knowledge in Bayesian inference is that it can promote convergence
to both correct and incorrect SoA. Two fields of research explain why both aspects are
an important function of the prior. While computational fields view the prior as helpful
because it promotes correct inferences, in neuroscience the prior is important because
it explains incorrect inferences in humans. In computational fields (e.g. statistics) a
correctly chosen prior helps avoid overly rapid convergence to incorrect inferences and
promotes more rapid convergence to correct inferences [23]. A prior also helps the agent
avoid the trap of letting a few data points steer the agent away from the true conclusion
[24][23]. Thus, inferences are a result of the constant interaction between priors and sen-
sory observations, meaning a correct prior should promote the convergence to a correct
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SoA.
On the other hand, in neuroscience, the prior in Bayesian inference plays a funda-

mental role in understanding human behavior because the prior explains why humans
perform seemingly suboptimal behaviors. Different conclusions in the same environ-
ments are a consequence of applying the same rules of optimal statistical inference over
different (suboptimal) priors [2]. The susceptibility of humans to sensory illusions is a
fundamental example of seemingly suboptimal behaviors. Illusions are considered a re-
sult of artificial scenarios that violate prior beliefs [25][26]. In Hohwy’s book, The Predic-
tive Mind, he states “it would be strange if the brain had evolved a highly sophisticated
inferential process to deal with a perceptual situation it encounters mainly in artificial
laboratory settings" [27]. Therefore, illusions can reveal the constraints of the brain that
have developed to efficiently format representations to sufficiently describe the external
environment [28]. Bayesian inference can explain how an incorrect SoA results from the
interaction between a prior and ambiguous and/or noisy sensory evidence.
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1.2. PROBLEM STATEMENT

C OMPUTATIONAL fields and neuroscience explain the general key role of priors in
Bayesian inference. However, the implementation of priors in artificial agents poses

two research challenges of a different nature. The first challenge pertains to all agents ap-
plying Bayesian inference including biological agents (such as humans), while the sec-
ond is specifically a disadvantage for designers of artificial agents. I will explain both
challenges and explain how this thesis will use SoA as a tool to investigate these chal-
lenges while also advancing research of SoA in artificial agents.

1.2.1. ADDRESSING TWO RESEARCH CHALLENGES OF PRIORS IN AGENTS
First, the strength of priors in Bayesian inference according to neuroscience (i.e. their
ability to clarify suboptimal behavior), poses a challenge for the performance of artificial
agents that apply Bayesian inference. In the presence of noisy and ambiguous sensory
evidence, the prior can negatively influence the agent’s inferential process. Depending
on the application, incorrect inferences in an artificial agent, such as illusions, can lead
to fatal mistakes [29]. Understanding the role of the prior in an illusion will therefore be
useful to help understand the limitations of an artificial agent.

Box 1.1: The rubber hand illusions

The static rubber hand illusion (RHI). In the original (static) RHI, Botvinick and
Cohen [30] show that humans can experience a rubber hand as their hand. In the
experiment, the participant can see the rubber hand while their hand is hidden.
To induce the illusion, the experimenter simultaneously strokes the participant’s
hand and rubber hand with a brush.
The moving rubber hand illusion (mRHI). Instead of synchronous visuo-tactile
stimulation, the rubber hand and participant’s hand move simultaneously be-
cause the hands are attached with a connective stick in the mRHI by Kalckert
and Ehrsson [31][32]. The mRHI exists in two forms: in the (1) active mRHI the
participant moves the rubber hand with their own input force, whereas in the
(2) passive mRHI the experimenter moves both the rubber hand and the partici-
pant’s hand by moving the stick [32].

To investigate this first research challenge, I reproduce the moving rubber-hand il-
lusion (mRHI) (see Box 1.1) in an artificial agent because cognitive scientists use this
experimental paradigm to research SoA [32]. In the RHI and passive mRHI experiment,
participants experience a sense of ownership over the rubber hand. When participants
move their own hand in the active mRHI, participants experience a Sense of Agency over
the rubber hand. The mRHI has not yet been reproduced in an artificial agent. In this
thesis, I design a simplified version of the active mRHI experiment for an artificial agent
that is termed the “point mass mRHI". The SoA in the agent is measured using a param-
eter that reflects the relationship between the agent’s actions and the sensory evidence
from the environment. A correct estimation of the parameter translates to correct SoA,
while an incorrect estimation is an incorrect, illusory SoA. The agent needs a parameter
estimator that also allows separation of the data into “agency" and “no-agency" groups.
I investigate whether a prior allows an agent to experience an incorrect, illusory, SoA in
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some environments but an improved SoA in other environments.
The second research challenge for implementing a prior is the challenge for design-

ers of artificial agents to translate subjective prior beliefs into a mathematical prior that
can be included in an algorithm. The predictions of a Bayesian model often depend
intensely on the prior distribution chosen by the designer [23]. As a result, within the
field of statistics and engineering, Bayesian approaches are criticized for their necessity
of a prior, arguing that the data should “speak for itself". On the other hand, cognitive
models try to formalize how human inferences use their prior knowledge. Choosing the
appropriate prior distribution is important to capture the background knowledge hu-
mans have. However, the Bayesian framework does not explain how designers should
select prior probability distributions. In cognitive modeling, the practical difficulties of
how to define a prior often result in non-informative priors, which restricts the potential
of cognitive models [33]. Conversely, the risk of incorrectly translating human back-
ground knowledge to an informative prior probability distribution is that the artificial
agent makes incorrect conclusions. Therefore, researchers need to understand how to
correctly translate subjective priors into mathematical priors.

To investigate this second research challenge, this thesis researches what prior be-
liefs allow humans to experience the mRHI and a SoA. In contrast to humans, there is
no a priori developed SoA in robots [34]. Therefore, I identify the underlying principles
of SoA that translate to a SoA computational model. One such principle is that the prior
belief encodes the causal relationship between intended actions and predicted sensory
outcomes. In the point mass mRHI, the agent’s prior knowledge is that it has agency
over its hand. This thesis estimates the SoA parameter with two parameter estimators.
First, as an elementary investigation into SoA I use the simple (and non-Bayesian) ordi-
nary least squares (OLS). Second, for the more human-like model of SoA, the agent uses
Expectation-Maximization (EM). Here, the agent can apply the prior causal belief in a
Bayesian manner to test whether the same prior induces both mRHI and a SoA depend-
ing on the agent’s sensory evidence.

1.2.2. RESEARCH GOAL

The motivation of this thesis is to show that understanding priors is an important pre-
requisite in advancing the intelligence of artificial agents to human-level intelligence.
While showing that implementing prior knowledge in an artificial agent improves SoA,
this thesis will also research the two challenges. Hence, the research goal of this thesis
is: design an artificial agent with a Sense of Agency (SoA) where the same prior knowledge
(i) improves SoA in normal environments and (ii) result in incorrect, illusory SoA in noisy,
ambiguous environments.

RESEARCH QUESTIONS AND THESIS OUTLINE

To achieve this research goal, I compose three research questions which I answer in the
following four chapters of this thesis. Figure 1.1 is a simplified overview of the agent’s
inferential process for SoA. The agent uses its sensory evidence from the environment
and prior knowledge to make inferences about agency, which then updates the agent’s
prior knowledge for the next time steps. Also, Figure 1.1 shows which research questions
answer which part of the agent’s inferential process.
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Figure 1.1. This figure provides a simplified overview of the agent’s inferential process for Sense of Agency (SoA).
Each part of the process is covered by a research question (RQ). The three research questions are as follows: RQ
1 What prior knowledge enables a SoA in humans in the mRHI? RQ 2 In what artificial environment, similar to
the mRHI, should an agent experience a correct and incorrect SoA? and RQ 3 What is the effect of the prior on
a SoA in the point mass mRHI? Is this effect comparable to a SoA in human? For a further explanation of the
research questions, see the main text.

RQ 1. What prior knowledge enables a sense of agency in humans in the moving rub-
ber hand illusion? This initial research question provides the background knowledge
necessary to design an agent with SoA. I present literature that discusses the Bayesian
priors, SoA, and the mRHI.

Chapter 2 answers the first research question in three parts. First, I answer the ques-
tion: what is the role of the prior in Bayesian inference? This question is answered ac-
cording to four relevant research fields: statistics, cognitive science, neuroscience, and
robotics. Using these four different research fields, establish the theoretical, cognitive,
neural, and cognitive role of the prior. Each field highlights the value of the prior but
also encounters at least one of the two aforementioned research challenges. Second, I
answer the question: what are the computational principles underlying a SoA? Current
literature does not agree upon one computational model of SoA because of the range
of properties that influence a SoA. I summarize three underlying computational princi-
ples which interact to produce a SoA: prediction error, prior belief about causality, and
precision of sensory signals. Third, I bring together the answers from the two previous
sub-question to give a Bayesian explanation of how prior beliefs and the environment
interact to produce correct SoA and incorrect SoA in the mRHI experiment.

RQ 2. In what artificial environment, similar to the moving rubber hand illusion,
should an agent experience a correct and incorrect sense of agency? This second re-
search question (mathematically) defines the model of the environment in which the
agent should experience correct and incorrect SoA. This simulation, the “point mass
mRHI", is a simplified version of the mRHI experimental paradigm by Kalckert and Ehrs-
son [31] (see Box 1.1).

Chapter 3 answers this research question in three parts: mathematically defining the
point mass mRHI, comparing the point mass mRHI to human mRHI and SoA, and es-
tablishing the parameters that define the experiments that the artificial agent performs.
First, in the point mass mRHI, the agent observes three point masses that are connected
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to spring-damper systems. The agent’s prior knowledge is that it can control only one of
the point masses. Thus, the agent’s goal is to discover which mass it has agency over by
exerting a force on this mass. Mathematically, the agent’s agency is described by a ma-
trix that relates the agent’s force input to the observed sensory signals. The prior defines
that only one element of the agency matrix can be non-zero. The agent’s SoA is deter-
mined by the values of the agency matrix. Second, the point mass mRHI is a simplified
version of the experimental set-up of the mRHI because one mass represents the agent’s
real hand and the other two masses represent the rubber hands. Also, the agent uses the
three computational principles of SoA to gain a SoA. Finally, I define the environments
(i.e. experimental conditions) for which the artificial agent should experience correct
SoA over its “real hand" and incorrect SoA over a “rubber hand" according to the results
of the human mRHI experiments. These environmental conditions are defined by the
parameters of the point mass and spring-damper systems.

RQ 3. What is the effect of the prior on a sense of agency in the point mass moving
rubber hand illusion? Is this effect comparable to a sense of agency in human? If
the answer to the research question is that effect of the prior, in the point mass mRHI,
can result in both an improvement of SoA and incorrect, illusory SoA, then the research
goal of this thesis is achieved. Furthermore, I compare the effect of the prior to results
from human SoA and mRHI experiments to justify the point mass mRHI as a (simplified)
model of SoA.

To gain SoA, the agent makes inferences about the agency matrix using a parame-
ter estimator. The agency matrix describes the relationship between the agent’s input
force and the predicted sensory consequences. This thesis tests two parameter estima-
tor to answer the third research question. First, Chapter 4 implements the point mass
mRHI with ordinary least squares (OLS). This statistical method estimates the relation-
ship by minimizing the sum of the squares over the difference between the observed
and predicted values. This thesis analyzes whether this simplest estimator is sufficient
for improved and incorrect SoA in the agent. This preliminary implementation of the
point mass mRHI reveals what properties are necessary for an algorithm that allows the
agent to experience a SoA.

In Chapter 5, I reproduce the point mass mRHI with the system identification method
Expectation-Maximization (EM). EM is a popular (partially) Bayesian inference algo-
rithm and appropriate because it can define SoA as a Bayesian inferential process. With
the experimental conditions from Chapter 3, I find that the prior can promote both im-
proved and incorrect, illusory SoA depending on the agent’s sensory evidence. Chapter 6
concludes this thesis and defines recommendations for improvements to the EM algo-
rithm as a model for SoA and topics for future research.





2
BACKGROUND: THE EFFECT OF

PRIORS ON SENSE OF AGENCY

This chapter answers the first research question: What prior knowledge enables a Sense
of Agency in humans in the moving rubber-hand illusion? At the end of this chapter
the reader should have an understanding of the main concepts of this thesis, priors,
Bayesian inference, SoA, and the moving rubber-hand illusion (mRHI), through the dis-
cussion of existing literature.

I answer this research question in three parts. Sec. 2.1 answers What is the role of
the prior in Bayesian inference? according to four relevant research fields: statistics, cog-
nitive science, neuroscience, and robotics. Each field highlights the value of the prior,
but also encounters at least one of the two aforementioned research challenges. Next,
Sec. 2.2 answers the question: what are the computational principles underlying a SoA?
I look at empirical experiments such as the mRHI, theoretical, and computational mod-
els to conclude three computational principles that enable a SoA in humans. Sec. 2.3
brings together the two previous subsections to provide a Bayesian explanation of how
prior beliefs interact with the environment to improve correct and enable incorrect SoA
for a participant in the mRHI experiment. This section answers the overarching research
question of this chapter. Finally, Sec. 2.4 concludes this chapter.

9
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2.1. THE INFLUENCE OF THE PRIOR ON BAYESIAN INFERENCES

I N the introduction (Chapter 1), I establish that prior knowledge plays a key role in
making inferences that go beyond the data [1], meaning that prior knowledge adjusts

the inferences made by agents. But, how does the prior influence Bayesian Inference? I
will explain the role of the priors according to four different fields of study. First, the field
of statistics explains the theoretical role of the prior. Next, cognitive science researches
the role of Bayesian priors in human cognition by developing Bayesian models of cogni-
tion that are supported by empirical evidence. Third, neuroscience researches evidence
for Bayesian inference and priors in the brain. Lastly, engineering fields show the effects
of implementing priors with Bayesian inference in artificial agents.

Each field researches the role of the prior in Bayesian inference but also encounters
the two research challenges of different nature identified in the introduction (Chapter 1).
Therefore, I will also explain the effect of the first research challenge, incorrect conclu-
sions (specifically, illusions), and the second research challenge, the translation of sub-
jective prior beliefs into a mathematical prior, on Bayesian inference for each research
field.

2.1.1. STATISTICS: THEORETICAL ROLE OF THE PRIOR
Bayesian inference originates from the field of statistics and mathematically defines how
to combine prior knowledge (or, in Bayesian terms “the prior") with sensory information
to make inferences about the underlying structure (hidden causes) that gave rise to the
sensory data. Using the new prior knowledge of the hidden causes, an agent can make
predictions about how new data is generated. Thus, statistics explains the theoretical
role of prior knowledge in inference and Bayesian inference in the EM algorithm (Chap-
ter 5).

THE THEORY BEHIND BAYESIAN INFERENCE

The Bayesian inferential process grows out of a formula called Bayes’ theorem (see Box 2.1).
The inferences (posterior probability in Bayesian term) are updated according to Bayes’
theorem as more sensory evidence becomes available. This statistical model of mea-
surement generation is also termed the generative model.

With Bayes theorem, there are three ways how the prior probability adjusts the pos-
terior probability. Figure 2.1 illustrates the interaction of the Gaussian probability distri-
bution of the prior belief and likelihood to cause an incorrect posterior belief. The width
of the probability distributions is a function of their variance (or, the inverse of preci-
sion). In Figure 2.1, the prior moves the posterior away from the correct conclusion in
three ways:

1 Decreasing the precision of the likelihood shifts the posterior belief towards the
prior probability. A decrease in sensory precision results from too much noise or
uncertainty in sensory evidence, which causes an incorrect conclusion.

2 Increasing the prior precision shifts the posterior towards the prior. An increase in
prior precision occurs when the agent is certain about its prior knowledge, which
means the agent is more likely to ignore or reject contradictory sensory informa-
tion.
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3 Shifting the sensory evidence distribution towards the prior probability also shifts
the posterior belief towards the prior belief. This occurs when the environment
seems to align with the prior.

Figure 2.1. This schematic shows three cases when the posterior belief shifts towards the prior belief. The
Gaussian probability distributions represent prior beliefs, posterior beliefs, and the likelihood of some sensory
evidence as functions of the hidden cause, where the width of the probabilities corresponds to their variance
(the inverse of precision). The dotted line corresponds to the posterior expectation. The relative variance or
mean biases the posterior belief to the prior. See the main text for an explanation of the three cases.

Box 2.1: Bayes theorem

Bayes theorem indicates how an agent should revise their belief in a hypothesis
given the observed data. Mathematically, the agent finds the probability that the
sensory evidence, y , is a result of the hidden cause, x, by calculating the posterior
probability, p(x|y) with

p(x|y) = p(y |x)p(x)

p(y)
. (2.1)

The prior probability, p(x), is the probability that summarizes previous knowl-
edge before receiving sensory information, or the prevalence of that hidden
cause. The likelihood, p(y |x), is the evidence provided by the senses to update
the hypothesis. The marginal likelihood, p(y), is the probability of observing the
sensory evidence independent of whether the hidden causes occur.

In all three cases, the mean and relative variance of the prior steers the posterior
towards a conclusion because the prior contains information that is not covered by the
likelihood. This allows the prior to solve ambiguities that the sensory data cannot. Though
Figure 2.1 only illustrates how the prior can move the posterior belief away from the cor-



2

12 2. BACKGROUND

rect conclusions, prior knowledge can facilitate the agent in making more accurate con-
clusions. According to Bayesian inference, both the relative mean and variance of the
prior probability can shift the agent’s posterior probabilities to both more accurate or
incorrect SoA.

2.1.2. COGNITIVE SCIENCE: MODELS AND EMPIRICAL EVIDENCE
The field of cognitive science applies the statistics of Bayesian inference to model how
prior knowledge allows people to learn from limited sensory data and interact with this
data to guide generalization and action [23]. To establish that a Bayesian prior may af-
fect SoA, I explain the role of Bayesian priors in both correct and incorrect inferences
according to cognitive science research.

BAYESIAN INFERENCE IN HUMAN COGNITION

Before I investigate the role of the Bayesian prior in human cognition, it is necessary to
establish that Bayesian inference can explain aspects of human cognition. A recurrent
claim by cognitive scientists is that Bayesian inference provides a unifying framework
for explaining human inferences in different settings (e.g. [2], [35], and [36]). This state-
ment is supported by a range of human behaviors that researchers find consistent with
Bayesian inference including decision making [37], cue combination [38], motor control
[39], feedback response to force perturbations [40], and causal learning [41]. Previous
studies also try to understand atypical human behavior such as neurological disorders
with Bayes. For example, the incorrect balance of prior precision in Bayesian inference
might explain symptoms of psychosis [42]. Adams et al. [42] reproduce one such symp-
tom with a computational model, whose task is the visual pursuit of a target. Reducing
the precision of high-level prediction errors (i.e. priors) causes both impaired smooth
pursuit eye movements during occlusion of a target and the contradictory improvement
of responses to unpredictable changes in the target direction. Such eye movements are
some of the most reproducible signs of someone who has schizophrenia. Thus, as stated
by Parr et al. [16] Bayesian inference “captures many different types of behavior, includ-
ing apparently sub-optimal behavior".

Despite Bayesian inference being one of the most prominent theories of cognition
and behavior, Bayesian models also receive several elaborate critiques. Jones and Love[43]
find Bayesian inference conceptually trivial because it is just a “vote-counting" tech-
nique with unclear implications. Bowers and Davis’[44] main critique is that Bayesian
models are unfalsifiable due to the flexibility of priors and likelihoods. Also, they find
that Bayesian theories are rarely better at predicting data than other non-Bayesian mod-
els. I highlight these critiques so the reader has a more balanced view of Bayesian cog-
nitive models. However, as there are a wealth of Bayesian models of human cognition
including models for SoA and the RHI, I continue with Bayesian models as a probable
model of human cognition.

THE EFFECT OF THE PRIOR ON HUMAN COGNITION

If Bayesian inference explains various behaviors, then it is probable that prior knowl-
edge is applied in a Bayesian manner (Box 2.1). Studies show human integration of prior
information is consistent with Bayesian inference in various tasks such as visual move-
ment [45], force estimation [40], and motor adaptation [46]. Bayesian inference enables
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an understanding of the prior assumptions that a human has, providing “a window into
the mind" [17].

In many cases, prior knowledge improves conclusions that humans make, or, as pre-
viously stated, allows humans to make inferences that go beyond the data. For example,
in a rapid pointing task, Tassinari et al. [47] find that participants optimally integrate
uncertain stimulus information with the prior knowledge of the target according to the
Bayesian model. This work shows participants rely more on prior information as sensory
data of the target location becomes uncertain, resulting in more accurate pointing.

Besides the role of the prior in improving inferences, the prior also induces seem-
ingly sub-optimal behaviors in humans. The complete class theorem [48] captures the
idea that both optimal and sub-optimal behavior result from Bayesian inference, while
behavior remains Bayes optimal. Therefore, any behavior can be computationally de-
tailed to quantify the prior beliefs that subjects bring to any environment [49]. This the-
orem is particularly important to the field of computational psychiatry because the prior
holds the key to understanding neurological disorders, which are sub-optimal behaviors.
Another type of sub-optimal behavior that is more relevant to this thesis, is perceptual
illusions. Illusions are hypothesized to be a result of the mean and/or variance of the
prior probability shifting the posterior belief away from the likelihood. The theory be-
hind Bayesian inference helps us understand how the mRHI occurs, which allows us to
understand how prior knowledge can induce both correct and incorrect SoA.

To give the reader an initial understanding of how prior beliefs induce incorrect con-
clusions, I will explain how the visual phenomenon binocular rivalry occurs. Hohwy uses
Bayesian inference to hypothesize that binocular rivalry result from the relative preci-
sions of the likelihoods and the prior beliefs (case 1 and case 2 in Figure 2.1) of the differ-
ent possible hidden causes (hypotheses) [25]. In binocular rivalry, each eye is presented
with a different stimulus such as a face and a house. The subjective experience is an
alternation between the house and the face. Figure 2.2 shows that there are three possi-
ble hidden causes (hypotheses) for what you are seeing: a face, a house, or a face-house.
Seeing either a face or a house has a low likelihood while seeing a face-house has a higher
likelihood. However, from prior knowledge you know that faces and houses exist (high
probability), but face-houses do not (low probability). Therefore, the increased prior
precision of the face or house hypothesis relative to the face-house hypothesis causes
the brain to infer an alternation between seeing a face and a house. Similar to Hohwy’s
hypothesis of binocular rivalry [25], the prior plays a key role in determining the poste-
rior belief which causes the mRHI.

While Hohwy’s Bayesian model of binocular rivalry provides a qualitative under-
standing of the visual phenomenon, the strength of quantitative computational models
is that they allow comparison between the artificial agent’s behavior and human behav-
ior. It is unknown whether an agent behaving according to Howhy’s Bayesian explana-
tion experiences the binocular rivalry. Parr et al.[50] reproduce binocular rivalry and
Troxler fading with a computational model to find what prior belief activates the phe-
nomena. This supports Hohwy’s binocular rivalry hypothesis [25]. The other reproduced
visual phenomenon, Troxler fading, is an illusion that the artificial agent experiences
with the prior belief that the world changes over time with a certain probability [51].
In another computational model, Brown et al.[26] define prior beliefs about the spatial



2

14 2. BACKGROUND

Figure 2.2. This figure provides a Bayesian account of the binocular rivalry illusion, where the prior plays a
key role. Reprinted from [25]. In binocular rivalry, one stimulus is selected rather than a blend of the stimuli.
None of the hypotheses have both high likelihood and high prior probability. Therefore, if the “face-house"
hypothesis has a low likelihood, the hypothesis with the highest prior probability wins .

gradients of illuminance and reflectance that are often observed in visual scenes. When
presented with the stimuli, the computational model perceives the Cornsweet illusion
and Mach bands. Also, Raman et al.[52] find filling in the blind-spot is a consequence of
learning different natural visual scene. These computational models show the key role
that priors can have in instigating incorrect conclusions, hinting that the prior plays an
important role in the mRHI.

OBSTACLES IN FOR BAYESIAN MODEL REPRODUCING HUMAN COGNITION

Even though Bayesian inference helps cognitive scientists model the effect of priors on
cognition, a challenge lies in defining a prior distribution. This research challenge, in-
troduced in Chapter 1, is an obstacle for cognitive scientists. The source of this chal-
lenge is that the prior can be defined by any type of probability distribution, meaning
that defining the prior requires more estimations than defining variables in determinis-
tic models. An approach to solving this problem is suggested in [45], where Stocker and
Simoncelli “reverse-engineer" the shape of the prior distribution of human visual speed
perception through psychophysical experiments. However, such experiments cannot be
done for all human behavior and it is especially more complex for higher-level cogni-
tion than human perception. On the other hand, Chater et al.[23] frame the challenge of
prior definition as an advantage because the prior forces modelers to clearly state their
assumptions about the shape and content of the agent’s prior knowledge.

Assumptions about the priors are often made using theoretical considerations or
measurements from the agent’s environment [45], but these approximations might cause
a discrepancy between the model’s behavior and human behavior. For example, Samad
et al.[53] develop a Bayesian causal inference model of the RHI. Given the distance from
the real body part and visuotactile delay (of the paintbrush, see Box 1.1), the model com-
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putes the likelihood that an artificial body part belongs to the agent. Though results are
qualitatively consistent with empirical findings, the model’s proprioceptive drift is larger
than the usual findings during the RHI. Schürmann et al.[54] hypothesize that the pro-
prioceptive drift overestimation can be attributed to the chosen prior knowledge distri-
bution. The uniform prior distribution in Samad et al.[53] is common in Bayesian data
analysis, but are not necessarily a plausible quantification of prior knowledge in cogni-
tive modeling [54]. Adjusting the prior to an informed distribution in the Bayesian causal
inference model, Schürmann et al. [54] find more adequate predictions of propriocep-
tive drift in the rubber foot illusion. The explicit definition of the prior distribution (in
[53]) allows other researchers (in [54]) to adjust the prior to find results similar to human
behavior.

2.1.3. NEUROSCIENCE: BAYESIAN INFERENCE AND PRIORS IN THE BRAIN

Though there is ample evidence for Bayesian inference and priors in human behavior,
less research is devoted to understanding how neural circuitry may be implementing
Bayesian inference [2]. Strengthening the link between Bayesian inference and neu-
ral function improves the (biological) plausibility of Bayesian inference as a model for
cognition. Pouget et al.[55] highlight that though neurons represent probability distri-
butions, neuroscientists have to still understand to “what extent the brain uses them".
As all neural circuits share similar features, these circuits may have one computational
principle: probabilistic inference. Bayesian predictive coding is one way in which neu-
roscience tries to understand how the brain uses Bayesian inference [56]. Predictive cod-
ing is based on the idea that instead of representing the input directly, it is more efficient
to represent the prediction error [57]. The strength of predictive coding is that it de-
scribes neural responses, which complements the strength of Bayesian inference (that it
describes behavior). Prominent experimental support of combined Bayesian predictive
coding comes from the visual cortex [58][52]. Recent applications of Bayesian predictive
coding are the Free-Energy Principle [59] and its extension, Active Inference [60]. Friston
describes the models as a “unified brain theory", which extends predictive coding [61].

The influence of the prior on neural mechanisms supports the possibility of Bayesian
predictive coding in the brain. Hansen et al.[62] find that prior knowledge increases vi-
sual cortical activity when sensory evidence is difficult to perceive and decreases visual
cortical activity when sensory evidence is easy to perceive but difficult to interpret (am-
biguous). The effect of prior knowledge on the brain is dependent on the environment,
which is consistent with Bayesian inference where the effect of prior knowledge is de-
pendent on its distribution relative to the sensory evidence (recall Sec. 2.1.1). Another
study that supports Bayesian priors in the brain finds that priors change the stimulus
representations in the early visual cortex [63]. This suggests that probabilistic inference
is also present in the early sensory regions and not just in higher-order neural areas.
These results support that perception is a process of Bayesian inference, where top-down
and bottom-up information is integrated at every level of the cortical hierarchy [59].

2.1.4. ROBOTICS: BAYESIAN INFERENCE AND PRIORS IN ARTIFICIAL AGENTS

In robotics, Bayesian approaches are used in a range of algorithms (e.g. from Bayesian
reinforcement learning [24] to deep Active Inference [64]) to perform a range of tasks (e.g.
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from sensory anomaly detection [65] to robot self/other distinction [66]). I highlight the
strengths and weaknesses of Bayesian inference and priors in artificial agents because
the agent will use Bayesian inference to achieve SoA (in Chapter 5).

ADVANTAGES AND DISADVANTAGES OF BAYESIAN INFERENCE IN ROBOTS

There are two other practical advantages of using Bayesian inference. First, Bayesian in-
ference models uncertainty which is relevant for all artificial agents that interact with the
real-world. Uncertainty in robotics can arise from five different factors: environments,
sensors, actuation, models, and computation [67]. The explicit representation of uncer-
tainties means robots can define the precision of incoming information and its degree
of belief in this data. Second, robotics researchers often aspire to human performance.
As cognitive science explores the possibility for Bayesian inference as a computational
model of human cognition [1], robots might achieve human performance if the robots
use such cognitive models.

The computational disadvantage of Bayesian inference is that in practice Bayesian
approaches are no longer fully Bayesian. This problem exists because finding the poste-
rior involves the marginalization of all the variables in the model except for the variables
of interest. This becomes an intractable problem even in simple cases (see Box 2.2). To
solve this issue, approximate integration algorithms are developed [17] such as Markov
chain Monte Carlo (MCMC) methods, variational approximations, and expectation prop-
agation. The former approximate integration method provides a guarantee of produc-
ing accurate results, while the latter two algorithms can be computationally competitive;
the approximate inference methods are characterized by a speed-accuracy trade-off [68].
Also, the use of approximations weakens the argument that Bayesian inference provides
a coherent way of representing beliefs. The coherence argument follows from Cox ax-
ioms [69], which states that the only coherent way of manipulating the ’degrees of be-
lief’ (ranging from ‘impossible’ to ‘absolutely certain’) is to have them satisfy the rules of
probability, such as Bayes rule. Despite these disadvantages, these approximation meth-
ods are promising for advancing Bayesian research in robotics.

ADVANTAGES AND DISADVANTAGES OF BAYESIAN PRIOR IN ROBOTS

The effect of the prior in Bayesian inference in robotics can be separated into the advan-
tages and disadvantages because the prior can both positively and negatively influence
computation (i.e. improved or incorrect inferences).

The computational advantage of the prior is that it enables a robot to make infer-
ences that go beyond the data [1], which I also discuss in the theoretical explanation
of Bayesian inference according to statistics (see Sec. 2.1.1). This implies that the prior
should allow the robot to make better conclusions than without prior knowledge. To
strengthen this statement, Chappell et al.[70] find that when priors are non-informative,
the parameter estimates obtained from Variational Bayes (a method providing quick
Bayesian inference by estimating the parameters of a factorized approximation to the
posterior distribution) are the same as those found through nonlinear least-squares.
With an informative prior, the parameters are estimated with greater confidence espe-
cially in the presence of poor data. Also, Ghavamzadeh et al.[24] describe the effect of
the prior as “regularization". By defining a prior on, for example, the model parameters,
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a few data points can no longer move the robot away from the true parameters and the
prior prevents overly rapid convergence (as stated in the introduction).

The computational disadvantage of the prior is that again the robot designers have
to define the prior. Different from cognitive scientists, in the field of robotics the priors
do not have to reflect human prior knowledge, but rather should result in the desired
behavior of the robot. Incorrect choice of the prior might lead to the undesired behavior
of the robot. Beal categorizes assigning priors into three schools of thought (see pg. 27
of [71]). Subjective priors “encapsulate prior knowledge as fully as possible" through ex-
perimental data or expert knowledge [71], whereas objective priors (or, non-informative
priors) try to minimize the influence on the posterior distribution. Third, hierarchical
priors put priors on the prior to build a hierarchical Bayesian model. Modelers can con-
tinue to put prior on prior until the top level of priors is vague enough. These different
types of priors highlight how the subjectivity of the prior is an obstacle for the imple-
mentation of Bayesian inference in robots. In this thesis, I will define a subjective prior
because the goal is to reproduce human SoA in an agent.

Box 2.2: Bayesian inference is an intractable problem

To calculate the denominator of Bayes theorem, the sum rule states that the
marginal probability of y is obtained integrating (or summing if the variables are
discrete) the joint over x. Therefore, that Bayes theorem calculates the posterior
probability, p(x|y) with

p(x|y) = p(y |x)p(x)

p(y)
= p(y |x)p(x)∫

p(y |x)p(x)d x
. (2.2)

Calculating the marginal integral is analytically intractable or in the discrete case
the number of calculations may grow exponentially with the number of states.

2.1.5. SUMMARY: THE INFLUENCE OF THE PRIOR ON BAYESIAN INFERENCE
To summarize, an overview follows of the answers per research field to the question: how
does the prior influence Bayesian Inference?

STATISTICS

• Assuming Gaussian distributions, the relative mean and precision of the probabil-
ity distributions of the prior and the likelihood determines the posterior (or, infer-
ence) according to Bayes theorem.

COGNITIVE SCIENCE

• Prior knowledge allows humans to make inferences that go beyond the sensory
data.

• Using Bayesian inference, the complete class theorem explains seemingly sub-
optimal behavior results from incorrect priors for that environment (e.g. illusions)
[48].
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• The discrepancy between a computational model and human behavior might re-
sult from defining an inaccurate prior through assumptions made using theoreti-
cal considerations or measurements from the agent’s environment [45].

NEUROSCIENCE

• Empirical evidence exists that supports that prior knowledge adjusts neural activ-
ity in the brain according to Bayesian inference [62][63].

ROBOTICS

• The prior can improve the results in robots and has a “regularization" effect [24].

• Three schools of thought exist on how the prior should be defined [71], highlight-
ing that the subjectivity of the prior is an obstacle for implementing Bayesian in-
ference robotics and a reason that the prior can motivate incorrect inferences.
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2.2. PRINCIPLES UNDERLYING THE SENSE OF AGENCY

R ECENTLY, SoA has become a popular topic of study across various disciplines such as
psychology, cognitive sciences, neuroscience, and robotics. This section identifies

the computational principles that underlie SoA (for a definition see Box 2.3) to under-
stand how to reproduce SoA in an agent. Though SoA was initially linked only to motor
control, SoA is likely also a result of intentional aspects outside of our body. The lack of
one coherent model of SoA means the answer to this question is not straightforward. I
will present this answer in two parts: (1) a general overview of research on SoA and (2)
three main principles that adjust SoA.

Box 2.3: Definition of Sense of Agency

Agency is the objective measure of control. Sense of Agency (SoA) is the subjective
feeling “I am the one generating this action" [12][18][72]. Therefore, SoA is a result
of voluntary actions [73] and allows an agent to distinguish between their own
actions and actions generated by others [12][74].

2.2.1. GENERAL OVERVIEW SENSE OF AGENCY (SOA)
SoA is typically an unconscious experience, making it difficult to measure in experiments
[74]. Unlike for conscious experiences, such as vision, experimenters have to develop
paradigms through which to detect SoA.1 I will present both theoretical and computa-
tional models of SoA with experimental investigations that support the models.

THEORIES: UNDERSTANDING HOW SOA EMERGES

In the search for understanding how SoA arises and what factors influence the subjec-
tive feeling, researchers have developed theoretical models. Two influential models of
SoA, “the comparator model" [75] and the “theory of apparent mental causation" [76]
provide competing views of SoA, which are more recently brought together in the “cue
integration theory" [18].

According to the traditional model of motor control, the comparator model [75][77],
SoA occurs when there is a “match" between the internal motor signals and actual sen-
sory outcome. This model assumes that intended actions are accompanied by an effer-
ent copy, which computes the expected sensory consequence. Comparing the efferent
copy to the actual feedback allows the agent to distinguish between internally and ex-
ternally generated sensations. Consistent with this theory, internal motor signals are
important in SoA. To highlight a relevant example, in the mRHI, Kalckert and Ehrsson
[32] find that participants experience a greater SoA in the active condition, where their
hand and rubber-hand are moved by their own actions (i.e. voluntary actions), as op-
posed to the passive condition, where both hands are moved by the experimenter (i.e.
involuntary action).

In contrast, the theory of apparent mental causation [76] rejects that internal cues,
the motor signals, play such a strong role in the SoA. Rather, this theory hypothesizes

1See Appendix A for a discussion of the different measures of SoA in experimental investigations and how
robotics uses these measures to further research on the artificial self.
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that SoA occurs from the relationship between the thought and the action, which em-
phasizes the role of external cues [78]. Quoting from Moore [74], “if our intention [belief
about an action] to act happens before we act, is consistent with the action, and is the
only plausible cause of the action, then we feel as though we have caused the action". In
this postdictive process, the agency is inferred more after the movement [76] and influ-
enced by higher-level causal beliefs [21]. To illustrate, Wegner et al. [76] use priming to
manipulate the prior conscious thought about an effect. This external cue (the prime)
generated a false SoA as a result of movements that participants had not performed.

Recently, much SoA research agrees that both internal and external cues contribute
to the SoA [18][79]. The cue integration theory of agency unites both theories by stating
that various sources of information are responsible for the SoA and the reliability of the
sources of information determines their contribution to SoA [18][78]. To support the in-
fluence of weighting and integration of cues, Moore et al.[18] found that external cues
(that influence prior beliefs such as priming) have more effect on intentional binding if
internal (predictive) cues are missing. Also, in line with the Bayesian framework, Moore
et al.[78] support that SoA is based on the integration of cues weighted according to their
precision. The extension of the cue integration theory to the Bayesian framework allows
the mathematical incorporation of the prior. However, the origin of the prior is a “recur-
ring theoretical problem" [19].

COMPUTATIONAL MODELS: PUTTING THE THEORETICAL MODELS TO PRACTICE

Despite the substantial amounts of literature debating the theoretical model of SoA, only
three computational models exist which try to formalize the computational principles
underlying SoA. Computational models support an easier adaptation of the principles
for SoA in an artificial agent. These three models use Bayesian, predictive coding, and/or
Active Inference (i.e. influential models of the brain in cognitive science and neuro-
science) to identify the computational principles that might underlie SoA.

Legaspi and Toyoizumi [20] support the cue integration theory with a Bayesian model.
The SoA is defined by the confidence in the causal estimate (CCE), which is high when
(i) sensory signals are consistent with the action-outcome effect, (ii) the causal prior
probability is high, and (iii) the sensory inputs are precise. The model reproduces the
empirical results from two studies on intentional binding (i.e. [73] and [80]). Intentional
binding is the “perceived compression of the time interval between voluntary action and
its outcome" [19].2 This confirms the factors contributing to the CCE are relevant to SoA,
meaning SoA emerges when there is a causal relationship between voluntary actions and
the sensory signals and by the precision-dependent integration of different agency cues.
Drawbacks are that the model does not use spatial but only temporal aspects of action
and the model is specifically designed to reproduce the empirical results from [73] and
[80] (i.e. it cannot be easily generalized other actions of agents).

Second, the aforementioned Active Inference model [22] introduces the role of ac-
tion in SoA. In Active Inference, intentions, or prior beliefs about actions, are referred
to as the control states, whereas actions are the physical states of the real world. SoA
emerges as a result of minimizing the divergence between the predicted outcomes of
available policies for action and the prior beliefs about future sensory states. The prior

2See Appendix A for a more elaborate explanation of intentional binding.
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belief is defined by the future states that an agent will occupy given the current states.
This shows how the agent’s prior belief of agency plays an important role in decreas-
ing the prediction error. The prediction error can be minimized through perceptual and
active inference. In perceptual inference, the agent updates its expectations of agency
while passively receiving sensory input, whereas in active inference the agent selectively
samples sensory input to satisfy beliefs about sensory input in future states, given certain
actions [81][72]. A drawback of the Active Inference model is that there is no measure of
SoA in the model.

The third model from Kahl and Kopp[21] use principles of Predictive Coding [58] and
Active Inference [60] to model the human sensorimotor system, where the prior belief is
updated through a hierarchy of different motor beliefs. For each higher level of the hier-
archy of the model, the Hierarchical Predictive Belief Update model (HPBU), increases
in abstractions over descriptions of movement [21]. The SoA is updated through two
processes. The predictive process is based on the causes of the actions and uses forward
models to predict sensed action-outcomes. The postdictive process observes action out-
comes and then applies higher-level causal beliefs and inference to determine an expla-
nation. An interesting addition that the model makes is a Kalman filter that estimates
the accumulation of SoA over time. The filter depends on the current free-energy and
precision of the sequences of motor acts. Thus, the model suggests that at the core of a
SoA is “the predictability of our own body".

2.2.2. THREE UNDERLYING COMPUTATIONAL PRINCIPLES OF SOA
Based on the previously presented theoretical and computational models, I conclude
three main computational principles that increase SoA in humans. I discuss the influ-
ence of these three computational mechanisms on SoA according to current robotics
research.

1. LOW PREDICTION ERROR

People experience a stronger SoA when their intended actions caused sensory outcomes
that were predicted by their prior knowledge (lower prediction error), compared to when
the effects were not predicted by the prior knowledge (higher prediction error) [82]. The
SoA is minimized through perceptual and/or active inference. The role of perceptual
inference in SoA is to distinguish between sensations that it can and cannot control (i.e.
low vs. high prediction error) [72]. The role of active inference in SoA is to actively choose
actions that minimize the prediction error [22][72]. Thus, the prior belief of agency can
affect the prediction error in three ways:

1 A correct choice of agency should result in a decrease in prediction error [72].
2 A correct choice of no-agency should not affect the prediction error minimization

because the agent cannot control the object to reduce the prediction error [72].
3 An incorrect choice of agency (i.e. the intended action does not cause the pre-

dicted sensory outcome) should increase the prediction error, which, if large enough,
causes an adjustment in the prior belief of the hidden causes [83].

Robotics research shows that the prediction error affects sensory attenuation which
is thought to be an implicit measure of SoA [8][9][84]. To illustrate, Schillaci et al.[8]
apply a forward model to a robot to distinguish between self-produced and externally
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produced signals. Using the robot’s ego-noise, the robot attenuates signals with a small
prediction error (self-produced) compared to signals with a large prediction error (exter-
nally produced). Similarly, Lang et al.[9] use sensory attenuation in a robot to suppress
the predicted visual consequences of an intended movement, which allows for the sense
of object permanence. The sense of object permanence is correlated to SoA in develop-
mental psychology. Calculating the prediction error of consequences of self-generated
actions is argued to be the first step in understanding the self in an artificial agent[85].

2. STRONG PRIOR BELIEF THAT INTENDED ACTION CAUSES THE OUTCOME

The role of the prior belief on SoA is defining the causal relationship between intended
action and sensory outcome [19]. Both prior belief of causality and the intention of ac-
tion are necessary conditions for SoA. The strength of the prior belief influences the SoA
as follows: an agent acting on an environment with a more precise priors (smaller vari-
ance) experiences a stronger SoA because it is less likely to change its prior beliefs and
more likely to change the environment [20].

To illustrate the importance of causal prior beliefs on SoA in robots, Ohata and Tani
[11] implement a Predictive-coding-inspired Variational Recurrent Neural Network (PV-
RNN) model to research the effect of the precision of the prior belief on the imitative
interaction between a robot and a human. The researchers postulate that a robot that
imitates a human has to adapt its internal states, therefore, having less SoA than a robot
that acts egocentrically (changing the environment). To adjust the weight of the prior
belief, the researchers adjust the tightness of the complexity term. The complexity is
the Kullback-Leibler divergence between the approximate posterior and prior, meaning
that by increasing the tightness of this term the importance of the prior decreases. With
the decreased importance of the prior, the agent imitates the human counterpart more
meaning a lower SoA.

3. PRECISE SENSORY SIGNALS

An agent acting on an environment that receives less precise sensory signal (larger vari-
ance) will have a lower SoA. Also, Perrykad et al.[72] find that precision of the sensory
signals influences the selected action. In an uncertain environment, participants were
more likely to adjust their actions to achieve a SoA. Perrykad et al. interpret this as active
inference because the participants face accumulating prediction error meaning the par-
ticipants will not achieve a SoA under the current chosen action. Moreover, the Bayesian
model by Legaspi and Toyoiuzumi[20] predicts that with a small uncertainty of the sen-
sory input signals, even involuntary causal action result in strong SoA. However, this
prediction awaits empirical confirmation.

To my knowledge, the influence of the precision of sensory signals on SoA is not
tested in robots. However, the influence of an incorrect sensory signal is tested in Kahl
and Kopp’s[21] SoA computational model. First, the artificial agent learns the visual
and proprioceptive spatial and temporal dynamics of the handwritten digits from 0 to
9. Then, the agent has to reproduce the handwritten digits while receiving the correct
proprioceptive feedback with the visual feedback of either the same or a different digit.
The agents receiving incorrect feedback perceive a much lower SoA than when receiving
the correct feedback.



2.2. PRINCIPLES UNDERLYING THE SENSE OF AGENCY

2

23

2.2.3. CONCLUSION: CONNECTING PRINCIPLES OF SOA TO PRIORS
In conclusion, the three computational principles determine the agent’s subjective SoA
that the agent believes describes its agency over an action (see Figure 2.3). However, the
agent’s belief about its agency (SoA) does not always align with the agent’s true agency.
Therefore, the three computational principles do not influence the agency but the agent’s
SoA. I will use these three computational principles in the agent to determine when the
agent has SoA (starting in Chapter 3).

While the three computational principles influence SoA, the principles are also con-
nected because the prediction error calculates the difference between the predicted sen-
sory outcome of the intended action and the observed sensory signal (see Figure 2.3).
When a sensory signal has more noise or the agent makes an inaccurate prior predic-
tion, then the prediction error increases, meaning a decrease in SoA. However, I keep
the computational principles separated into three principles rather than just one for the
prediction error. The reason is that the prediction error does not encode the relative pre-
cisions of the sensory signals and the predicted outcome. The precisions are important
to connect the principles to Bayesian inference. Another reason is that the prediction
error does not include the causality of the prior belief.

Figure 2.3. This figure provides an overview of the connection between agency, SoA, and the three computa-
tional principles of SoA.
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2.3. BRINGING TOGETHER PRIORS, THE SOA, AND THE MRHI

I N this section, I answer the main research question of this chapter: What prior knowl-
edge enables a sense of agency in humans in the moving rubber-hand illusion? I can

already answer this question based on the previous subsections. The prior enables SoA
in two ways: (i) the correctness of the prediction by the prior belief (i.e. prediction er-
ror) and (ii) the strength of the causal prior belief. To understand the implication of this
prior in the context of the mRHI, this section provides a Bayesian explanation for both
improved and incorrect SoA.

2.3.1. THE MRHI
To understand all the components of the mRHI, I elaborate on the mRHI explanation
from the introduction. Figure 2.4 shows the experimental set-up for different experi-
mental conditions of the RHI [32]. Figure 2.4A shows the overall experimental set-up,
where Figure 2.4B and Figure 2.4C shows the active and passive mRHI, respectively. In
the active mRHI the participant moves a finger of the rubber-hand with the input force
from their finger. In the passive mRHI, the experimenter moves both the finger from the
rubber hand and the participant’s figure with the connective stick.

Figure 2.4. This figure shows the general A and three B-D different experimental conditions of the moving
rubber-hand illusion (mRHI). Reprinted from [32]. A Experimental setup with the occluding cloth as used in
the experiment. B Active moving rubber-hand illusion (mRHI): the participant taps the finger. C Passive mRHI:
the experimenter moves both the rubber hand’s and participant’s fingers by moving the connecting stick. D
The RHI: the experimenter strokes both fingers with a small brush (not discussed in this thesis).

Results from the mRHI experiment research two of the computational principles of
SoA3. First, SoA occurs when there is a low prediction error. Participants only experience

3Another interesting result is that participants experience a SoA regardless of whether the rubber-hand is in an
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SoA over the rubber hand when there is temporal congruence between the hand and the
rubber hand [31]. Second, SoA disappears when the movement is passively induced by
the experimenter (Figure 2.4C). Thus, the participant must have the intention to move,
which is likely linked to their understanding of the causal origin of actions. The third
computational principle, the precision of the sensory signal, is involved in the process
of experiencing mRHI. However, the influence of the precision of sensory signals is not
used as an independent variable in the mRHI.

2.3.2. SIMPLE BAYESIAN EXPLANATION OF SOA IN THE MRHI
I translate the original experimental set-up for the mRHI to a virtual environment where
two rubber-hands and an agent’s real hand are on a table. This virtual environment will
become the “point mass mRHI" starting in Chapter 3.

While the two rubber hands are moving, the agent uses Bayesian inference to de-
termine over which hand it has agency. Two experimental conditions result in correct
and incorrect (illusory) SoA. Figure 2.5 shows the agent’s view of the hands for the two
experimental conditions: the normal condition (a) and the mRHI condition (b).

(a) Correct conclusion that the agent can
control the top hand when all three hands
are visible.

(b) Incorrect conclusions that the agent can
control the rubber hand 1 when the partici-
pant’s own hand is not visible.

Figure 2.5. This figure shows the two experimental conditions in which the agent uses Bayesian inference to
determine over which hand it has agency. In the first condition, the agent sees all three hands (h = 1,2,3) while
in the second condition the agent’s hand (h = 1) is hidden under the table (similar to the mRHI). The agent
receives three cues: a visual v h , proprioceptive p , and sensorimotor s, where the former cue is external and
the latter two are internal cues.

The participant determines its SoA over each hand using the posterior probability
from Bayes’ theorem (similar to the Bayesian cue integration framework described in

anatomically plausible position [31]. This highlights the difference between a SoA and a sense of ownership.
The feeling of a sense of ownership increases when the rubber-hand is in an anatomically plausible position
and the movements are synchronous but do not require the movement of the rubber-hand to be a result of
voluntary control [32].
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[19]). The hidden cause of the sensory evidence, Ah , is agency over each hand, h =
(1,2,3). The sensory evidence is the internal and external cues that an participant re-
ceives about the states (i.e. position, velocity, acceleration) of each hand. For simplicity,
I assume that the participant receives three cues: a visual v h , proprioceptive p , and sen-
sorimotor s, where the former cue is external and the latter two are internal cues. Using
Bayes theorem, SoA, or the posterior probability that the agent has agency over hand h
is

p(Ah |s, p , v h) = p(s, p , v h |Ah)p(Ah)

p(s, p , v h)
, (2.3)

where the likelihood, p(s, p , v h |Ah), describes the probability of the sensory evidence
from the cues occurring simultaneously given that agent has agency over that hand, h =
(1,2,3). The prior probability, p(Ah), describes the prior belief of the hidden cause and
p(s, p , v h), or the marginal likelihood, describes the probability of observing the states
of the hand independent of whether the agent has agency over the hand.

In line with Friston et al.[22], the prior of agency, p(Ah), is based on the prior beliefs
about how the hand will move in the future. In other words, p(Ah), is the prior knowledge
on the causal relationship between intended action and outcome, which is one of the
computational principles of SoA (Sec. 2.2.2). Assuming the agent does not have SoA over
any of the hands before the experiment, the agent easily gain a SoA by shortly moving
their hand in a certain direction with its prior knowledge of the causal relationship.

HOW THE PRIOR IMPROVES SENSE OF AGENCY

To illustrate how the prior improves SoA in Figure 2.5a, I have drawn the agent’s hypo-
thetical posterior probabilities for the agency over each hand in Figure 2.6a. Initially,
the agent moves their hand and only knows the causal relationship between action and
outcome. The agent observes a movement in their hand (h = 1) that corresponds to the
prior belief of the outcome given the intended action (low prediction error). Therefore,
the likelihood, P (s, p, v1|A1), is higher than the likelihood of both rubber hands. This in-
creases the posterior belief that the agent has agency over the real hand P (A1|s, p, v1). In
the next time steps, the agent’s prior belief P (A1) is continually updated with the poste-
rior belief from the previous time step P (A1|s, p, v1), meaning the agent has increasingly
more SoA over their hand.

The prior improves the agent’s SoA at two moments. First, at the beginning of the
experiment, the agent would not know that their muscle input causes some sensory out-
put. The agent would have to learn, e.g. through correlation of input and output, that
they can control their hand. Second, continuously updating the prior belief means that
later estimations of SoA become even more accurate. The strong prior belief of agency
will allow the agent to believe that they can control their hand without even moving their
hand (similar to the effect of the primed prior in [76]); the agent makes an inference that
goes beyond the data.

HOW THE PRIOR PROMOTES INCORRECT SENSE OF AGENCY

To illustrate how the prior knowledge steers the posterior towards incorrect SoA in Fig-
ure 2.5b, I have drawn the agent’s hypothetical posterior beliefs for the SoA over each
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(a) The participant is subject to the first
experimental condition as demonstrated in
Figure 2.5a. The posterior probabilities
show that the participant has SoA over its
own hand.

(b) The participant is subject to the second,
mRHI experimental condition as demon-
strated in Figure 2.5b. The posterior proba-
bilities show that the participant has agency
over the first rubber hand, h = 2.

Figure 2.6. A schematic of the (hypothetical) posterior probabilities after some time for the participants hand,
p(A1|s, p , v 1), rubber hand 1 p(A2|s, p , v 2), and rubber hand 2 p(A3|s, p , v 3)

hand in Figure 2.6b. For the mRHI experimental condition, I make two adjustments
to the virtual environment. First, the agent places their hand under the table. Then, the
agent can no longer use the sensory evidence from their vision, v 1 to determine the hand
position. The agent can only estimate the position of the hand with the less precise sen-
sory signals proprioception and sensorimotor predictions. This decreases the precision
of the marginal likelihood for the real hand, p(s, p|A1). Second, the first rubber hand
(h = 2) now moves synchronously with the agent’s hand. With the prior knowledge that
there is a causal relationship, the agent concludes that they have agency over the rubber
hand (lowest prediction error).
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2.4. CONCLUSION
In conclusion, I will briefly answer the main research question: What prior knowledge
enables a sense of agency in humans in the moving rubber-hand illusion? In short, the
prior knowledge of the causal relationship between intended actions and sensory out-
comes. When this prior belief aligns with observed sensory signals (low prediction error)
the SoA increases. Independent of the environment, the strength of this prior belief is
also correlated to the strength of the SoA.

The more extensive answer to this question requires an understanding of the main
concepts of this thesis: priors, Bayesian inference, SoA, and the moving rubber-hand
illusion (mRHI). This is addressed by two sub-questions. First, how does the prior in-
fluence Bayesian inference? In four different research fields (statistics, cognitive science,
neuroscience, and robotics), the prior allows (Bayesian) inferences that go beyond the
data, but also induces sub-optimal behavior such as illusions. Computational models
of the brain and robotics research find that the subjectivity of the prior is an obstacle
for the implementation of Bayesian inference models. Second, I answer what (computa-
tional) principles induce a SoA? Though SoA is a complex process, I conclude three main
principles underlying SoA: (i) the prediction error between intended actions and sen-
sory outcomes, (ii) the prior belief of the causal action-outcome relationship, and (iii)
the (precision of) sensory signals influence SoA. These principles align with Bayesian in-
ference. The content of this chapter provides the foundation for understanding how to
test SoA in an artificial agent with the mRHI.



3
EXPERIMENTAL DESIGN: DEFINING

THE POINT MASS MRHI

This chapter answers the research question: In what artificial environment, similar to
the moving rubber hand illusion, should an agent experience correct and incorrect sense
of agency? To answer the question, the chapter translates the knowledge on priors and
SoA from the Chapter 2 into the point mass mRHI. This chapter is named “Experimental
Design” because Chapter 4 and 5 use the simulation defined in this chapter to show
improved and incorrect SoA in an artificial agent.

The first section (Sec. 3.1) describes the model of the artificial environment, i.e. the
“point mass mRHI", in mathematical detail. The model simplifies Kalckert and Ehrs-
son’s[31][32] mRHI experiment for an artificial agent that observes three (point) masses
connected to spring-damper systems. Next, Sec. 3.2 compares the point mass mRHI to
the human mRHI experiment. This comparison explains, first, how the point mass mRHI
is an analogy of the human mRHI experiment and, second, how the point mass mRHI
captures the underlying computational principles of SoA defined in Sec. 2.2.2. Third,
Sec. 3.3, mathematically answers the research question because I define the parameters
of experimental conditions in which the agent should experience correct and incorrect
SoA over one of the masses. Finally, Sec. 3.4 concludes this chapter.

29
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3.1. THE POINT MASS MRHI: THE MATHEMATICAL MODEL

T O explore the effect of prior knowledge on SoA in an artificial agent, I simplify the
mRHI experiment by Kalckert and Ehrsson[31][32] to the point mass mRHI. This

section describes the point mass mRHI in mathematical detail and defines the matrix
that will describe agency and SoA.

3.1.1. THE AGENT’S MODEL: INITIAL EXPLANATION

The goal of the agent in the point mass mRHI is to achieve a SoA over one of the three
point masses (from now on masses). Figure 3.1 illustrates that each mass is attached to
a spring-damper system. The agent achieves SoA by learning on which mass it applies
its force input, Fint, and how it controls this mass with force Fint. In the point mas mRHI,
the agent can control the first mass, m1, because this is the mass on which it applies its
input force Fint (see Figure 3.1). However, the agent does not know that it applies force
Fint on mass m1. By estimating the agency matrix the agent will try to uncover how its
force input adjusts the observed states of the masses. To prevent the agent from trying
to gain agency over all three masses, the agent’s prior knowledge is that it knows that it
can have agency over exactly one mass.

Though the agent has an incomplete model of the environment, the agent does know
(i) the states of the three masses, (ii) the parameters of each mass, and (iii) the force that
it applies. The agent observes the states of the three masses as depicted in Figure 3.1. The
states of each (s = 1,2,3) mass, are the displacement xms , velocity ẋms , and acceleration
ẍms with respect to the equilibrium position. Second, the agent knows its input force
Fint. Third, the agent knows the parameters of each mass. The parameters are the spring
and damper constants, ks and cs , and the mass ms .

Figure 3.1. This figure illustrates the environment that the agent observes. The environment consists of three
masses (s = 1,2,3) attached to spring-damper systems, where ms is the mass, ks is the spring constant, cs is
the damper constant, and xms is the distance from the equilibrium position to the mass. The agent applies
force Fint, while the external forces Fext1 and Fext2 are applied by the environment.
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3.1.2. THE PLANT: GENERATING THE ENVIRONMENTAL STATES

The first part of the mathematical model of the point mass mRHI is the plant. The plant
generates the states of the three masses, which describe the environment that the agent
observes. The states are defined by an equation of motion for each 2nd order mass-
spring-damper system excited with an input signal:

ẍm1 (t ) = 1

m1

(
Fint(t )− c1ẋm1 (t )−k1xm1 (t )

)
, (3.1)

ẍm2 (t ) = 1

m2

(
Fext1(t )− c2ẋm2 (t )−k2xm2 (t )

)
, (3.2)

ẍm3 (t ) = 1

m3

(
Fext2(t )− c3ẋm3 (t )−k3xm3 (t )

)
. (3.3)

For clarity, the equations of motion are rewritten as the state-space equation. Solving
this state-space equations with forward Euler generates the matrix for the states, x(t ),
and derivatives of the states, ẋ(t ) for the duration of the simulation, T 1. The state-space
equations of the plant, indicated by subscript p, are as follows,

ẋ(t ) = Ax(t )+Bp up (t )+ω(t ) (3.4)

y(t ) = Cx(t )+ z(t ). (3.5)

The states of the three masses (m1, m2, and m3) are defined by,

x(t ) =



xm1 (t )
ẋm1 (t )
xm2 (t )
ẋm2 (t )
xm3 (t )
ẋm3 (t )

=



x1(t )
x2(t )
x3(t )
x4(t )
x5(t )
x6(t )

 . (3.6)

The input of the plant is,

up (t ) =



0
Fint(t )

0
Fext1(t )

0
Fext2(t )

 . (3.7)

1As the simulation is implemented in Python, the continuous state-space equations for the plant must be
discretized to generate the states of the masses. Appendix B details how to find the discrete-time states.
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The state matrix, A, and output matrix, B, are defined by,

A =



0 1 0 0 0 0

− k1
m1

− c1
m1

0 0 0 0
0 0 0 1 0 0

0 0 − k2
m2

− c2
m2

0 0
0 0 0 0 0 1

0 0 0 0 − k3
m3

− c3
m3


(3.8)

Bp =



0
1

m1

0
1

m2

0
1

m3

 . (3.9)

The agent only observes the position of each mass and then infers the motion states of
the plant using the agent’s own state-space equation (see eq. 3.11). Therefore, the output
matrix is defined by

C = [
1 0 1 0 1 0

]
. (3.10)

The vectors ω(t ) and z(t ) are the process and measurement noise of the system, re-
spectively.2

3.1.3. THE AGENT’S MODEL: AGENCY OVER THE OBSERVED STATES
The second part of the mathematical model of the point mass mRHI is the agent’s in-
complete state-space model of the environment. The agent’s state-space equation is

˙̂x(t ) = Ax̂(t )+ B̂ua(t ) (3.11)

ŷ(t ) = Cx̂(t ). (3.12)

THE AGENCY MATRIX AND SENSE OF AGENCY

In this state-space model, the agent determines its agency by estimating matrix B̂. The
matrix B̂ is the agency matrix because this matrix describes the causal relationship be-
tween the agent’s input, ua , and the predicted states, x̂ , and their derivatives, ˙̂x . Matrix
B̂ is unknown to the agent at the start of simulation and is estimated by the agent with a
parameter estimator (OLS in Chapter 4 and EM in Chapter 5). The hat on the variables
in eq. 3.11 and 3.12 represents the agent’s belief about that variable. Thus, matrix B̂ is the
belief the agent has about its true agency, B.

The agent’s SoA is not described by a parameter of the agent’s state-space equation
because it is a subjective feeling that scales between the feeling of no-agency and agency.

2Instead of describing these noises with white noise, which is commonly assumed,ω(t ) and z(t ) are calculated
using normalized zero-mean Gaussian. This definition of noise is based on Active Inference where noises are
assumed to be correlated at different time steps [86]. This correlation is a result of the dynamic processes in
real-world systems generating the noise. Different from white noise, which is uncorrelated over time, corre-
lated noise can be calculated by any differentiable (auto)correlation function.
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The quantification of SoA depends on the parameter estimator. In short, with the OLS
algorithm (Chapter 4), the agent’s SoA is binary. As the agent knows that it can only have
agency over one mass, the agent’s SoA chooses which of the elements ( j = 1, . . . ,6) of the
agency matrix, B̂, is non-zero. The agent gains SoA over the observed state that has the
lowest prediction error (a computational principles of SoA, Sec. 2.2.2). The EM algorithm
(Chapter 5) uses a similar process to determine SoA but experiences SoA on a continuous
scale. Both chapters will elaborate on the quantification of SoA.

If the agent correctly has a SoA over mass m1 and correctly estimates this agency
parameter, b̂ j , then the estimated agency matrix,

B̂ =



b̂1

b̂2

b̂3

b̂4

b̂5

b̂6

 , (3.13)

should converge to the true agency matrix,

B =



0
1

m1

0
0
0
0

 . (3.14)

DIFFERENCES BETWEEN THE AGENT AND THE PLANT

Aside from the unknown agency matrix B̂, there are two more differences between the
agent’s (eq. 3.11 and 3.12) and plant’s (eq. 3.4 and 3.5) state-space equations. First, the
only input to the agent’s model of the system is the force Fint because this is the only
force that the agent itself applies,

ua(t ) = Fint(t ). (3.15)

Second, for simplicity, the noise is omitted meaning the agent does not model the pro-
cess noise in the point mass mRHI. As a result of the unmodeled noise and estimated
agency matrix B̂, the states are also predictions made by the agent, or,

x̂ =



x̂m1 (t )
˙̂xm1 (t )
x̂m2 (t )
˙̂xm2 (t )
x̂m3 (t )
˙̂xm3 (t )

=



x̂1(t )
x̂2(t )
x̂3(t )
x̂4(t )
x̂5(t )
x̂6(t )

 . (3.16)
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3.1.4. UNITING THE PLANT AND THE AGENT’S MODEL
The agent gains SoA over the mass whose sensory consequence, y j , is closest to the
agent’s predicted sensory consequence, ŷ j . This means that the agent uses its perceived
prediction error, εy , to update its agency matrix B̂. However, in the point mass mRHI, the
agent uses the prediction error of the state derivatives, εẋ , rather than the sensory ob-
servations, εy , because the agent can more directly observe the effects of its input force,
Fint.

Figure 3.2 illustrates both state-spaces and their connection to each other through
the prediction error. The choice of the non-zero element j of agency matrix, B̂, is based
on the lowest j error of matrix εẋ . The process of calculating the updated agency matrix,
B̂, depends on the choice of parameter estimator. Chapter 4 and 5 detail how the prior
belief is imposed on the matrix.

Figure 3.2. This block diagram shows that the plant and the agent’s model are connected to determine SoA.
The plant produces the agent’s sensory evidence by defining the states and output of the three masses, x and
y , with the state-space equation (eq. 3.4 and eq. 3.5). The agent estimates the agency matrix, B̂, to predict the
motions states ˙̂x with the agent’s state-space equation (eq. 3.11). As a result of the agent’s prior knowledge (i.e.
that it has agency over exactly one mass), the agent gains a SoA over the mass with the lowest prediction error,
εẋ .
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3.2. POINT MASS MRHI AS AN ANALOGY OF HUMAN MRHI

U SING the mathematical model from the previous section, this section discusses how
the point mass mRHI is an analogy of the human mRHI experiment. The analogy is

compared in two ways. First, I compare the experimental set-ups. Second, I analyze how
the agent’s model in the point mass mRHI reflects the three underlying computational
principles of SoA.

3.2.1. COMPARISON OF THE EXPERIMENTAL SET-UP
The setup of the mRHI experiment by Kalckert and Ehrsson [32] is similar to the point
mass mRHI. Figure 3.3 compares the two experimental setups. Mass m1 represents the
participant’s real hand because, like the real hand, the agent applies a force directly to
this mass. The other two masses, m2 and m3 represent the rubber hand. This highlights
one obvious difference between the two experimental setups; the point mass mRHI has
two rubber hands. The extra rubber hand allows testing of more experimental conditions
for the mRHI.

Another similarity is that between the experimental set-ups is that the participants
from the human mRHI and the agent in the point mass mRHI both know their force input
Fint. The human mRHI experiment shows it is important that the agent knows its force
input, Fint because the participants only have a SoA in the active condition (i.e. when the
participant moves their hand) [31][32]. In the passive condition (i.e. the experimenter
moves the hand), the participants do not know the action that causes the rubber hand
and their own hand to move.

3.2.2. COMPUTATIONAL PRINCIPLES OF SOA IN THE POINT MASS MRHI
To support the point mass mRHI as a simplification of the human mRHI experiment
(and SoA), I will identify the three computational mechanisms of SoA in the point mass
mRHI.

THE PRECISION OF SENSORY SIGNALS

In the human mRHI, reducing the precision of the sensory signals is the first step to-
wards the illusory SoA over the rubber-hand. The participant’s sensory precision of the
estimation of their hand position decreases by placing the hand under the table. This
highlights a less apparent, but crucial, difference between the mRHI and the simulation.
The participant (unconsciously) estimates the states of their invisible hand, xhand, with
their proprioceptive signals, while the agent uses its “vision" to detect the states of m1,
xm1. The visual system has greater precision than the proprioceptive sense in estimating
hand position [87]. To accommodate this increased uncertainty in the states of the hand
in the human mRHI, I increase the noise on the states of mass m1 (i.e. ω). Increasing the
noise on the states of the agent’s “real hand" is the first step towards the agent attributing
an incorrect SoA to mass m1.

LOW PREDICTION ERROR

In the mRHI experiments, SoA over the rubber hand only occurs when there is temporal
congruence between the real and rubber hand because of the low prediction error be-
tween the predicted sensory outcomes of the real hand and observed outcomes of the
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Figure 3.3. This figure compares the point mass mRHI to the human mRHI experiment (image from [32]). The
first mass, m1 represents the “real hand", while masses m2 and m3 are the “rubber hands". In the human
mRHI experiment (left), the participant visually observes the states of the rubber hand xrubber hand, uses pro-
prioception to estimate the state of their hand xhand, and knows the force input Fint applied to their hand. In
the point mass mRHI (right), the agent observes the states of the three masses xm1, xm2, and xm3 and knows
the force input Fint.

rubber-hand. In the point mass mRHI, the agent only gains SoA over the mass with the
lowest prediction error, εẋ .

The process of how the agent uses the prediction error to gain a SoA is based on
two sub-process that influence SoA in humans (e.g. [21]). In the predictive process, the
agent predicts the motion states ˙̂x with its knowledge of its model (see Figure 3.2). The
agent uses its SoA from a previous time step to make these predictions. Second, the
postdictive process uses the prediction error, εẋ , to inform the prior belief which mass
has the lowest prediction error. This is the mass that the agent actually should have SoA
over and the agent keeps the corresponding element of the B̂ matrix as non-zero. With
the updated B̂ , the agent can again perform the predictive process. By distinguishing
between sensations that it can and cannot control, the agent lowers its prediction error.

STRONG PRIOR BELIEF THAT INTENDED ACTION CAUSES OUTCOME

In the human mRHI, the participants have strong prior beliefs that the actions of their
hand cause sensory consequences [88]. These causal prior beliefs are important for in-
ducing an illusory SoA over the rubber hand. As causality is encoded by the agency ma-
trix, B̂, the prior belief is imposed on this matrix.3 The prior belief defines that there is
causality for only one mass. Though this prior knowledge does not capture the complex-
ity of human prior knowledge, this prior does capture that participants of the mRHI have
the prior belief that there is a causal relationship only for their own hand.

3How the prior belief is imposed on the matrix is dependent on the algorithms used in Chapter 4 and 5.
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Two differences should be noted between the agent’s and the participant’s prior. First,
different to humans, the agent does not know how Fint relates to the states of the masses
before the mRHI experiment starts (i.e. does not know B̂). I assume this difference has
a negligible effect because of the simplicity of the environment that the agent tries to
estimate. Second, the agent’s prior assumes that the agent will only feel agency over one
mass at a time. In the human mRHI experiments, Kalckert and Ehrsson[31][32] did not
research whether humans maintained agency over their own hand while also having a
SoA over the rubber hand. Assuming that the SoA over the real hand decreases as a result
of the decreased sensory precision [20][72], placing the hand under the table will likely
result in a lower SoA over the real hand. Therefore, this assumption is acceptable for this
simplified model of the mRHI experiment.
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3.3. EXPERIMENTS

T O generate the sensory evidence for which the agent either experiences an improved,
correct or illusory, incorrect SoA, this section defines the parameters of the plant’s

mathematical model (see Sec. 3.1). This section also defines the performance measures
that I will use to compare an agent’s correct or incorrect SoA with and without a prior.

3.3.1. PARAMETERS OF THE POINT MASS MRHI
The generation of the states of the three masses requires a definition of the parameters
and the input signal. The states generated by the plant are the environment that the
agent “senses" and uses to estimate B̂ in Chapter 4 and 5. The agent will be subject to
two sets of environments of which the agent will perform 1000 trials each. In the first set
of unambiguous environments (experiment 1), the agent should gain a correct SoA. In
the second set of ambiguous environments (experiment 2), the agent should experience
the mRHI, which is an incorrect SoA.

CONSTANT PARAMETERS: TIME AND NOISE

Before I elaborate on the difference between the parameters of experiments 1 and 2, I
define the time and noise parameters that remain constant in both experiments (see Ta-
ble 3.1). The simulation time is chosen such that it is long enough to determine whether
the agent does not adjust its SoA. The time window is the number of passed steps that
the agent stores in its “memory" to avoid a continuous increase in the size of the data
set. The agent should have just enough data to infer its SoA over a mass. Therefore, the
time window is a tenth of the entire simulation time. The covariance of the states and
observations, Σω and Σz , and the roughness parameter γ generate the smooth Gaussian
noise, ω and z . These values are set to introduce some noise in the observations of the
states of the masses, without the states losing their predictability. The covariance matrix
of the state noise, Σω, is increased in some experimental conditions of experiment 1 and
2.

Table 3.1. Overview of the time and noise parameters of the point mass mRHI.

Parameter name Parameter sign Parameter value

Simulation time T 20 s
Sampling period h 0.01 s
Time window δN 200
Covariance of the observation
noise

Σz
[
0.01

]
Covariance of the state noise Σω

[
0.01 0

0 0.01

]
Roughness parameter γ 16

EXPERIMENT 1: UNAMBIGUOUS ENVIRONMENTS FOR A CORRECT SENSE OF AGENCY

In experiment 1, the agent should gain a correct SoA for the three experimental condi-
tions. Table 3.2 defines the parameters for each experimental condition. Since the point
mass mRHI is a simplification of the human mRHI, the goal is not to emulate the ex-
act experimental conditions of the mRHI. The agent should experience a correct SoA for
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all parameters. This requires that the agent can correctly predict the states of mass m1.
Therefore, the parameters of experiment 1 must fulfill three conditions. First, the move-
ment of the other masses, m2 and m3, must be sufficiently asynchronous with mass
m1. Second, the magnitude of the noise should be small relative to the magnitude of
the states. Third, the combination of parameters should avoid resonance in the three
masses. I handpicked parameter values that fulfill these conditions, meaning the agent
should find a correct SoA in all experiments.

The parameters (ms ,ks ,cs ) are inspired by the properties of the human arm. The
mass of each s point masses, ms , varies between 1.5 kg and 2.5 kg because this is a plau-
sible range for the hand and lower arm [89]. The combination of the spring and damping
constant and the input force are chosen such that the resulting movement of each mass
is plausible for the human body. This means that, for example, the amplitude of the re-
sulting position of the mass is no further away than around 0.5 m from the equilibrium
position to represent a plausible maximum distance between the elbow and the hand.
For SoA the agent must have actions to distinguish from others. The agent applies a
large enough sinusoidal force on mass m1, Fint = 2cos(4tp )+3, to ensure that the mass
remains excited throughout the simulation.

The difference between the three experimental conditions of the unambiguous en-
vironment is the input forces, up , and the state noise,ω.

• Experiment 1A: a static environment. The agent observes a static environment
because mass m1 is the only mass on which a force is applied. The static environ-
ment is the simplest environment where an agent should have a SoA.

• Experiment 1B: an asynchronous dynamic environment. The environment of
the agent is dynamic, meaning the agent now has to distinguish its own force from
the sinusoidal forcing functions applied to both mass m2 and m3. The only differ-
ence between mass m2 mass m1 is the 750 ms shift in the input force.

• Experiment 1C: an asynchronous dynamic environment with noise. This exper-
imental condition is the first step towards inducing the mRHI by increasing the
noise of the acceleration state of mass m1 to resemble the participant’s hidden
hand. The noise on the acceleration state increases in noise because the agent
only controls this state with its input force. The large time lag of the force input of
mass m2 (750 ms) means the agent should not experience the mRHI.

The covariance of the state noise of mass m1 in experiment 1C increases to,

Σw =
[

0.01 0
0 1

]
. (3.17)

EXPERIMENT 2: AMBIGUOUS ENVIRONMENTS FOR AN INCORRECT SENSE OF AGENCY

To generate the ambiguous for experiment 2, there is an increased state noise for mass
m1 (defined by eq. 3.17) and (near) temporal congruence between the observations of
mass m1 and m2. These experimental conditions will reproduce the experimental con-
ditions from the human mRHI experiment (i.e. [31] and [32]).
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Table 3.2. Overview of the parameters per experimental condition (1A, 1B, and 1C) of the unambiguous envi-
ronment, meaning the agent should have a correct SoA mass m1.

Mass
number

Mass,
kg

Spring constant,
Nm−1

Damping
constant, Ns m−1

Input force, N Covariance of the
state noise Σw

Experiment 1A: static environment

m1 2.5 6 2 2cos(4tp )+3 diag(0.01,0.01)
m2 2.5 6 2 0 diag(0.1,0.1)
m3 2 4 4 0 diag(0.1,0.1)

Experiment 1B: an asynchronous dynamic environment

m1 2.5 6 2 2cos(4tp )+3 diag(0.01,0.01)
m2 2.5 6 2 2cos(4tp +3)+3 diag(0.01,0.01)
m3 2 4 4 sin(2tp ) diag(0.01,0.01)

Experiment 1C: an asynchronous dynamic environment with noise

m1 2.5 6 2 2cos(4tp )+3 diag(0.01,1)
m2 2.5 6 2 2cos(4tp +3)+3 diag(0.01,0.01)
m3 2 4 4 sin(2tp ) diag(0.01,0.01)

There are three ambiguous experimental conditions in which the agent should incor-
rectly conclude that it has agency. Table 3.3 defines the parameters of each experimental
condition. The experimental conditions are as follows:

• Experiment 2A: the active synchronous mRHI. This experimental condition re-
produces the “active synchronous" condition from mRHI experiment [32]. The
plant generated states of mass m1 and m2 are the same because the parameters
and the input force are equal. The difference is the increased state noise on mass
m1.

• Experiment 2B: the active synchronous mRHI with a different mass. The second
experiment condition is identical to the first except for a 10% in the mass of mass
m2. This increases the amplitude of the position for m2, which has not been tested
in mRHI experiments (such as [31], [32], and [90]).

• Experiment 2C: the active asynchronous mRHI. This experimental condition re-
produces the “active asynchronous" condition from mRHI experiment [32]. Thus,
the parameters of mass m1 and m2 are identical and the sinusoidal force on mass
m1 is shifted by 500 ms. This should decrease the (incorrect) SoA over the mass
m2 because a lag of 500 ms was sufficient to significantly reduce the mRHI in the
human mRHI experiment [31][32]. However, the agent in this conditions should
still have more incorrect SoA over mass m2 than in experiment 1.

3.3.2. PERFORMANCE MEASURES
In all experiments, the goal is to quantify whether the prior improves and/or promotes
illusory SoA. To compare the results of an agent with prior to a prior-less agent in the
point mass mRHI (in Chapter 4 and 5), I define five performance measures.
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Table 3.3. Overview of the parameters per experimental condition (2A, 2B, and 2C) of the ambiguous environ-
ment, meaning the agent should have a incorrect SoA over mass m2.

Mass
number

Mass,
kg

Spring constant,
Nm−1

Damping
constant, Ns m−1

Input force, N Covariance of the
state noise Σw

Experiment 2A: active synchronous mRHI

m1 2.5 6 2 2cos(4tp )+3 diag(0.01,1)
m2 2.5 6 2 2cos(4tp )+3 diag(0.01,0.01)
m3 2 4 4 sin(2tp ) diag(0.01,0.01)

Experiment 2B: the active synchronous mRHI with a different mass

m1 2.5 6 2 2cos(4tp )+3 diag(0.01,1)
m2 2.25 6 2 2cos(4tp )+3 diag(0.01,0.01)
m3 2 4 4 sin(2tp ) diag(0.01,0.01)

Experiment 2C: the active asynchronous mRHI

m1 2.5 6 2 2cos(4tp )+3 diag(0.01,1)
m2 2.25 6 2 2cos(4tp +2)+3 diag(0.01,0.01)
m3 2 4 4 sin(2tp ) diag(0.01,0.01)

The first measure quantifies the agent’s SoA throughout all 1000 trials. As SoA is the
degree that the agent believes to have agency over a mass (ranging from no agency to
complete agency), the agent’s SoA will be defined by the total amount of time that the
agent has a SoA over each mass. The time of SoA is calculated by multiplying the agent’s
SoA over one of the observed states by the sampling period h.

As the agent could have a correct SoA, while incorrectly predicting the states or incor-
rectly estimating the agency matrix, B̂, I define four other performance measures. The
second and third measure calculate whether the agent’s estimation of the agency matrix,
B̂, is accurate. Despite the agent’s have a correct SoA over mass m1, the agent’s estimated
agency may still be inaccurate. A first measure that determines whether the agent’s SoA
is based on an accurate belief of agency, B̂, and is calculated by finding the difference
between the mean of each state j of the estimated agency matrix, B̂, or µb̂ j

, to the true

agency matrix, B (from eq. 3.14). This finds the error in the SoA estimation after all time
steps, N , with,

k∑
j
|µb̂ j

−b j |, (agency accuracy). (3.18)

The second measure focuses on whether the agent’s SoA is based on an accurate belief
of agency only for mass m1. I calculate the agent’s prediction error for the motion states
of mass m1. An agent with an accurate agency matrix, B̂, should have a low prediction
error for mass m1. This measure calculates the mean error over all time steps between
the predicted motion states, ˙̂x1 and ˙̂x2, and the observed motion states, ẋ1 and ẋ2, or

2∑
j
µεẋ j

, (state accuracy). (3.19)

The fourth measure calculates the variance of the agent’s agency matrix, B̂ because
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this reflects how the agent perceives the precision of the sensory signals. A lower sen-
sory precision, or a higher variance in the agency matrix, B̂, should result in lower SoA. I
calculate the agent’s perceived sensory precision this is as follows,

k∑
j
σ2

b̂ j
, (perceived sensory precision). (3.20)

The fifth measure investigates whether an agent with prior performs prediction error
minimization when compared to an agent without a prior. An agent only accumulates a
prediction error over objects over which the agent has a SoA [72]. Therefore, the agent’s
accumulated error only adds the prediction error, εẋ j , of the states over which the agent
believes it has a SoA, a.

µεẋa
, (perceived error). (3.21)

I use these performance measures in the results of Chapter 4 and 5.
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3.4. CONCLUSION
In conclusion, this chapter answers the research question: In what artificial environ-
ment, similar to the moving rubber hand illusion, should an agent experience a correct
and incorrect sense of agency? In short, I mathematically define an analogy of the hu-
man mRHI experiment, termed “the point mass mRHI". When I increase the noise on
the states of mass m1 and the three masses in the point mass mRHI move (near) syn-
chronously, then the agent should experience an incorrect, illusory SoA. In all other
cases, the agent should experience a correct SoA.

To elaborate, the first part of this chapter (Sec 3.1) establishes the mathematical
model of the point mass mRHI. In this model, an artificial agent observes three masses
connected to spring-damper systems (see Figure 3.1). The agent has an incomplete
model of the environment because, though it knows its input force, the agent does not
know on which mass it applies this force. Therefore, the agent estimates the matrix B̂ (see
eq. 3.13), which describes the agent’s agency over each mass. The agent’s prior knowl-
edge updates agency matrix B̂ because the agent knows it can only control one mass, i.e.
only one element of B̂ is non-zero. The quantification of the SoA is dependent on what
element of B̂ is non-zero and will further be specified later in this thesis. Next, Sec 3.2
shows that the point mass mRHI is a simplification of the human mRHI experiment.
One mass represents the participant’s hand, while the two other masses represent the
rubber-hand (see Figure 3.3). Like in human SoA, the agent’s SoA is dependent on the
prediction error described by εẋ , causality described by B̂, and precision of the sensory
data defined byω. Sec. 3.3 defines the parameters for which the agent should experience
a correct (experiment 1) and incorrect (experiment 2) SoA based on the experimental
conditions of the human mRHI experiment in [32].

Chapter 4 and 5 implement “point mass mRHI" by estimating the agency matrix, B̂,
with OLS and EM, respectively. The quantification of the agent’s SoA is dependent on the
parameter estimator.
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WITH ORDINARY LEAST SQUARES

This chapter is the first step to answering the final research questions: What is the effect
of the prior on a sense of agency in the point mass moving rubber-hand illusion? Is this
effect comparable to a sense of agency in human? In this point mass mRHI, the agent
uses the parameter estimator ordinary least squares (OLS) to estimate the agency matrix,
B̂, which describes the relationship between its force inputs and the predicted sensory
consequences. The goal of this chapter is to provide an elementary explanation of the
effect of prior beliefs on a SoA in an artificial agent with this straightforward parameter
estimator. Also, to understand how to improve the point mass mRHI so that the model
can become a more correct model of SoA.

First, Sec. 4.1, provides a theoretical explanation of OLS as a parameter estimator for
the agency matrix, B̂. Sec. 4.2 focuses on the implementation of the point mass mRHI
with OLS. I explain how the agent uses prior knowledge to gain SoA. Mathematically,
this means its choice of the non-zero element of agency matrix B̂. Then I explain the
complete algorithm (see Figure 4.1) that includes the prior knowledge and OLS to gain
SoA. Next, Sec. 4.3 presents the results the algorithm for the experimental conditions de-
fined by the experimental design (Sec. 3.4). The results show that with the prior belief
the agent has an improved SoA in experiment 1 and an incorrect SoA in experiment 2. In
Sec. 4.4, I discuss whether the results reflect the three underlying computational princi-
ples of SoA (causal prior belief, prediction error, sensory signals). Chapter 5 uses these
improvements as a starting point for the EM algorithm.
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4.1. THE ORDINARY LEAST-SQUARES ALGORITHM FOR AGENCY

I N the point mass mRHI, the agent’s goal is to estimate its agency matrix B̂ to gain a SoA
over one of the masses. With OLS, the agent estimates the unknown agency matrix B̂

before applying the prior by minimizing the differences between the observations and
predictions.

The agent’s state-space model (defined in eq. 3.11) describes the states of the masses
for one time step. To use OLS, I extend the state-space model to describe the agent’s
model for the N passed time steps. However, the agent will not store the matrices over
all passed time steps but rather will forget time steps that occurred too long ago to avoid
that the amount of stored data approaches infinity with time. The number of steps over
which the agent calculates the B̂ matrix is termed the “time window", or δN . Therefore,
the equation for the motion states is given by,

ẋ = Ax + B̂ua , (4.1)

where, the matrices of the state-space that change size with each time step i (i = 0, . . . , N−
1),

x = [
x p x p+1 . . . x N−1

]= (
xi j

) ∈Rn×(N−p),

ua = [
(ua)p (ua)p+1 . . . (ua)N−1

]= (ua) ∈R1×(N−p).

The variable p describes the last time step that the agent remembers with,

p =
{

0 if (N −1) ≤ δN

(N −1)−δN if (N −1) > δN

In the general OLS in matrix form, the variable, Y, is a vector of the past N − p (i =
p, . . . , N −1) time-steps, that depends on N observations, X, and j ( j = 0, . . . ,n −1) un-
known parameters, β. Mathematically [91],

Y = Xβ+ε, (4.2)

where ε is a vector of the N −p unobserved disturbances.
Different to the general OLS matrix form, the agent in the point mass mRHI observes

n = 6 states at each time step. Nonetheless, the variables from the agent’s state-space
can be equated to the variables from the OLS matrix form as follows,

Y =


[

ẋ p −Ax p
]T[

ẋ p+1 −Ax p+1
]T

...
[ẋ N−1 −Ax N−1]T

 ∈R(N−p)×n , (4.3)

X = uT
a ∈R(N−p)×1, (4.4)

β= B̂T ∈R1×n . (4.5)

To estimate the unknown parameter, β, at each time step (incrementally) over the
passed time steps within time window δN , OLS solves for the unknown parameter in
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eq. 4.2 by minimizing the sum of squared errors, ε. The formula for β calculates the
psuedo-inverse of X,

β= (
X′ ·X

)−1 X′Y. (4.6)

By filling in eq. 4.3-4.5 in eq. 4.6, the agent solves for β which is the estimation of the
agent’s agency, B̂, before applying the prior.
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4.2. IMPLEMENTATION OF THE PRIOR IN OLS

W ITH the OLS estimated agency matrix B̂, the agent can apply its prior knowledge
to gain SoA over one mass and then update B̂. First, this section explains how

the agent uses its prior knowledge and SoA to update the agency matrix B̂. Second, the
overall algorithm is presented.

4.2.1. SENSE OF AGENCY IS DETERMINED WITH P
The prior knowledge in the OLS algorithm is not a Bayesian prior because the agent does
not combine the agent’s prior knowledge and the sensory evidence in a Bayesian way.
However, “the prior" in the OLS algorithm does communicate to the agent that only one
of the elements of the agency matrix, B̂, can be non-zero. The agent cannot directly rec-
ognize this information from the collected sensory evidence. Therefore, for this simplest
point mass mRHI, this non-Bayesian prior is sufficient.

The agent’s SoA with the OLS algorithm is binary, meaning the agent either does or
does not have SoA over an observed state. The SoA arises based on which observed states
best fulfill two of the computational principles of SoA: a causal prior belief of action-
outcome and low prediction error. The principle of the precision of sensory signals does
not influence the choice of SoA because OLS does not describe the distribution of data.
Combining the agent’s prior belief with the principles means the agent’s SoA over one
mass through the j th unknown parameter is defined by,

SoA =
{

yes if b̂ j 6≈ 0 and argmin j∈kεẋ j

no otherwise
(4.7)

The first requirement, b̂ j 6≈ 0, is a simplification of the principle that humans have
strong prior beliefs about the causal relationship between actions and outcomes. Since
each b̂ j describes the causal relationship between the force input, ua , and motion states,

ẋ , when b̂ j ≈ 0 then there is no causal relationship. This requirement is a simplification
of the computational principle as this simplification only encodes that there is a causal
relationship and not how this relationship looks or the strength of this relationship. OLS
finds b̂ j ≈ 0 in two cases. First, for the observed velocity states of each mass because
the force does not directly control the velocity of a mass. Thus, for all even-numbered
j = (0,2,4), b̂ j ≈ 0. Second, the agency parameter is b̂ j ≈ 0 when a mass is not influenced
by an input force. In this case, the agent can accurately predict the states of that mass
with b̂ j ≈ 0.

The second requirement, argmin j∈kεẋ j , describes the principle that humans only

experience a SoA when the prediction error is low. This means that for the non-zero b̂ j ,
the agent only has a SoA over the observed motion state, ẋ j , that is best predicted by ˙̂x j .
For the purpose of the point mass mRHI, the prediction error of the state derivative, ẋ ,
is assumed to be a function of the current time step, i , and the past time window, δN . At
time step i = N , the prediction error is

εẋ j =
N−1∑
i=p

∣∣ ˙̂xi j − ẋi j
∣∣ , (4.8)
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where ˙̂xi j and ẋi j are the predicted and observed j th state derivatives at time step i .
Calculating the prediction error over the entire time window avoids that the agent’s SoA
becomes too susceptible to noise.

The agent’s binary SoA described in eq. 4.7 updates the B̂ matrix. At each time step,
the agent chooses the non-zero b̂ j with,

b̂ j =
{

b̂ j if b̂ j 6≈ 0 and arg min j∈kεẋ j

0
(4.9)

where b̂ j is the j th element of B̂.

4.2.2. OLS ALGORITHM
I define an OLS algorithm with and without prior knowledge so that I can compare these
algorithms to each other.

WITH PRIOR KNOWLEDGE

The flowchart in Figure 4.1 depicts the algorithm of the agent that determines its SoA
with OLS and the prior.1 The left column describes the qualitative requirements for a
SoA over an observed state. The prior stipulates that the agent can control only one mass.
According to underlying computational principles of SoA, SoA requires on the existence
of causality and a low prediction error. The right column of Figure 4.1 translates the
requirements for SoA from the left column and estimates B̂ with OLS. In the algorithm,
first the agent observes a prediction error (eq. 4.8) in the motion states, ẋ , and predicts
B̂ using OLS (eq. 4.6). With this predicted B̂ the agent eliminates the agency parameters
with which it will not have agency by finding the b̂ j ≈ 0. With the remaining non-zero

agency parameters b̂ j , the agent determines the j th element for which the prediction

error is the minimum. The agency matrix, B̂, is updated such that only this b̂ j remains

non-zero. This updated matrix B̂ predicts the motion states at the next time step, ˙̂x i+1.

WITHOUT PRIOR KNOWLEDGE

The flowchart in Figure 4.2 depicts the algorithm where the agent finds its SoA with only
OLS. I assume that this agent knows there must be a causal relationship for a SoA be-
cause the agent estimates the causal agency matrix, B̂. Therefore, the agent has SoA over
all of the agency parameters that OLS estimates as b̂ j 6≈ 0. Unlike the agent with prior
knowledge, this agent does not know that it has SoA over the only one mass. As a result,
the agent does use the prediction error of the motion states to gain a SoA over one mass.

1The code of this simplest point mass mRHI with OLS is available on GitHub at https://github.com/
mtan1503/point-mass-mrhi/blob/main/ols-algorithm/agent_ols.py.

https://github.com/mtan1503/point-mass-mrhi/blob/main/ols-algorithm/agent_ols.py
https://github.com/mtan1503/point-mass-mrhi/blob/main/ols-algorithm/agent_ols.py
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Figure 4.1. This flowchart shows how the point mass mRHI OLS algorithm connects to the computational
principles of SoA and the agent’s prior. The left column describes the prior knowledge that determines the
agent’s SoA: the prior knowledge (i) that it only controls one mass, (ii) that the relationship must be causal,
and (iii) the prediction error must be low. The latter two requirements are based on the underlying principles
of human SoA (see Sec. 2.2.2). The right column describes the algorithm with mathematical translation of the
requirements.

Figure 4.2. This flowchart of an agent in the point mass mRHI that only uses OLS to finds its SoA. The left
column describes that determine the agent knows the relationship must be causal, and (iii) the prediction
error must be low. The right column describes the OLS algorithm.
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4.3. RESULTS

T HIS section compares the results of an agent using the OLS algorithm with prior
knowledge (see Figure 4.1) to the results an agent using an OLS algorithm without

prior knowledge (see Figure 4.2). First, I will present the results from the unambiguous
environment where the prior should improve the SoA. Second, I will present the results
from the ambiguous environment where the prior motivate incorrect SoA.

4.3.1. EXPERIMENT 1: CORRECT SOA IN UNAMBIGUOUS ENVIRONMENTS
For the unambiguous environments (experiment 1), Table 4.1 shows the percentage of
time that the agent has a SoA over each state j of the estimated B̂ out of the 1000 20 s
trials per experimental condition. The agent with prior correctly has SoA over mass m1

100% of the time by estimating the agency parameter b̂1 as non-zero. Conversely, the
agent without the prior has SoA over all masses that have a force applied to them. In the
static environment (experiment 1A), this means that the agent with and without prior
have the same performance. However, in dynamic environments (experiment 1B and
1C) the agent without a prior also has SoA over all odd j parameters, i.e. b̂1, b̂3, and b̂5.
Thus, the agent’s SoA over the three masses improves with the prior.

Table 4.1. This table shows that for unambiguous environments the agent with a prior has a correct SoA over
mass m1. The table shows the percentage of time that the agent has a SoA over each observed state per experi-
mental condition (exp. nr) of experiment 1. The agent performs 1000 20 s trials of each experimental condition.
The “prior" only allows one non-zero element in the agency matrix, B̂, meaning when b̂ j > 0 the agent has a
SoA over that observed state for that time step.

Exp.
nr.

% of time
that b̂0 > 0

% of time
that b̂1 > 0

% of time
that b̂2 > 0

% of time
that b̂3 > 0

% of time
that b̂4 > 0

% of time
that b̂5 > 0

With prior

1A 0.00 100 0.00 0.00 0.00 0.00
1B 0.00 100 0.00 0.00 0.00 0.00
1C 0.00 100 0.00 0.00 0.00 0.00

Without prior

1A 0.00 100 0.00 0.00 0.00 0.00
1B,1C 0.00 100 0.00 100 0.00 92.8

To visualize the estimation of the agency matrix, B̂, Figures 4.3 to 4.5 compares the
OLS estimation of the agency matrix B̂ with and without prior over time for one trial
(that is representative of the 1000 trials) of the unambiguous environments of experi-
ment 1.2 The only non-zero parameter b̂ j for each experimental condition should be

b̂1 as indicated by the arrow between each set of figures. Also, the dotted lines in each
figure represent the true value of the agency matrix B that the agent tries to estimate (see
eq. 3.14).

For the static environment (experiment 1), Figure 4.3a and 4.3b shows that the agent
only estimates b̂1 as non-zero meaning the agent does not need the prior to identify the

2For brevity, I only present the results of the estimation accuracy of the agency matrix B̂ in this section. For the
numerical results for the agency accuracy, perceived precision, state accuracy, and perceived error for each
environmental condition of experiment 1, see Appendix C.1.
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mass that it has agency over because the agent’s input force, Fint, is the only force act-
ing in the environment. The only (barely observable) difference between the estimated
agency matrix B̂ is all the parameters besides b̂1 are set to 0 in Figure 4.3a, whereas these
estimations fluctuate around 0 for the agent without a prior (Figure 4.3b).

(a) OLS estimated b̂ j over time with prior (see Figure 4.1 for
algorithm).

(b) OLS estimated b̂ j over time without prior (see Figure 4.2
for algorithm).

Figure 4.3. These plots show that, for the static environment (experiment 1A), the agent’s prior knowledge does
not significantly affect the estimation of the agency parameter b̂ j because the SoA did not improve (Table 4.1).

Both agents estimate the agency matrix, b̂ j , over time window δN = 200, with OLS. However, the prior in
Figure a outlines that the agent can control one mass. Therefore, the only non-zero parameter of the true
values b j , represented by the black dashed lines, is b1 (see eq. 3.14). Parameter b1 connects the agent’s input
force, Fint, to the states of mass m1.

For the dynamic environment in experiment 1B, the only non-zero b̂ j in Figure 4.4a

is b̂1 meaning the agent with the prior correctly has SoA over mass m1. Without the prior
in Figure 4.4b, the agent tries to predict the observations of mass m2 and m3 with fluc-
tuating agency parameters, b̂3 and b̂5. When there are more forces affecting the states
of the environment, the prior helps the agent discriminate between its own actions and
external actions. Here, the prior improves the estimation of the agency matrix B̂ and the
SoA.

Next, experiment 1C increases the state noise for mass m1. Figure 4.5 illustrates that
despite the noise the agent with the prior correctly has SoA over mass m1 from the start
of time, while the agent without the prior tries to gain agency over all three masses. Also,
the increase in noise barely influences the accuracy of the agency estimation since the
estimated b̂1 remains close to the true value b1 (the variance in b̂1 increases from 4.42×
105 in experiment 1B to 5.31×105 in 1C). Figure 4.5b explains the decrease in the SoA in
the agent without prior. In the bottom plot, we see the estimated b̂5 fluctuates around
0. Therefore, some of the time when b̂5 ≈ 0 the agent without prior does not have a SoA
over this mass.

To illustrate the effect of the prior on the agency parameter with which the agent
control mass m1, Figure 4.6 plots parameter b̂1 over time from the dynamic environment
(experiment 1B). Though the prior improves the overall estimation of the matrix B̂, the
prior does not improve agency parameter b̂1. The estimation of parameter b̂1 with and
without prior are equal for all experiments of the point mass mRHI.3 The equal b̂1 is due

3For numerical results see Appendix C.1, where the accuracy of the states of mass m1 are equal in the prior
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(a) OLS estimated b̂ j over time with prior. (b) OLS estimated b̂ j over time without prior.

Figure 4.4. These plots show that, for experiment 1B, the agent estimation of the agency matrix B̂ is closer
to the true value of the matrix B̂ with (Figure a) the prior than without the prior (Figure b). Thus, the prior
improves SoA and thereby agency. This is a continuation of the plots of experiment 1A in Figure 4.3.

(a) OLS estimated b̂ j over time with prior. (b) OLS estimated b̂ j over time without prior.

Figure 4.5. These plots show that, for experiment 1C, the agent’s prior improves estimation of the agency
parameter b̂ j through an improved SoA. This is a continuation of the plots of experiment 1B in Figure 4.4.
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to the agent’s prior belief only adjusting the agency parameters that the agent does not
have agency over. Thus, applying this prior does not improve the agent’s SoA for the
mass which it does have agency over (i.e. mass m1).

Figure 4.6. This figure shows, for the dynamic environment (experiment 1B), that the agent’s estimation of the
agency parameter b̂1 is the same with and without prior. The parameter b̂1 is the parameter with which the
agent can control mass m1 and the dotted line represents the true value of b1.

4.3.2. EXPERIMENT 2: INCORRECT SOA IN AMBIGUOUS ENVIRONMENTS
For an ambiguous environment (experiment 2), Table 4.2 shows the percentage of time
that the agent has a SoA over each state j of the estimated B̂ out of the 1000 20 s trials.
The agent with prior generally incorrectly believes that it has a SoA over mass m2 with
b̂3 most of the time (89.8%-94.7%), while the rest of the time the agent correctly believes
has SoA over mass m2 with b̂4. Without prior, the agent’s SoA is the same as in the am-
biguous environment. The prior, requires the agent to have a SoA over only one of the
observed states, induces an incorrect SoA in the agent. The incorrect SoA occurs when
the prediction error of the states of mass m1 is larger than that of mass m2.

Table 4.2. This table shows that, for the ambiguous environments (experiment 2) of the point mass mRHI,
the agent using the OLS algorithm with a “prior" has a more incorrect SoA than the agent without any prior
knowledge. This table is a continuation of Table 4.1 that describes experiment 1.

Exp.
nr.

% of time
that b̂0 > 0

% of time
that b̂1 > 0

% of time
that b̂2 > 0

% of time
that b̂3 > 0

% of time
that b̂4 > 0

% of time
that b̂5 > 0

2A 0.00 5.35 0.00 94.7 0.00 0.00
2B 0.00 6.85 0.00 93.2 0.00 0.00
2C 0.00 10.2 0.00 89.8 0.00 0.00

Without prior

2A,2B,2C 0.00 100 0.00 100 0.00 92.8

To visualize the incorrect estimation of the agency matrix, B̂, Figure 4.7 compares

and no prior condition because the estimation of b̂1 is equal.
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the OLS estimated matrix B̂ with and without prior over time for one trial of the active
synchronous condition (experiment 2A).4 Again, the arrow indicates the location where
parameter b̂ j should be non-zero. The left plot (Figure 4.7a) shows that with a prior

the agent incorrectly chooses parameter b̂3 as non-zero, while the right plot shows that
the agent without a prior chooses parameters b̂1, b̂3, and b̂5, as non-zero (Figure 4.7b).
Thus, the prior promotes an incorrect SoA because without the prior the agent tries to
gain agency over all three masses.

(a) OLS estimated b̂ j over time with prior (see Figure 4.1 for
algorithm).

(b) OLS estimated b̂ j over time without prior (see Figure 4.2
for algorithm).

Figure 4.7. These plots show that, for experiment 2A, the agent’s prior knowledge motivates an incorrect es-
timation of the agency parameter b̂ j meaning the SoA is also incorrect. Both agents estimate the agency pa-

rameters, b̂ j , over time window δN = 200, with OLS. The true values of the agency parameter b j , represented
by the black dashed lines, show that only non-zero parameter should be b1 (see equation 3.14) because this
parameter connects the agent’s input force, Fint, to the states of mass m1.

Similarly, Figure 4.8 shows that for experiment 2B the agent has an incorrect SoA over
mass m2. Experiment 2B is also the active synchronous condition but with a decrease
in mass for mass m2. Comparing the estimated agency parameter, B̂, from experiment
2A (see Figure 4.8a) to 2B, shows two differences. First, the estimated b̂3 is higher in
experiment 2B because of the lower mass m2. Second, looking closely, the estimation of
b̂3 fluctuates more in experiment 2B than 2A. Based on this trial, the decrease in mass
decreases the precision of the agency estimation b̂3.

In the active asynchronous environment (experiment 1C), I introduce a time lag in-
troduced in the force input of mass m2 (w.r.t. the agent’s force input, Fint). Figure 4.9a
shows that, different from all previous experiments, the agent’s estimation of the non-
zero agency parameter, b̂3, fluctuates. In the OLS algorithm with prior, the agent does
not have any prior belief about the required precision of the agency parameter. The
agent believes that by choosing b̂3 as non-zero its perceived error is lower than with b̂1,
even though this estimation would be constant (see Figure 4.9b). Despite the time-lag
which makes the environment less ambiguous, the prior still motivates the agent to have
an incorrect SoA over mass m2 and the agency matrix, B̂.

4For brevity, I only present the results of the estimation accuracy of the agency matrix B̂ in this section. For the
numerical results of the agency accuracy, perceived precision, state accuracy, and perceived error for each
environmental condition of experiment 2, see Appendix C.2.
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(a) OLS estimated b̂ j over time with prior. (b) OLS estimated b̂ j over time without prior.

Figure 4.8. These plots show that in this ambiguous environment (experiment 2B) the agent’s prior knowledge
motivates an incorrect estimation of the agency parameter b̂ j meaning the SoA is also incorrect. The difference
between experiment 2A and 2B is that the mass of point mass m2 is decreased by 10%. These plots are a
continuation of Figure 4.7.

(a) OLS estimated b̂ j over time with prior (see Figure 4.1 for
algorithm).

(b) OLS estimated b̂ j over time without prior.

Figure 4.9. These plots show that for the ambiguous asynchronous environment (experiment 2C) the agent’s
prior knowledge motivates an incorrect estimation of the agency parameter b̂ j meaning the SoA is also incor-
rect. The difference between experiment 2A and 2C is a 500 ms lag in the force input of mass m2 w.r.t. the
agent’s force input, Fint. The plots are a continuation of Figure 4.7.
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4.4. DISCUSSION

I N this OLS implementation of the point mass mRHI, the agent’s prior knowledge al-
lows the agent have a correct SoA in “normal" environments (experiment 1) and an

incorrect SoA in ambiguous environments (experiment 2). On the surface, the results
seem to match the findings of the human mRHI experiment by Kalckert an Ehrsson,
where humans only experience an incorrect SoA over the rubber-hand when the rubber
hand and their own hand move synchronously [31][32]. Therefore, this chapter achieves
the goal of using OLS as a simple system identification method for an initial exploration
of the effect of the prior in a simulation of the human mRHI.

4.4.1. COMPARISON OF THE SOA IN HUMAN AND THE AGENT

However, the simplicity of the algorithm causes the results to lack similarity to some
aspects of human SoA, which impedes me from making generalizations about the in-
fluence of priors on SoA from the point mass mRHI. I will discuss two main differences
between SoA in humans and the agent. These differences will highlight that the com-
putational principles of SoA are too simplified in this point mass mRHI. Based on this
discussion, formulate improvements for the point mass mRHI that should increase its
similarity to the human mRHI. Chapter 5 implements these improvements.

THE AGENT’S “PRIOR" DOES NOT IMPROVE SOA

First, the results show that the prior does not improve the estimation of the agency pa-
rameter b̂2. This diverges from human SoA, where the prior belief of strong causality can
improve SoA [79][20] and even override other explanations of agency [76][73]. The cur-
rent prior belief does not capture all aspects of the SoA principle that SoA arises when
there is a strong prior belief that action causes outcome.

The agent does implement a part of the computational principle that a strong prior
belief that action causes outcome induces a SoA. In the point mass mRHI, the prior is
imposed on the correct parameter because the agency matrix, B̂, encodes the causal-
ity from the agent’s known actions, Fint, to its outcomes. By enforcing the prior on the
agency matrix, the agent separates the observations into the belief of causality and no
causality based on how well the agent can predict the outcomes based on its actions.
This aligns with the idea that self-other distinction arises from a SoA [77][21]. Thus, the
current prior does describe that the action causes the outcome.

However, how the agent enforces the prior belief is incorrect because it does not en-
code the strength of the belief. Bayesian inference can define the strength of a prior
meaning that a higher prior probability of agency results in a higher SoA [18]. Bayesian
priors have two valuable characteristics that the current prior misses. First, a Bayesian
prior is updated by the posterior making it more accurate as time progresses. The cur-
rent prior knowledge is applied at every time step and the agent does not remember the
agency/no-agency conclusion from the previous time steps. Therefore, the prior knowl-
edge is constant despite the agent collecting more data. Second, there is no interaction
between the prior in the OLS algorithm and the sensory evidence to adjust the SoA.
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TOO MUCH INCORRECT SOA IN THE ACTIVE ASYNCHRONOUS CONDITION

The second difference between the simplest point mass and the human mRHI is that in
the active asynchronous condition (experiment 2C), the agent’s incorrect SoA over mass
m2 only decreased by 5% w.r.t. the active synchronous condition (experiment 2A). In
the point mass mRHI, I expect a larger decrease in incorrect SoA over mass m2 because
for the agent without SoA the mean prediction error for motion state ẋ3 (6.97×10−1) is
larger than for ẋ1 (1.21×10−1). In the active asynchronous condition of the human mRHI
experiment, the participant’s SoA decreases by 50% (from 2.7 to 1.3, where 1 means no
illusory SoA) [32]. Therefore, similar to the asynchronous condition in the human mRHI
experiment, the agent should experience a larger decrease in SoA to correctly minimize
its prediction error.

The point mass mRHI does follow some aspects of the computational principle that
the SoA arises with low prediction error because the agent does minimize its prediction
error to some extent. OLS minimizes the sum of squares of the difference between the
observed variables of the environment and the predicted values from the linear func-
tion. Then, the agent only gains SoA over the mass with the lowest prediction error. This
indicates SoA is dependent on the magnitude of the prediction error and agrees with
empirical evidence where the minimization of the prediction error explains shifts in the
experience of agency. For example, a symptom of schizophrenia is the misattribution
of agency to an external agent [78]. A previous study finds a higher signal-to-noise ratio
in schizophrenics for signals that contribute to SoA, which increases the likelihood of a
larger prediction error [92]. The increase in prediction error explains the abnormal up-
dating of beliefs about the environment [93]. In both humans and the agent, prediction
error influences the choice of SoA.

However, the agent’s minimization of the prediction error is incorrect because the
agent does not switch its SoA during a trial despite that switching SoA will lower the pre-
diction error. The agent has an incorrect SoA over mass m2 89.8% of the time. SoA does
not switch during a trial because the agent predicts the motion state, ˙̂x , with its prior
updated agency matrix, B̂. For the agent to switch its SoA, the agent’s prediction error
for the mass over which it currently has SoA over must be much larger than the predic-
tion error of the states of the other mass. This is inconsistent with studies that find a
longer interval between action and feedback results in a weaker SoA [82][94]. In a com-
parable study in humans, Perrykkad et al.[72] quantify prediction error in humans with
eye-tracking and find that humans change their hypothesis of agency over a square on
a computer screen when the prediction error is too high. More correlation between the
prediction error on the SoA should make the results of experiment 2C more compara-
ble to the asynchronous active mRHI condition of Kalckert and Ehrsson’s experiment
[31][32].

4.4.2. IMPROVEMENTS TO THE POINT MASS MRHI
Based on the discussion of the simplest point mass mRHI, I will formulate three im-
provements to the simulation that should increase the similarity between the agent and
human SoA.

First, in the future point mass mRHI, I will quantify SoA as the posterior probability
of agency so that it is a continuous variable. Empirical research theorizes that human
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SoA is a continuous experience (e.g. through questionnaires in the mRHI [32]). More-
over, SoA as a posterior probability of agency aligns with the Bayesian cue integration
[19] (Sec. 2.3) and the Bayesian computational models of SoA [21][20]. Another reason
for a continuous SoA is that the magnitude of the three computational principles of SoA
should directly affect the magnitude of the agent’s SoA. For example, predictive process-
ing frameworks postulate that the degree of prediction error correlates with the mag-
nitude of SoA [95][96][34]. Continuous SoA should result in more flexible switching of
agency during a trial. This might lead to an increase of correct SoA in the active asyn-
chronous condition (experiment 2C) of the point mass mRHI.

Another improvement to the point mass mRHI, is changing the prior belief to a Bayesian
prior to encode the strength of the causal prior belief. Sec. 2.1 specified the general ad-
vantages of a Bayesian prior. The main advantage for the point mass mRHI is that it
is more intuitive to translate the general prior that the agent can have agency over one
mass into a Bayesian prior. This prior then adjusts during the experiment to improve
future inferences, which should lead to an improved estimation of the agency parameter
b̂1.

A final adjustment to the point mass mRHI involves the third computational prin-
ciple of SoA, the precision of the sensory signals. In the current point mass mRHI, the
agent has to choose which mass it has agency over in the first time step. However, the
uncertainty on the states means that the agent might be unsure about which mass it
has agency over. The agent should be able to continuously assign the incoming sensory
data to whether it believes it does or does not have agency over that data. To illustrate,
in the first few time steps of the simulation, the agent might be 70% certain that the
states of mass m1 are a result of its input force, leaving 30% possibility that the agent
has agency over mass m2. Allowing the agent to continuously attribute each data point
to the agent’s own agency means the precision of the sensory signals has a more direct
effect on agency, which should result in a more continuous SoA.
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4.5. CONCLUSION

T HIS chapter is the first step to answering the research question: What is the effect
of the prior on a sense of agency in the point mass moving rubber-hand illusion? Is

this effect comparable to a sense of agency in human? In the simplest point mass mRHI,
the agent has correct SoA in certain environments (experiment 1) but incorrect SoA in
environments where sensory data is noisy and ambiguous (experiment 2). This OLS al-
gorithm achieves its goal as the simplest implementation of the mRHI for an initial ex-
ploration of the effect of the prior in a simulation of the human mRHI.

However, the simplicity of the algorithm impedes me from generalizing the influence
of priors on SoA from the point mass mRHI. In particular, the prior does not improve the
SoA and the behavior of the agent in the active asynchronous (experiment 2C) condi-
tion does not align with the human mRHI experiment. This finding is likely a result of
the three underlying computational principles of SoA that are too simplified in the sim-
ulation. Therefore, I formulate three improvements that should increase the similarity
between the agent and human SoA for the point mass mRHI:

• Quantify SoA as a continuous variable that is defined by the posterior probability
of agency.

• Define the prior knowledge that the agent only can have agency over one mass as
a Bayesian prior.

• Allowing the agent to assign a probability that it has agency over a certain observed
state.

Though I could continue to use the OLS algorithm by extending it to include all the
features that should increase its similarity to humans, the algorithm will feel fabricated.
In Chapter 5, I will present EM as a Bayesian parameter estimation tool for the point
mass mRHI which more inherently incorporates the improvements from this chapter.
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THE POINT MASS MRHI WITH

EXPECTATION-MAXIMIZATION

This chapter is the second step out of two for answering: What is the influence of the
prior on SoA in the point mass mRHI? This chapter reproduces the point mass mRHI
with the system identification method Expectation-Maximization (EM). EM is a popular
(partially) Bayesian inference algorithm that I will show is appropriate for the point mass
mRHI simulation. Using the experimental conditions defined in Chapter 3, this chapter
concludes that the prior in some ways improves the SoA in unambiguous environments
and produces incorrect SoA in ambiguous environments.

First, Sec. 5.1, explains the theory of EM for estimating the agency matrix, B̂. Next
(Sec. 5.2), I elaborate on the motivation for the EM algorithm from a computational and
human perspective. Sec. 5.3, tests the EM algorithm in a static environment (experiment
1A). After explaining the implementation of this theory in Python, I present the results.
The following section (Sec. 5.4) extends the EM algorithm to dynamic environments to
perform experiment 1B, 1C, 2A, 2B, and 2C. In the discussion of this chapter, I highlight
the benefits and downsides of the prior. Also, I examine what gaps exist in the EM im-
plementation of the point mass mRHI as an analogy for the human mRHI and SoA.
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5.1. THEORY: EXPECTATION-MAXIMIZATION FOR SOA

I N the point mass mRHI, the agent’s goal is to determine the effect of its input force,
Fint, on the states, x , by estimating the agency matrix B̂. The agent in the simplest

point mass mRHI (Chapter 4) used OLS to estimate matrix B̂, while in this chapter the
agent will estimate this matrix with EM. The advantage of EM is that it implements the
improvements defined in Sec. 4.4 that increase the similarity between the agent’s and
human SoA. Before I elaborate on why EM is a suitable algorithm (Sec. 5.2), this section
presents the theory.

5.1.1. THE OBSERVED SENSORY DATA
To gain a SoA, the agent must first observe some sensory data. Recall that in the sim-
plest point mass mRHI (Chapter 4), the agent uses its observations of the states, x , and
its derivatives, ẋ , over the time window δN to estimate agency matrix B̂ with OLS. As
simplicity facilitates understanding, this section uses the static environment in experi-
ment 1A for an initial implementation of EM. Sec. 5.4 extends the EM algorithm to the
dynamic environments (for experiment 1B to 2C).

In a static environment, it was sufficient for the OLS algorithm to determine the
agent’s binary SoA through the requirement that the j th unknown agency parameter
should fulfill b̂ j > 01. Therefore, for the EM algorithm, the agent will observe both the
states, x , and derivatives of the states, ẋ . The agent summarizes all these observations in
one vector by calculating an incremental value of the agency matrix, or Bi with,

Bi = ẋ i −Ax i

(ua)i
, (5.1)

This is different to the OLS algorithm because OLS estimates the matrix B̂ by taking the
average over all past observations. Formulations of the EM algorithm exist that estimate
the parameters A,B ,C , and D of a non-linear state-space model given the measured in-
put u and output signals y (e.g. [97]). However, our agent knows A,C , and D . Therefore,
I prepare the data by calculating Bi incrementally to serve as the agent’s observations
instead of output data y .

The matrix XB stores the n ( j = 0, ...,n−1) observations of Bi for all N−p (i = p, ..., N−
1) past time steps. Thus, matrix XB is defined by,

XB =


Bp

Bp+1
...

BN−1

=


bp,0 bp,1 · · · bp,n−1

bp+1,0 bp+1,1 · · · bp+1,n−1
...

...
. . .

...
bN−1,0 bN−1,1 · · · bN−1,n−1

= (
bi j

) ∈R(N−p)×n (5.2)

where

p =
{

0 if (N −1) ≤ δN

(N −1)−δN if (N −1) > δN

1This contrasts with the dynamic environment that requires the prediction error of the motions states εẋ to
determine SoA
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At each time step, the agent observes partial data XB , which generates two probability
distributions of bi j that can each be estimated with a Gaussian function. The histogram
in Figure 5.1 visualizes the Gaussian probability distributions by plotting the observed
partial data XB for the final time step. The two (k = {0,1}) Gaussians, can be described
by their means, µk , variances σ2

k , and the amount of data in each distribution πk . This
unknown set of parameters are summarized with θ = {µ0,µ1,σ2

0,σ2
1,π0,π1}, The EM al-

gorithm can determine the parameters, θ, when the number of distributions is known
before-hand.

Figure 5.1. This histogram shows that partial data XB can be approximated by two Gaussian functions. This
graph plots the observation matrix XB that is a collection observations Bi in the final time window, δN , at
T = 20s in a static environment (experiment 1A).

5.1.2. EXPECTATION-MAXIMIZATION ALGORITHM OVERVIEW
To describe the observed data, XB in Figure 5.1, with two Gaussian functions, the agent
needs to estimate the unknown set of parameters, θ, that later estimates matrix B̂. The
parameters, θ, can be estimated by maximizing a likelihood function. Mathematically,
this means we find the maximum likelihood estimate for the set of parameters θ, which
maximize the probability of the observed data, or P (XB | θ). The maximum likelihood
function is conveniently written as a log-likelihood,

`(θ) = lnP (XB | θ). (5.3)

However, this optimization problem is analytically intractable if there is hidden data.
In the point mass mRHI, the data hidden to the agent is whether or not an observa-
tion is a result of the agent’s force input, Fint. Recall in the Bayesian explanation of SoA
(Sec. 2.3.2), the hidden cause of the sensory observations is the agency, Ah . The EM
algorithm[98] solves the likelihood function by assuming the existence of some set of
hidden causes, Z. Therefore, the output of the EM algorithm is the estimated set of hid-
den causes, Z, for each observation and the set of unknown causes θ for the entire set of
observations, XB .
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The EM algorithm starts with an estimation of the initial conditions for the parame-
ters θ. Then at each time step, the agent observes Bi and performs the EM algorithm un-
til convergence of the log-likelihood function, `(θ). Each iteration of the EM algorithm
[98] first estimates the expected value for the latent variables, Z, given the observed data,
XB , and the current estimate of the model parameters, θ (E-step). Second, the algorithm
maximizes the likelihood of the model parameters, θ, assuming that the latent variables,
Z, are known (M-step). When `(θ) converges, the agent can update its agency parameter,
B̂. See [98] for convergence properties and derivation of the EM algorithm.

There is a fundamental difference between the EM algorithm and the OLS algorithm
from Chapter 4. In OLS, the agent observes data with which it estimates agency ma-
trix, B̂. I extended the OLS algorithm to then determine whether the agent can use b̂ j

to control a mass or not. In contrast, the EM algorithm because this inherently clusters
data according to the hidden cause (agency or no-agency) and then finds the parameters
of each cluster. Clustering analysis is the grouping of the unlabeled observations such
that the observations within a group are more similar to each other than those in an-
other group. In the point mass mRHI, the agent wants to cluster the observations based
on whether it has a SoA over these observations. With the parameters that describe the
observations over which the agent has a SoA (i.e. the agency cluster), the agent can es-
timate B̂. Another difference to OLS is that EM performs soft clustering, which allows
each observation to belong to several clusters with a fractional degree.

Next, I elaborate on the mathematical formulation of the log-likelihood function, fol-
lowed by the E- and then the M-steps.

5.1.3. THE GAUSSIAN MIXTURE MODEL
The log-likelihood defines the formula that maximizes the likelihood of observing all XB

given model parameters θ, or P (XB |θ) (eq. 5.3). A Gaussian Mixture Model finds an op-
timal way to group Gaussian distributed observations into K (k = {0, . . . ,K −1}) clusters
according to the parameters, θ.

Assume the agent observes bp,0, . . . ,bN−1,n−1 and that each bi j results from one of
the K mixture components. Each observation bi j has a label Zi j ∈ {0, . . . ,K −1} that in-
dicates the hidden cause of bi j . In a static environment, there are two possible hidden
causes meaning two clusters (K = 2). The latent variable Zi j is either 0 or 1 depending
on whether bi j is a result of the agent’s input force, Fint, or an external force (agency or
no-agency). The agent has to uncover the latent variable Zi j as the agent does not know
which mass it controls.

For optimal grouping, the agent wants to maximize the probability of observing all
data points, bi j . To find this marginal probability, P

(
bi j

)
, I apply the law of total proba-

bility,

P
(
bi j

)= K−1∑
k=0

P
(
Zi j = k

)
P

(
bi j | Zi j = k

)
, (5.4)

where P
(
Zi j = k

)
is the prior probability that bi j belongs to the kth cluster and P

(
bi j | Zi j = k

)
represents the distribution of bi j assuming it comes from cluster k.

The two terms that make up the marginal probability are known. First, the probabil-
ity P

(
Zi j = k

)
describes the fraction of data that belongs to each cluster k and is termed
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the mixture proportion, πk = P
(
Zi j = k

)
. The mixture proportions are non-negative and

sum to one
∑K

k=1πk = 1. Second, assuming that a data point belongs to cluster k means
P

(
bi j | Zi j = k

)
can be formulated as a Gaussian probability density function, or

f (bi j |µk ,σk ) = 1

σk
p

2π
e−(bi j −µk )2/2σ2

k . (5.5)

Therefore, the marginal probability of bi j can be reformulated with

P
(
bi j

)= K−1∑
k=0

πk f
(
bi j |µk ,σ2

k

)
. (5.6)

Eq. 5.6 defines a Gaussian Mixture Model and shows the model’s dependence on the
generally unknown parameters θ = {

µ0, . . . ,µK−1,σ2
0, . . . ,σ2

K−1,π0, . . . ,πK−1
}
. To find the

optimal values of the unknown parameters, θ, an objective function maximizes the like-
lihood value (or, the joint probability) of observing all data bi j and is defined by

P (XB |θ) =
N−1∏
i=p

n−1∏
j=0

P
(
bi j

)= N−1∏
i=p

n−1∏
j=0

K−1∑
k=0

πk f
(
bi j |µk ,σ2

k

)
. (5.7)

This equation simplifies to a sum by taking the log-likelihood such that,

`(θ) = lnP (XB |θ) =
N−1∑
i=p

n−1∑
j=0

ln
K−1∑
k=0

πk f
(
bi j |µk ,σ2

k

)
. (5.8)

This log-likelihood function is the same function as at the start of the section (eq. 5.3),
but extended for the Gaussian Mixture Model. Finding the optimal parameters θ is com-
putationally intractable because of the latent variables. This is where the EM algorithm
is necessary.

5.1.4. E-STEP
The E-step calculates the distributions of each hidden cause, Zi j , given the observed
data, XB , and the current estimate of the parameters, θ, with Bayes’ theorem (previously
formulated in eq. 2.1). The posterior probability is calculated with,

P
(
Zi j = k | bi j

)= P
(
bi j | Zi j = k

)
P

(
Zi j = k

)
P

(
bi j

) . (5.9)

From earlier derivations, the terms in this equation are known (see eq. 5.4-5.6). The
posterior probability is also termed the responsibility, r i (Zi j = k), because it describes
how responsible a hidden cause is for an observation. Different to the typical EM where
there is only one set of observations, the agent in the point mass mRHI collects data
from n = 6 different sources (the number states of the state-space system). The agent
knows that eventually it will gain agency over one of the n = 6 observations, by estimat-
ing the unknown parameters of the agency cluster, θ. Therefore, the probability that an
observation is a result of a hidden cause varies per observation source, j = 0, . . . ,n − 1.
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The responsibility at time step i , r i (Zi j = k), or for brevity r i k , is of size 1×n, and is
calculated with,

P
(
Zi j = k | Bi

)= r i (Zi j = k) = πk f
(
Bi |µk ,σ2

k

)∑K−1
k=0 πk f

(
Bi |µk ,σ2

k

) (5.10)

5.1.5. M-STEP

The maximization step updates the estimations of the means, µk , variances, σ2
k , and

mixture proportions,πk . For the equations of these parameters, I differentiate `(θ) with
respect to each parameters and equate it to 0. After differentiation, this parameters are

µk =
∑N−1

i=p (r i k ·Bi )

Nk
, (5.11)

σ2
k =

∑N−1
i=p r i k

(
Bi −µk

)2

Nk
, (5.12)

πk =
∑N−1

i=p r i k

N
. (5.13)

where Nk can be described as the number of observations assigned to cluster k, and
calculated with,

Nk =
N−1∑
i=p

n∑
j=1

ri j (Zi j = k).

The mean, µk , and variance, σ2
k , of each cluster k, are calculated over all n sets of ob-

servations of the partial data set xB . However, the mixture proportion, πk , is calculated
separately for each j . Therefore, µk and σ2

k are scalars, whereas the mixture proportion
is a vector,πk ∈ M 1×n(R). Also, the mixture proportion, or the prior, finds the mean of all
passed r i k . Thus, the new prior is the mean of the past posterior probabilities causing
the integration of inferences from past time steps with current inferences.

5.1.6. DEFINING AGENCY AND SOA
With this theoretical understanding of EM, I will link EM to agency and SoA. Connecting
the variables to the point mass mRHI is a starting point for motivating why the EM is an
appropriate algorithm for the point mass mRHI (in Sec. 5.2).

The unknown parameters of the agency cluster, θ0 = {µ0,σ2
0,π0}, describe the agent’s

estimation of agency. The mean µ0 describes the weighted mean value of the observa-
tions belonging to a cluster. The mixture proportion, π0, describes which j th element
of the observed bi j the mean describes. Therefore, the mixture proportion is the agent’s
belief that each j set of observations is a result of Fint. By multiplying these values the
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agent calculates the agency matrix B̂,2

B̂ =µ0 ·π0. (5.14)

Through Bayes theorem, I link SoA to the variables of the EM algorithm. Recall, the
SoA is defined by the posterior probability that the agent has agency over hand h (see
Sec. 2.3.2), or

P (Ah |s, p , v h) = P (s, p , v h |Ah)P (Ah)

P (s, p , v h)
, (5.15)

where the hidden cause of the sensory evidence, Ah , is agency over each hand and the
sensory observation is collected from three sources: visual v h , proprioceptive p , and
sensorimotor s. This aligns with Bayes theorem in the E-step (eq. 5.9) where the hidden
cause of the sensory evidence, (Zi j = k), also describes agency and the sensory observa-
tions are bi j . Thus, SoA is described by the responsibility for the hidden cause of agency,
r i (Zi j = 0).

Table 5.1 lists the variables of the EM algorithm that describe the observations that
result from the agent’s force input, Fint. In the right column of the table, I connect the
variables of the EM algorithm to agency and SoA based on the comparison between the
two equations for Bayesian inference (eq. 5.9 and eq. 5.15).

Table 5.1. This table connects agency and SoA to the variables of the EM algorithm. These variables describe
the (cluster of) observations that result from the agent’s input force, Fint. The table provides a description of the
meaning of each variable. In the right column the table links each variable to agency through the comparison
between two Bayes equation for SoA in eq. 5.15 and for the responsibility in eq. 5.10.

EM variables Variable name General description Connection to agency

Zi j = 0 Latent variable Hidden cause for cluster k = 0 Hidden cause is agency

µ0 Mean Mean of observations for Zi j = 0 Magnitude of agency

σ0 Variance Inverse of precision of
observations for Zi j = 0

Precision of agency

π0 Mixture proportion Prior probability of observing Bi
given the latent variable Zi j = 0

Prior probability of
agency

f (bi j |µ0,σ2
0) Gaussian function Likelihood of observing Bi given

Zi j = 0
Likelihood of agency

r i (Zi j = 0) Responsibility Posterior probability that each
observation Bi is a result of
Zi j = 0

Sense of agency

2Note that if the agent is not yet certain about the observations that it has agency over, then this automatically
results in an incorrect agency matrix because the agent is still converging to the correct value of the mixture
proportion of the agency matrix, π0. The agency matrix, B̂, can be incorrect even if the mean of the cluster
being correct. In Sec. 5.3, the advantage of formulating the equation in this way is that it motivates the agent
to converge to the correct mixture proportion to minimize the prediction error, εẋ i j

.
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5.1.7. SUMMARY: EM ALGORITHM
I summarize the complete EM algorithm for an agent in a static environment in Algo-
rithm 1 using the equations described in this section. This pseudocode runs the E and
M-step until the log-likelihood converges to find the optimal parameters, θ, of the clus-
ters and the hidden cause of the observations, Zi j . At the end of each time step, the agent
calculates the agency matrix B̂ with the parameters from the agency cluster k = 0.

Algorithm 1 The one dimensional Expectation-Maximization (EM) algorithm.
Input: Bi
Initialize: θ(0) = {

µ0,µ1,σ2
0,σ2

1,π0,π1
}

and `0(θ)
for i = 0 to N −1 do

Observe Bi
while ∆`(θ) >> 0 do

`1(θ) = `0(θ)
r i k ← P (Zi j = k | Bi ), where SoA ← r i 0 . E-step (eq. 5.10)
µk ←µk (r i k ,Bi ) . M-step (eq. 5.11-5.13)
σ2

k ←σ2
k (r i k ,Bi ,µk )

πk ←πk (r i k ), where P (Ah ) ←π0
`0(θ) . Log-likelihood (eq. 5.3)
∆`(θ) = |`0(θ)−`1(θ)|

end while
B̂ =µ0 ·π0 . Agency matrix (eq. 5.14)

end for
Output: θ = {

µ0,µ1,σ2
0,σ2

1,π0,π1
}

and B̂
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5.2. THE EM ALGORITHM MOTIVATION

T HE main motivation for choosing the EM algorithm as system identification method
for the point mass mRHI is that, like humans, the agent’s SoA is described by a con-

tinuous posterior probability, the responsibility of the agency cluster r i 0. There are other
advantages of the EM algorithm: its computational advantages and its similarity to hu-
man cognition.

5.2.1. COMPUTATIONAL ADVANTAGES OF EM
The EM algorithm has several computational advantages that make it a popular tech-
nique for determining the parameters of a mixture when the number of clusters is given
a priori. First, the EM algorithm is an efficient way of solving for parameters of a Gaus-
sian Mixture Model when there is hidden data [99]. Since the agent’s observation data,
XB , can be approximated by Gaussian distributions, the EM algorithm is an appropriate
algorithm to describe agency and SoA. Also, the EM algorithm is guaranteed to converge
as a result of the log-likelihood optimization [98]. However, it is important to note that
convergence to a globally optimal solution is not guaranteed. Third, in contrast to OLS,
the EM algorithm models noise because the parameters describe the data with proba-
bility distributions. Modeling noise is advantageous for an agent to determine the relia-
bility of the observed data. A fourth computational advantage is that the EM algorithm
is partially Bayesian. This means that EM uses the posterior probability from the previ-
ous iteration as a prior in the next iteration to make more informed decisions. The EM
algorithm is not fully Bayesian because only the estimation of the hidden variable, Zi j is
Bayesian, while the estimations of the unknown parameters, θ, are point estimates.

5.2.2. SIMILARITY BETWEEN COGNITION AND THE EM ALGORITHM
The simplest point mass mRHI using OLS lacks enough similarity to the underlying com-
putational principles of SoA (see discussion in Sec. 4.4) to generalize the simulation to
the human mRHI experiment. The goal of changing the parameter estimator to EM is to
increase the similarity between the point mass and human mRHI while maintaining the
simplicity of the point mass simulation. Therefore, I will discuss the similarities between
the EM algorithm and human cognition.

An advantage for the similarity between EM and human cognition is the use of Bayesian
inference (E-step). Besides that the variables of EM can now be framed in terms of
agency and SoA (see Table 5.1), there are three more specific advantages for using Bayes
theorem (eq. 5.10) in the point mass mRHI. First, the SoA calculated with the responsibil-
ity term, ri (Zi j = 0), is continuous because the assignment of data to the agency cluster is
continuous. This is different from the OLS algorithm, where the agency assignment is bi-
nary. In the human mRHI, SoA over the rubber-hand is measured on a continuous scale
[31][32]. Second, Bayes theorem incorporates information from the previous time step
to update the responsibility term in the current time step. The agency prior, i.e. mixture
proportionπ0, updates with each time step meaning the agent’s prior knowledge adjusts
while gathering more data. Therefore, the responsibility ri (Zi j = 0), or the agent’s SoA,
should improve with time. The prior also increases similarity to human SoA because it
includes the predictive aspect of SoA (in addition to the postdictive process, see Sec. 2.2).
Third, the variance of Zi j = 0, σ2

0, specifies the precision of the agency sensory evidence,
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which is one of the computational principles that influence the magnitude of the SoA.
Higher precision (lower variance) correlates to a stronger SoA.

Another advantage of the EM algorithm as a model for SoA is that it is analogous
to inference and learning in humans. The expectation step corresponds to inference,
while the maximization step corresponds to learning [59]. Therefore, in the point mass
mRHI, the E-step corresponds to the inference of SoA and the M-step is learning agency.
According to Friston, it is remarkable that both inference and learning are driven by the
minimization of one principle: the log-likelihood [59].3 Comparing human performance
in perceptual and motor tasks to ideal observers, such as maximum-likelihood, suggests
that this might be suitable frameworks for understanding aspects of human cognition
[47][100].

A final advantage is that EM is related to Friston’s promising brain theory Active Infer-
ence because it is an extension of one of the theories within Active Inference, Dynamic
Expectation Maximization (DEM). As the naming suggests, DEM [101] is an extension
of EM [98] that applies to dynamic systems. Due to the complexity and minimal imple-
mentations of DEM in artificial agents, I limit this research to the implementation with
EM. Nonetheless, EM is a forerunner of DEM meaning it incorporates some parts of this
novel system identification method.

3In Active Inference, this is the minimization of surprise about sensory inputs (i.e. deviations from predic-
tions).
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5.3. EXPERIMENT 1A: EM IN A STATIC ENVIRONMENT

I NITIALLY, I test the EM algorithm (from Algorithm 1) in the static environment de-
fined by experiment 1A as the first step towards formulating an EM algorithm for the

dynamic point mass mRHI simulations. This section first describes the implementation
in Python and then discusses the results of this algorithm.

5.3.1. METHOD: EM ALGORITHM FOR THE POINT MASS MRHI IN PYTHON
While detailing the steps in Python 3, I will explain how I apply the general equations
from the EM algorithm to the point mass mRHI4. The implementation of the EM algo-
rithm in Python is important because it defines the initial conditions and explains how to
enforce the non-zero prior in the M-step. These are specific for the static environment.

INITIALIZATION

To simplify some calculations and allow plotting, first, I import the following libraries.

Listing 5.1: Import libraries necessary.

1 import numpy as np
2 from scipy import stats

Next, the all N observations Bi , stored in a .txt file are imported to the script. In
reality, the observations Bi should be calculated at each time step during the algorithm
but for simplicity, I do this beforehand.

INITIAL CONDITIONS

The EM algorithm starts with initial guesses for the unknown parameters θ. Eventually,
the estimated parameters, θ, will approximate the partial data, XB , as accurately as possi-
ble. The agent’s estimation should look something like Figure 5.2. The initial conditions
are the first step towards finding these probability distributions and the first moment
that the agent’s prior knowledge is enforced. For clarity, I separate the initial conditions
into four categories.

The number of clusters. Since EM requires setting the number of hidden causes (or,
clusters) a priori, the agent must guess this number. For this initial EM algorithm, the
agent estimates two hidden causes: agency and no-agency. Therefore, two clusters are
necessary to describe the data, K = 2.

The properties of the agency cluster. The agent knows that when the hidden cause of
observations is its force Fint, i.e. Zi j = 0, then the mean of those observations must be
some positive number, orµ0 > 0. If the mean isµ0 = 0, then the agent has no control over
these observations. Since the agent’s prior specifies that it has agency over one of the
three masses, the agent knows that its SoA should be strong for the agency observations.
Therefore, the agent assumes the variance is some small number, σ2

0 ≤ 10−3. For the
initial implementation of the EM algorithm, the agent sets µ0 = 0.1 and σ2

0 = 10−3.5

4The source code for the EM algorithm in a static environment is available on GitHub https://github.com/
mtan1503/point-mass-mrhi/blob/main/em-algorithm/agent_em-static.py

5Since the EM algorithm is known to be strongly influenced by the initial conditions, I test different initial
values for the variance. I find that between a range of variances including 10−3, the results are comparable.

https://github.com/mtan1503/point-mass-mrhi/blob/main/em-algorithm/agent_em-static.py
https://github.com/mtan1503/point-mass-mrhi/blob/main/em-algorithm/agent_em-static.py
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Figure 5.2. This figure illustrates the probability distributions of the two clusters that the agent uses to describe
all observed data points bi j . This agent believes the bi j that belong to the no-agency cluster, Zi j = 1, are

normally distributed around a mean µ1 = 0 with some small variance σ2
1 ≤ 10−3, while the bi j values that

belong to the agency cluster, Zi j = 0, are some positive value with a mean, µ0 > 0 and variance, σ2
0 ≤ 10−3.

The properties of the no-agency cluster. The agent does not know what type of envi-
ronment it will encounter before the simulation starts. Therefore, the agent only knows
that µ1 ' 0 and σ2

1 ≥ σ2
0. The agent expects a higher variance in the no-agency cluster

because the agent’s agency is described by a constant value. What the agent does know
is that if it finds “the agency combination" of properties, i.e. µk > 0 and σk ≤ 10−3, then
this cluster of observed data is a result of the hidden cause agency (Zi j = 0). Therefore,
the initial conditions of the no-agency cluster are guessed for the agent. For the purpose
of this initial implementation of the EM algorithm, the mean and variance are guessed
at µ1 = 0 and σ2

1 = 10−3.

The mixture proportions of the clusters. The agent knows that it has agency over only
one out of the n observations of matrix Bi because the prior specifies that the agent will
gain agency by finding one of n parameters of B as non-zero. Therefore, the mixture
proportions, i.e. prior, of the agency (Zi j = 0) and no-agency (Zi j = 1) hidden causes,
are defined by,

π0 = 1

n
= 1

6
,

π1 = n −1

n
= 5

6
.

For the initial condition, the mixture proportion across all n sets of observations is,

π=
(

1/6
1/6

1/6
1/6

1/6
1/6

5/6
5/6

5/6
5/6

5/6
5/6

)
.

Listing 5.2 shows the definition of these initial conditions in Python.

See Appendix E.
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Listing 5.2: Initial conditions of the EM algorithm.

1 n_n = 6 # number of states
2 n_k = 2 # number of clusters
3 mu = np. zeros ((n_k ,1))
4 mu [0] = 0.1 # mean of agent
5 mu [1] = 0 # mean of environment
6

7 sigma = np. zeros ((n_k ,1))
8 sigma [0] = np.sqrt (10**( -3)) # standard deviation of agent
9 sigma [1] = np.sqrt (10**( -3)) # standard deviation of environment

10

11 pi = np. zeros ((n_k ,n_n))
12 pi [0 ,:] = 1/ n_n # prior of agent
13 pi [1 ,:] = (n_n -1)/n_n # prior of environment

Initially, the agent does not know which column of XB belongs to the agency cluster;
therefore, each column has an equal probability of belonging to the agency cluster, π0.
As time progresses, the mixture proportions per j observation should converge to 1 for
either π0 or π1 because each column of XB belongs either to the agency or no-agency
cluster. The estimation of the mixture proportions should converge to the true mixture
proportion,

π* =
(
0 1 0 0 0 0
1 0 1 1 1 1

)
. (5.16)

THE EM ALGORITHM

The overall EM algorithm is implemented in Python in Listing 5.3. The agent performs
the parameter optimization in two loops. The first larger loop (line 11-40) is the time
step, i , where the agent is at in the simulation. At each time step, the agent executes the
EM algorithm to cluster the incoming sensory data (Bi ). The second loop (line 21-38)
is within the first loop and specifies the number of iterations of the EM algorithm. The
number depends on whether the log-likelihood, `(θ), converges before the maximum
number of iterations is met. Since the agent performs EM at each time step, the number
of maximum iterations is set to a low number to reduce calculation time. In this case,
this maximum is set to 5, but the algorithm generally converges after 1 or 2 iterations.

Listing 5.3: Iteration loop of EM algorithm.

1 # initialize matrices for storing data
2 r_i = np. zeros ((N,n_n ,n_k , trials )) # responsibility
3 B_hat = np. zeros ( shape =B_i. shape ) # estimation of B matrix
4

5 # convergence criteria
6 max_iter = 5 # maximum number of iteration steps allowed
7 tol = 0.001 # difference in the log - likelihood
8 steps_window = delta_N
9

10 # for every time step
11 for i in t_steps :
12 # set window boundary
13 d_Nt = steps_window
14 if i-d_Nt <0:
15 d_Nt = i
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16

17 # log - likelihood with the current parameters
18 ll_new = log_likelihood (pi , mu , sigma , X_B[i- delta_N :i+1 ,:])
19

20 # run EM until convergence criteria are met
21 for it in range ( max_iter ):
22 ll_old = ll_new
23

24 # E-step
25 r_i[i ,: ,:] = e_step (pi , mu , sigma , X_B[i ,:])
26 # M-step
27 mu , sigma_temp , pi = m_step (r_i[i-d_Nt:i+1 ,: ,:] , X_B[i-d_Nt:i

+1 ,:])
28

29 # only calculate the std after some time steps passed
30 if i >10:
31 sigma = sigma_temp
32

33 # check exit condition
34 ll_new = log_likelihood (pi , mu , sigma , X_B[i- delta_N :i+1 ,:])
35 diff_ll = abs(ll_old - ll_new )
36 if (diff_ll <tol) or np. isnan ( diff_ll )== True:
37 break
38

39 # estimate B_hat using agency mu and pi
40 B_hat [i ,:] = pi [0 ,:]* mu [0]

One adjustment I make to the EM algorithm is adding line 30 and 31 to the algorithm.
In the first few time steps, the agent has a limited amount of data. Therefore, initially, the
agent’s estimation of the standard deviation of each cluster,σk , is too small and does not
reflect the noise in the data. The overly precise σk will limit the agent from adjusting the
mean of each cluster, µk , to a correct value. Thus, I set all σk to the initial values for the
first 10 time steps.

After the EM algorithm at the end of each time step, the agent estimates its agency
matrix, B̂ (line 41).

E-STEP

The expectation step (in line 29 of Listing 5.3) finds the responsibility term for each clus-
ter, ri (Zi = k) (see eq. 5.10). Listing 5.4 details the function for the E-step. In Python, the
likelihood or Gaussian function f

(
Bi |µk ,σ2

k

)
is calculated with the stats.norm function

from the scipy library. The prior,πk , is known from the M-step. To calculate the marginal
likelihood, P (Bi ), which is the denominator of the responsibility equation I apply the law
of total probability (eq. 5.4). The responsibility is then calculated per cluster k.

Listing 5.4: Expectation (E) step of the EM algorithm.

1 def e_step (pi_k , mu_k , sigma_k , B_i):
2 """ The expectation step: compute the probability each data point is

a result of cluster k, P(k|xi)"""
3 # find the likelihood , P(B_i|k)
4 f_k = stats .norm(loc=mu_k , scale = sigma_k ).pdf(B_i)
5 # find the marginal likelihood , P(x_i)
6 r_evidence = np.sum(pi_k * f_k , axis =0)
7 # find the posterior P(k|B_i) or responsibility
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8 r_ik = [pi_k[k ,:] * f_k[k ,:] / r_evidence for k in range (len(mu_k))
]

9 r_ik = np. array (r_ik).T
10 return r_ik

M-STEP

In the maximization step (line 31 of Listing 5.3), the agent updates the estimations of the
means, µk , variances, σ2

k , and mixture proportionπk . Listing 5.5 details these functions
in Python.

Enforcing the agent’s prior. To enforce the agent’s prior knowledge that it has agency
over exactly one of the n observations, I adjust the calculation of the mixture proportion
from the general EM formula. The denominator of mixture proportion πk is equal to
the number of data points in r i (Zi = k), which is typically equal to the number of time
steps passed (see eq. 5.13). However, in the point mass mRHI, the number of time steps
passed, N , is equal to only 1/n of the total number of observable data points from XB .
Since the agent knows that it can gain agency over one mass, the agent knows that it
can control exactly 1/n of the data points in XB . Therefore, to determine the mixture
proportions of the agency cluster, π0, the denominator is set equal to the length of one
column (i.e. the number of time steps passed within the time window). The mixture
proportions must obey the criteria

∑K−1
k=0 πk = 1, meaning the mixture proportion of the

environment isπ1 = 1−π0.

Listing 5.5: Maximization (M) step of the EM algorithm.

1 def m_step (r_ik , x):
2 """ The maximization step: update parameter values """
3 # sum of r_ik ( posterior ) over i, resulting shape Nk [Kx1]
4 Nk = np.sum(np.sum(r_ik ,axis =1) ,axis =0)
5 # update mean
6 mu_k = [np.sum(r_ik [:,:,k]*x)/Nk[k] for k in range (r_ik. shape [2])]
7 mu_k = np. array ([ mu_k ]).T
8 # update std
9 var_k = [np.sum(r_ik [:,:,k]*(x-mu_k[k ,:]) **2)/Nk[k] for k in range (

r_ik. shape [2])]
10 sigma_k = np. array ([ np.sqrt( var_k )]).T
11 # update mixture proportions of the clusters ( should actually be

mean but this allows us to enforce prior )
12 pi_k = np.sum(r_ik ,axis =0).T
13 # enforce prior on agent
14 pi_k [0 ,:] = pi_k [0 ,:]/ Nk [0]
15 pi_k [1 ,:] = 1-pi_k [0 ,:]
16 return mu_k , sigma_k , pi_k

5.3.2. RESULTS AND DISCUSSION
For experiment 1A (see Sec. 3.3), the EM algorithm successfully attributes the observed
Bi to the agency (Zi j = 0) and no-agency (Zi j = 1) hidden causes at each time-step. The
agent has SoA over mass m1 100% of the time. Figure 5.3a plots the probability distribu-
tions of each cluster before and after the EM algorithm, which shows that the agent can
move the initial incorrect estimation of the agency mean, µ0, to the correct location of
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the data point which is generated by the agent’s input force. Next, Figure 5.3b shows that
the agent can continuously assign the probability that bi j belongs to the agent cluster.
The responsibility term, ri (Zi j = 0), the agent’s SoA, shows that throughout the simula-
tion the agent has SoA over mass m1 because ri (Zi j = 0) is greater than 0 only for the 2nd
set of observations ( j = 2) of matrix Bi .

(a) The histogram plots the value bi j values
against their frequency. The four probability dis-
tributions of the agent, f (bi j | µ0 ,σ2

0), and the en-

vironment, f (bi j | µ1 ,σ2
1), plot the EM estimated

probability distribution before and after all time
steps.

(b) The graphs plots the agent’s SoA over time. SoA is described by the
responsibility term, ri (Zi j = 0). This describes probability that the data
point, bi j , is a result of the hidden cause of agency (Zi j = 0) over time for
each state j .

Figure 5.3. This figure shows that the Expectation-Maximization (EM) algorithm correctly clusters the data
into agency and no-agency clusters for the static environment defined by experiment 1A.

Comparing the agent’s estimation of the agency matrix B̂ from the EM algorithm to
the OLS algorithm, shows similar accuracy (1.42× 10−6 vs. 8.56× 10−6) and precision
(5.88× 10−8 vs. 1.49× 10−7). Also, the estimation of the agency parameter that exerts
control of mass m1, i.e. b̂i 2, is similar between EM and OLS (error is 1.41 × 10−6 vs.
3.32×10−6). This initial implementation of the EM algorithm shows that the agent gains
a correct SoA over the observations from mass m1 by separating the observed Bi into
agency and no-agency clusters. Moreover, this section furnishes a greater understand-
ing of the EM algorithm before Sec. 5.4 extends it to the more complex dynamic environ-
ments.
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5.4. EM IN A DYNAMIC ENVIRONMENT

I N this section, I extend the EM algorithm from the static to the dynamic environment.
The goal is to show that using a prior in an EM algorithm to determine the agency

parameter results in improved SoA under normal environments (experiment 1), and is
susceptible to illusory SoA in ambiguous environments (experiment 2).

5.4.1. EXTRA HIDDEN CAUSES
In a dynamic environment, there are more hidden causes, Zi j , influencing the observed
data because of the external forces acting on both masses m2 and m3. This requires
two changes to the EM algorithm. The first change is that the extra hidden causes of
the sensory evidence influences the number of clusters, K . In the static environment
EM algorithm, the hidden causes of the data are either the agent’s input force, Fint, or
no force input. However, in dynamic environments, the states of mass m2 and m3 are
affected by external forces Fext1 and Fext2, respectively. The agent has to recognize which
observations are a result of its input force amidst the four possible hidden causes.

The second change is that the agent needs an extra set of observations to determine
the hidden causes of the observed data. In the static environment, the agent only uses
the observed bi j to cluster the data (see Figure 5.3a) because all other observations are
bi j ≈ 0. However, with the extra external forces in the dynamic environment, these ob-
servations will be larger than 0 (bi j > 0), meaning the observed bi j of mass m2 or m3

might overlap with the observations of mass m1. The extra set of observations that the
agent uses to gain a SoA is the prediction error of the motion states ẋ . Again, the predic-
tion error, εẋi j , describes the difference between the predicted ˙̂xi j (from the estimated

agency matrix B̂) and the observed ẋi j . The prediction error was successful for correctly
estimating B̂ with OLS in unambiguous environments (see Sec. 4.3) and is one of the un-
derlying principles of SoA (see Sec. 2.2.2). This means that the EM algorithm has to be
extended to its two-dimensional form.

CHANGING THE MATRIX SIZES

As a result of the increase to two-dimensional observations and K = 4 hidden causes, I
have to adjust the sizes of the matrices.

The second set of observations for the n ( j = 0, ...,n−1) states and N −p (i = p, ..., N −
1) past time steps is described by,

Xε =


εẋp,0 εẋp,1 · · · εẋp,n−1

εẋp+1,0 εẋp+1,1 · · · εẋp+1,n−1

...
...

. . .
...

εẋN−1,0 εẋN−1,1 · · · εẋN−1,n−1

=
(
εẋi j

)
∈R(N−p)×n (5.17)

where,

p =
{

0 if (N −1) ≤ δN

(N −1)−δN if (N −1) > δN

The overall matrix, X, stores all observations by stacking XB (see eq. 5.2) and Xε (see
eq. 5.17) and is visualized in Figure 5.4.
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(0,p,0) (0,p,1) · · · (0,p,n −1)

(0,p +1,0) (0,p +1,1) · · · (0,p +1,n −1)
...

... . . .
...

(0,N −1,0) (0,N −1,1) · · · (0,N −1,n −1)

(1,p,0) (1,p,1) · · · (1,p,n −1)

(1,p +1,0) (1,p +1,1) · · · (1,p +1,n −1)
...

... . . .
...

(1,N −1,0) (1,N −1,1) · · · (1,N −1,n −1)
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states or unknown parameters
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Figure 5.4. This figure shows the matrix size of the observed data, X, that the agent uses to gain SoA over one
of the three masses in the point mass mRHI. XB is dimension 0 and Xε is dimension 1.

The extra dimension for the observations means the dimensions of the unknown
parameters θ also increase. The unknown parameters at each time step i ,

θ(i ) = {
µ,Σ,π

}
,

which consists of the matrices for the means, µ, covariances, Σ, and mixture propor-
tions,π. The parameters are described by,

µ=
(
µ0,0 µ0,1 · · · µ0,K−1

µ1,0 µ1,1 · · · µ1,K−1

)
Σ= (

Σ0 Σ1 · · · ΣK−1
)

π=


π0,0 π0,1 · · · π0,n−1

π1,0 π1,1 · · · π1,n−1
...

...
. . .

...
πK−1,0 πK−1,1 · · · πK−1,n−1

 .

The mean matrixµ, describes the mean for the two dimensions (i.e. bi j and εẋi j ) per
cluster, k. Second, the covariance matrix, Σ, is a collection of covariance matrices for
each cluster k. The covariance matrix for a cluster, Σk , is a 2×2 matrix that measures the
correlation between the two dimensions of the observations, cov(bi j ,εẋi j ). The covari-
ance matrix is calculated with,

Σk =
(
σ2

xx σ2
x y

σ2
y x σ2

y y

)
,

where the x and y represent the dimensions of the observations, bi j and εẋi j , respec-
tively. The final unknown parameter, the mixture proportion matrix, π, describes the
prior probability that an each j observation belongs to a cluster, k.

CONNECTING THE OBSERVATIONS TO THE HIDDEN CAUSES

To visualize how the EM algorithm will estimate the parameters of the clusters, θ(i ), to
best describe the observations, X, Figure 5.5 plots the incrementally observed bi j against

the error of the predicted motion state ˙̂x6 for experiment 1B.

6For explanatory purpose, this figure plots the prediction of the motion states with the OLS estimation of B̂
without priors (see Sec. 4.4).
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Figure 5.5. This plot shows how the agent could identify four hidden causes based on the observations bi j and

the perceived error ˙̂x in experiment 1B if it uses the EM algorithm. The motion states are predicted with an
OLS algorithm without priors (see Sec. 4.2). Each set of dots represents a different, j , observation. The colored
ovals are hypothetical clusters, which I added to illustrate how the agent should cluster the data according to
the four hidden causes, Zi j that affect the observations.

Figure 5.5 shows that the n = 6 sets of observations can be separated according to
the four hidden causes. The ovals are the hypothetical clusters that the agent would es-
timate to separate the observations according to their hidden causes. I will elaborate
on how the hidden causes relate to the observed data points. The first hidden cause,
Zi j = 0, is the agent’s input force, Fint, and affects observations from j = 1. Since the
agent knows this input force, the observed data points have a small distribution and a
low error. The second hidden cause, Zi j = 1, influences observations that are not af-
fected by a force. Therefore, this hidden cause describes all observations bi j which are
bi j ≈ 0. In the static EM algorithm (Sec. 5.3), these observations were described the no-
agency cluster. The third and fourth hidden causes, Zi j = 2 and Zi j = 3, are the external
forces, Fext1 and Fext2. Different from the first two hidden causes, the observations have
a high variance in both dimensions and a high prediction error. The reason is that these
forces are unknown to the agent meaning the agent “observes" bi j so that the agent can
explain the states, x , and motion states, ẋ , with its known input force, Fint (see eq. 5.1).
To compensate for the unknown forces, the agent has to constantly adjust the observed
bi j . These data points generate a repeating pattern because all forces are sinusoidal.

Also, Figure 5.5 shows that even in the presence of more hidden causes, the agent
should recognize which of the hidden causes is the agent’s input force, Fint. We, as read-
ers, know that the agent controls the data observed from j = 1 meaning hidden cause
Zi j = 0 affects the agent’s observations. The agent does not know this but does know that
the observations affected by its force input, Fint, should follow the three computational
principles of SoA. First, the prediction error the observed motion states (i.e. εẋi j ≈ 0) is
low. Second, there is a causal relationship between actions and sensory consequences
(i.e. bi j 6≈ 0). Third, the sensory precision is high because the variance of the observa-
tions of j = 1 is low. Thus, despite the extra hidden causes, the agent should gain SoA
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over the correct set of observations in Figure 5.5.

5.4.2. METHOD: IMPLEMENTATION OF THE EM ALGORITHM
To incorporate the extra dimension and the increased number of hidden causes, I adjust
the Python code detailed in Sec. 5.3.1. The main changes to the code occur before and
after the EM algorithm. However, an important change to the EM algorithm itself is the
calculation of the mixture proportion,π, in the M-step. I change this calculation so that
the Bayesian prior still satisfies the agent’s prior knowledge that its actions only have a
causal effect on one set of observations7.

SETTING THE INITIAL CONDITIONS

Before the execution of the EM algorithm, I must adjust the initial conditions. The
essence of the initial conditions is that the agent knows (i) the agency cluster is the only
that can be described by low variance and positive observations for bi j and (ii) the agent
only has agency over 1 out of n observations per time step. For clarity, I separate the
initial conditions into four categories.

The number of clusters. Since EM requires setting the number of clusters a priori, the
agent must guess the number of hidden causes. The agent does not know the number
of clusters before the simulation starts but does know the number of unknown parame-
ters in the matrix B. In the agency matrix, B, the odd-numbered j elements are always
b j = 0, while the even-numbered j might be a number other than 0. Assuming that the
agent knows that the maximum number of clusters, K , is dependent on the number of
elements n, the agent knows the maximum number of clusters is,

K = n

2
+1 = 4.

The properties of the agency cluster. Like in the static environment, the agent knows
that when observations are influenced by its own agency, i.e. Zi j = 0, then the mean of
those observations for the bi j dimension must be some positive number, or µ0,0 > 0. For
the second dimension, the agent knows that it can only have SoA when its prediction
error εẋi j , is low (≈ 0). Therefore, the initial condition of the mean of the agency cluster
is set to

µ(0)
:,0 =

(
1
0

)
.

The variance of two-dimensional observed data is described in a covariance matrix.
If the agent gains agency over the correct mass, mass m1, then the non-diagonal en-
tries of the matrix must be approximately 0 meaning the observed agency values bi j are
uncorrelated to the prediction errors εẋi j . No correlation may seem unlikely since the

predicted motion states, ˙̂xi j , are calculated with the estimated agency parameter b̂i j .

7The entire code can be found on GitHub at https://github.com/mtan1503/point-mass-mrhi/blob/
main/em-algorithm/agent_em-dyn.py.

https://github.com/mtan1503/point-mass-mrhi/blob/main/em-algorithm/agent_em-dyn.py
https://github.com/mtan1503/point-mass-mrhi/blob/main/em-algorithm/agent_em-dyn.py
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However, if the agent correctly estimates agency parameter b̂i j , then the prediction er-
ror εẋi j is only a result of the noise on the motion state ẋi j . Therefore, the prediction
error εẋi j is uncorrelated to the observations bi j . For the agency cluster, the variance in
bi j and εẋi j is low, and therefore the initial covariance matrix is set to

Σ(0)
0 =

(
10−3 0

0 10−3

)
.

The properties of the no-agency cluster(s). When there are four clusters, then there
is a maximum of three remaining clusters describing the environment. One cluster de-
scribes the characteristics of a static environment (Zi j = 1). The properties of the static
environment are the same as the agent’s cluster, except for that mean of the bi j dimen-
sion should be around 0. Therefore, the mean of the no-agency cluster that describes
static states are set to

µ(0)
:,1 =

(
0
0

)
,

and the covariance matrix is Σ(0)
1 =Σ(0)

0 .
For the two remaining clusters, the agent only knows that it will not gain agency over

these states. As a result, the prediction error, εẋi j , is high and the variance for both di-
mensions is higher than the variance of the agency cluster. I guess the initial mean values
for the no-agency clusters with

µ(0)
:,2:4 =

(
0.5 0.5 0.5
0.5 1.0 1.5

)
.

The variance for both dimensions of these two no-agency clusters are larger than the
variance of the agency cluster. Especially, the variance of the bi , j values is large because
the agent does not know the applied external force. Therefore, I define the covariance
matrices for the initial condition as follows,

Σ(0)
2 =Σ(0)

3 =Σ(0)
4 =

(
10−1 0

0 10−2

)
.

The mixture proportions of the clusters. The initial condition of the mixture propor-
tion of the agency cluster remains the same because the agent knows the probability that
an observation is result of agency is 1 out of n. The probability that the observation per j
is affected by a no-agency clusters is the remaining n−1 out of n. Since the mixture pro-
portions must obey

∑K−1
k=0 πk = 1 and the agent estimates that all no-agency clusters have

an equally likely probability of occurring for each j , the initial condition of the mixture
proportion is,

π(0) =


1/6

1/6
1/6

1/6
1/6

1/6

5/18
5/18

5/18
5/18

5/18
5/18

5/18
5/18

5/18
5/18

5/18
5/18

5/18
5/18

5/18
5/18

5/18
5/18

 .
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M-STEP: ENFORCING THE PRIOR WITH THE MIXTURE PROPORTION.
Aside from the change in matrix sizes, the only change for the dynamic environment
within the E and M steps of the algorithm (w.r.t. Listing 5.3, 5.4, and 5.5 in Sec. 5.3) is the
calculation of the mixture proportion is different in the dynamic environment. Recall,
that in the static environment algorithm I enforce the prior that the agent has agency
over one mass by adjusting the equation of the mixture proportion for the agent, π0.
Instead of dividing the agent’s sum of the responsibilities,

∑N−1
i=p r i 0, by the total number

of observations, the equation for the mixture proportion of the agent is

π0 =
∑N−1

i=p r i 0∑n−1
j=0

∑N−1
i=p ri j (Zi j = 0)

. (5.18)

The responsibility term in the numerator, r i 0, is a vector of the current N −p observa-
tions summed the passed time steps within the time window, δN . The responsibility
term in the denominator, ri j (Zi j = 0), is additionally summed over the number of un-
known parameters n. In a static environment, the mixture proportion of the no agency
cluster is calculated with π1 = 1−π0. However, with more than two clusters, this means
that, 1−π0 =∑K−1

k=0 πk . The numerator of each mixture proportionπk remains the same,

or
∑N−1

i=p r i k . I assume the denominator of all no-agency clusters, x, are equal, therefore
defined by,

1−π0 =
∑K−1

k=0

(∑N−1
i=p r i k

)
x

.

Solving this equation I find that the denominator, x, is,

x =
∑K−1

k=0

∑N−1
i=p r i k

1−π0
.

Replacing the denominator of the general equation for the mixture proportion (see eq. 5.13)
with the denominator defined by x gives the mixture proportion for the remaining (no-
agency) k clusters,

πk =
∑N−1

i=p r i k (1−π0)∑K−1
k=0

∑N−1
i=p r i k

. (5.19)

AFTER THE E- AND M-STEPS

After performing the E and M steps, the agent determines which k cluster it has agency
over, calculates its agency parameter, B̂, and predicts the motion states, ẋ .

The postdictive agency process. The agent uses the computational principles of SoA
and prior knowledge to gain SoA over a cluster. This process can be compared to the
postdictive process modulating SoA in humans [19]. In the initial conditions, I state that
the agency cluster is cluster k = 0. However, since the agent initially guesses the mean of
the agency cluster, µ0, the estimated distribution might be closer to the data points that
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are not a result of the agent’s input force, Fint. Therefore, the agent can adjust which of
the k clusters the agent has a SoA over.

To show how the agent finds its agency cluster, Listing 5.6 implements the process
in Python. The agent’s goal is to find the number of the agency cluster, k_agent. The
prior knowledge states that the agent can only have agency over one of the observed
states (lines 33 and 37). Based on the computational principles of SoA, the agent knows
that for observation bi j , the mean, µ0,:, must be greater than 0 (line 29), while the vari-
ance (line 34-36) and prediction error (line 38-40) must be small. These steps allow the
agent to change its agency cluster to contain the observations that the agent believes are
influenced by its input force, Fint.

Listing 5.6: Python code for the part of the for loop in which the agent determines which cluster the agent has
agency at each time step.

1 # run all time steps
2 for i in t_steps :

...

...

...
25 # postdictive process of finding SoA (w prediction error and

causality )
26 if i >10:
27 i_k = np. arange (0, n_k) # range of all k
28 mask = np.ones(len(i_k), dtype =bool) # boolean mask
29 static = np. where (mu [: ,0] <0.1) [0] # static k
30 mask[ static ] = False # adjust agency k
31 k_agent = i_k[mask] # remove from agency k
32 # while more than one possible agency cluster
33 while sum(mask) >1:
34 max_cov = k_agent [np. argmax (cov[k_agent ,0 ,0])]
35 mask[ max_cov ] = False # remove max. cov. from agency k
36 k_agent = i_k[mask] # adjust agency k
37 if sum(mask)==1: break
38 max_eps = k_agent [np. argmax (mu[k_agent ,1])]
39 mask[ max_eps ] = False # remove max. error from agency k
40 k_agent = i_k[mask] # adjust agency k
41 k_agent = k_agent [0] # choose integer
42 k_env = i_k [~ mask] # no - agency k are opposite of

agency k
43 ...

Predicting the motion states. Another change in the EM algorithm for the dynamic
environment is that the agent has to predict the motion states, ˙̂x , so that it can observe
a prediction error in the next time step. Therefore, like in the static environment, the
agent first predicts B̂ with the mean and variance of the agency cluster. However, as the
agency cluster can change during a trial of the point mass mRHI, the agency cluster is
described by k = a, then when n is the number of states,

B̂ =µ0,a ·πT
a,∗ (5.20)

=µ0,a ·
[
πa,0 πa,1 · · · πa,n−1

]T
(5.21)
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where µ0,a is the estimated mean of the agency cluster in the bi j dimension and πa,∗ is
the agency mixture proportion per state.

With matrix B̂, the agent can predict the states, x̂ , with forward Euler8 and the motion
states, ˙̂x , with agent’s state-space equation (see eq. 4.1 in Sec. 3.1). At the start of the next
time step, the agent uses the predicted ˙̂x , to perceive the prediction error, εẋ .9

SUMMARY: THE ALGORITHM IN A DYNAMIC ENVIRONMENT

To summarize, I make two main adjustments to the EM algorithm: an increase in the
number of clusters to K = 4 and including the prediction error as a second set of observa-
tions. These adjustments then require altering the EM algorithm from the static environ-
ment in Sec. 5.3.1 in the following ways: (1) changing the initial conditions, (2) changing
the equation for the mixture proportions of the no-agency clusters, (3) the postdictive
process of checking which cluster describes SoA, and (4) predicting the motion states to
observe a prediction error.

The flowchart in Figure 5.6 connects SoA, the prior knowledge of the agent, and the
previously described (Python) algorithm. The right column contains the simplified steps
of this (EM) algorithm. The agent starts with the initial conditions. Then at each time
step, the agent observes bi j and senses the prediction error εẋi j . After performing the

EM algorithm to determine the hidden causes, Zi j , and the unknown parameters, θ(i ),
the agent checks whether it has SoA over the correct cluster. Finally, the agent updates
its agency parameter, B̂, to predict the motion states of the future time steps, ˙̂x . The left
column is the “higher-level" description of the prior and the three principles of a SoA.
The underlying computational principles of SoA (see Sec. 2.2.2) specify that SoA occurs
when there is (i) a low prediction error between the agent’s intended actions and sensory
consequences, (ii) a strong prior belief that action causes outcome (i.e. causality), and
(iii) a precise sensory signal. The prior specifies that the agent can only gain agency
over one out of the three mass. The middle column translates the descriptive prior and
principles to a mathematical formulation that I can implement in the algorithm.

5.4.3. RESULTS

In this section, I will present the results that show if the same prior knowledge (i) im-
proves SoA in unambiguous environments and (ii) induces incorrect, illusory SoA in
noisy, ambiguous environments. This requires a comparison to an algorithm without
prior. Since Bayesian inference and clustering are a part of the EM algorithm, I cannot
define an EM algorithm that contains no prior. Therefore, I compare the estimations of
B̂ from the EM algorithm to the estimations from the no prior OLS algorithm. This OLS
algorithm only relies on its sensory data to estimate B̂ (see Figure 4.2 in Sec. 4.2).

The tables presented in the results summarize the results from all 1000 trials of each
experimental condition. Each figure shows one trial of the simulation per experimental
condition. This trial represents a “typical" performance of the EM algorithm with and
without prior.

8See Appendix B for the Forward Euler equations in discrete-time.
9The process of calculating the prediction error is the same as for the OLS algorithm in Sec. 4.2.
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Figure 5.6. The flowchart connects SoA, the agent’s prior, and the EM algorithm for the point mass mRHI. The
left column is the “higher-level" description of the prior and the three principles underlying SoA. The middle
column describes how the prior and these principles are translated to a mathematical formulation. The right
column contains the simplified steps of the (EM) algorithm. See the text for a more elaborate explanation.
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EXPERIMENT 1: IMPROVED SOA IN UNAMBIGUOUS ENVIRONMENTS

For the unambiguous environments (experiment 1), Table 5.2 shows the percentage of
time that the agent has a SoA over each state j of the estimated B̂ out of the 1000 20 s
trials per experimental condition. For EM, the SoA time is calculated by multiplying the
agent’s SoA, r i k , with the length of a time step h. To determine if the prior improves a
SoA, I compare the EM algorithm to the OLS algorithm without prior.

The agent correctly has a SoA over mass m1 by estimating the agency parameter b̂1

as non-zero 100% of the time in the static environment (experiment 1A). These SoA re-
sults are the same with and without the prior. In a static environment, the agent does
not need the prior to identify the mass that it has agency over. Therefore, the results
of the unambiguous environmental conditions will focus on the dynamic environments
(experiment 1B and 1C).

In the first dynamic environment (experiment 1B), the agent’s correct SoA over mass
m1 decreases slightly to 99.9%. Adding noise (in experiment 1C) further decreases this
SoA to 98.1%. Conversely, the agent without the prior has a correct SoA over mass m1

100% of the time for all three experimental conditions. This suggests the prior and the
EM algorithm decreases the accuracy of the agent’s SoA for the dynamic environments.
On the other hand, the agent’s incorrect SoA over the other masses in the environment
is low for the agent with prior (less than 1.99%), whereas the agent without the prior has
SoA over all the masses that have a force applied to them (i.e. b̂1, b̂3, and b̂5). Based on
these results, I would conclude that with EM, the agent’s SoA improves for the masses
that it does not have agency, mass m2 and m3.

Table 5.2. This table shows that for unambiguous environments the agent with a prior generally has a correct
SoA over mass m1. The table shows the percentage of time that the agent has a SoA over each observed state per
experimental condition (exp. nr.) (see Sec. 3.3) of experiment 1. The agent with the prior uses the EM algorithm
(see Figure 5.6) and the agent without the prior uses an OLS algorithm (see Figure 4.1). Each experimental
condition is run for 1000 trials for a duration of 20 s. The time of SoA is calculated with, r i k ·h, where h is the
time step length h and r i k is the SoA.

Exp.
nr.

% of time
that b̂0 > 0

% of time
that b̂1 > 0

% of time
that b̂2 > 0

% of time
that b̂3 > 0

% of time
that b̂4 > 0

% of time
that b̂5 > 0

With prior (EM)

1A 0.00 100 0.00 0.00 0.00 0.00
1B 0.00 99.9 0.00 0.00876 0.00 0.0375
1C 0.00 98.1 0.00 0.374 0.00 1.06

Without prior (OLS)

1A 0.00 100 0.00 0.00 0.00 0.00
1B,1C 0.00 100 0.00 100 0.00 92.8

Figure 5.7 shows the agent’s SoA over time for trial 3 of the dynamic environment
with noise (experiment 1C). The dots indicate the SoA, or responsibility r i k , that the
agent has over each j observation set. Initially the agent has a SoA over the observations
from j = 3, which are observations from mass m2. After the first time steps, the agent
has 100% SoA over the observations influenced by the agent’s force input, Fint (i.e. j = 1)
and 0% SoA over the other masses.



5.4. EM IN A DYNAMIC ENVIRONMENT

5

87

Figure 5.7. This plot shows that the agent has a correct SoA over the observations influenced by the agent’s
input force, Fint, for trial 3 in experiment 1B. SoA is described by the responsibility term, ri (Zi j = 0). This
describes probability that an observation, bi j and εẋi j , is a result of the hidden cause of agency (Zi j = 0) over

time for each j observation.

The results for the percent of time of SoA does not allow me to conclude whether the
SoA improves as a result of the agent’s prior. Overall the prior improves the SoA, but for
mass m1, specifically, the SoA does not improve (Table 5.2). Therefore, to further show
whether the SoA improves as a result of the prior, I compare the agent’s SoA in three
additional ways.

Estimation of the agency matrix, B̂. Besides the percentage of time of agency, four
other performance measures indicate whether the agent’s SoA has improved (see Sec. 3.3.2).10

These performance measures are relevant because though the agent’s accuracy of the es-
timated agency matrix, B̂, and the error in the motion states, εẋ , should be correlated to
the agent’s SoA, this does not have to be the case.

To understand how correct the agent’s estimation of the agency matrix was in the
dynamic environment of experiment 1B, Figure 5.8 plots each unknown j parameter in
matrix B̂. The arrow points to the parameter b̂i 1, which the agent should estimate as
non-zero. The EM estimation (i.e. with prior) of b̂i j in Figure 5.8a correctly chooses the

agency parameter b̂i 1 as non-zero. Without the prior in Figure 5.8b does not estimate
any of the agency parameters as 0. Therefore, the prior improves the agent’s SoA for the
masses which it cannot control (i.e. mass m2 and m3) because the agent no longer has
incorrect SoA over these masses.

Figure 5.8c provides a zoomed-in view of the estimated agency parameter b̂i 1 with
(EM) and without prior (OLS). Both estimations are close to the true value of b1 but the
estimation without prior is closer to the real value of b1. According to the numerical
values OLS estimation is slightly more accurate (see Appendix C.1). However, notice
that the scale of the y-axis of Figure 5.8c is small, which indicates that the difference in
accuracy between the prior and no prior is not significant. For experiment 1B, overall

10See Appendix D.1 for the numerical values of the four performance measures per the experimental condition
of experiment 1.



5

88 5. THE POINT MASS MRHI WITH EXPECTATION-MAXIMIZATION

prior improves the SoA but the prior does not make a difference for the agent’s SoA over
the mass that it controls, i.e. mass m1.

(a) The EM estimated b̂ j over time (with prior). (b) The OLS estimated b̂ j over time (without prior).

(c) EM and OLS estimated b̂2 over time.

Figure 5.8. These plots show that prior on the SoA parameter b̂ j in the point mass mRHI promotes a correct

SoA in experiment 1B. I plot the estimated agency parameter, b̂i j , over time window δN = 200 steps, where the
black dashed lines represent the true b j (see equation 3.14). The parameter b1 should be the only non-zero

estimation element of B̂ because it connects the agent’s input force to the states of mass m1. In Figure a, the
agent estimates b̂ j with EM (as described in Figure 5.6), whereas in the right figure (b) the agent estimates
its agency parameter OLS and without prior knowledge. The bottom figure shows that in experiment 1B the
estimations are relatively similar for EM, b̂i 1, and OLS, b̂1.

In the next experimental condition, I increase the state noise of motion state ẋ1 (ex-
periment 1C). Like Figure 5.8, Figure 5.9 compares the estimation of the agency matrix,
B̂ with and without prior. Again, with the prior in Figure 5.9a the agent correctly esti-
mates the agency parameter b̂i 1 as non-zero and without the prior in Figure 5.9b the
agent estimates multiple agency parameters as non-zero.

Figure 5.9c shows that the increased noise on the states, ω, increases the variance of
both the estimates of the agency parameter b1 with (b̂i 1) and without (b̂1) prior. How-
ever, the EM estimation fluctuates more than the prior-less OLS estimation. Thus, in
experiment 1C, the prior does not improve the estimation of agency parameter b̂i 1.
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(a) EM estimated b̂ j over time (with prior). (b) OLS estimated b̂ j over time (without prior).

(c) EM and OLS estimated b̂2 over time.

Figure 5.9. These plots, like Figure 5.8, show that prior promotes a correct SoA in a dynamic environment with
noise (experiment 1C). The difference between experiment 1B and 1C is the increased noise on the states, ω.
Figure 5.9c zooms in to the OLS and EM estimation of b1 to show that the increase in state noise increases the
variance in the estimation of b1, which decreases the SoA.
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SoA throughout the trial. Though prior does not improve the estimation of the agency
parameter b̂i 1 when compared to the OLS estimation in unambiguous environments,
the prior should improve the agent’s SoA over time as the prior constantly updates. The
agent starts with an incorrect estimation of the unknown parameters, θ(0) which through
the EM iterations moves towards a more correct estimation.

Figure 5.10 plots the two-dimensional Gaussian distributions for each k cluster in the
dynamic environment (experiment 1B) on top of the observations from that time win-
dow, δN . Box 5.1 gives a more detailed explanation of the meaning of the contours and
data points in the plot. Figure 5.10a plots the distributions with the initial conditions,
θ(0), and the data points that the agent will encounter in the first δN time steps of the
simulation. The observed data points from j = 3 and j = 5 are not Gaussian distributed
because the agent does not the input force to mass m2 and m3 (as explained in Sec. 5.4.1).
When comparing Figure 5.10a to 5.10b, the agent correctly clusters the data into agency
and five no-agency clusters. Moreover, the agent has moved the green contours towards
the observations for j = 1 meaning that the parameters of the bivariate distribution try
to describe the unknown parameter that controls mass m1, i.e. b̂1. This means that the
agent’s changes from an incorrect SoA at t = 0s to a correct SoA at t = 20s.

Box 5.1: EM: bivariate probability distributions describing observations

This box explains the figures of the clusters and the observations, such as Fig-
ure 5.10. These figures are a continuation of Figure 5.5. However, instead of plot-
ting a hypothetical distribution on the data points, the agent estimates K proba-
bility distributions that best describe the data points depicted in the figures. The
data points represent the two dimensions of the agent’s observations (i.e. εẋi j

and b̂i j ). The contours represent a bivariate Gaussian probability distribution.
The means, µ, define the center of the probability distribution. The covariance
matrices, Σ define the spacing of the contours. As a result, the closer the con-
tours are to each other, the smaller values of the covariance matrix. A data point
closer to the center of the contours has the highest probability of being a result
of the hidden cause that the cluster tries to describe.
In the figures of this thesis, the green contours describe the agency cluster
whereas the other contours describe the no agency clusters. If the agent can
correctly identify four different hidden causes, then the contours should over-
lay data points that are all a result of the same hidden cause, Zi j . If the agent
correctly identifies the observations from j = 1 as a result of its input force, Fint,
then the green, agency contours should overlay the blue data points ( j = 1).

Figure 5.11 plots the agent’s estimation of the parameters of the clusters for the dy-
namic environment with noise (experiment 1C). A notable difference between the initial
time window of experiment 1B (see Figure 5.10a) and this experiment in Figure 5.11a
is that the data points of j = 1 have a wider variance in the both axes of the plot and
a higher prediction error εẋi j . This is a result of the increase in the uncertainty of the
motion states, ω. Despite the increased error, the agent can separate the agency clus-
ter from the no-agency cluster. For the final time window, Figure 5.11b shows that the
agent’s correct SoA over mass m1 also decreased the prediction error, εẋi 1 . Thus, the
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(a) The initial time window of data and clusters before of the
simulation (T = 0s)

(b) The final time window of data and clusters at the end of the
simulation (T = 20s).

Figure 5.10. This figure shows that for the dynamic environment (experiment 1B) the (EM) agent correctly
clusters the data according to their hidden causes, despite the incorrect initial conditions of the parameters,
θ(0) describe the clusters in Figure a. The lines represent the probability density distributions of the agency
and no-agency clusters. The dots represents the data for the prediction error, εẋ j , and observed bi j for each j .

After the simulation, in Figure b, the agent correctly believes that the hidden cause of the blue points ( j = 1), is
its own force input Fint because the agency probability density distribution (green lines) tries to describe these
data points. Here, the agent correctly identifies that it has agency over mass m1.

agent’s changes from an incorrect SoA at t = 0s to a correct SoA at t = 20s.
Table 5.3 compares the mean estimation of b̂i 1 over the entire simulation to the final

time window of the simulation for both of the dynamic and unambiguous environments
(experiment 1B and 1C). First, I compare the left columns to the right columns for both
the agency accuracy and variance and find that with the EM algorithm, the estimation
of b̂i 1 is more accurate and precise at the end of the simulation than over the entire sim-
ulation. The agent without a prior (with the OLS algorithm) does not significantly adjust
its accuracy or variance of the estimation of parameter b̂1. The relative lower accuracy
of the EM algorithm over the entire simulation is due to the (incorrectly) guessed initial
conditions, θ(0). At the start of the simulation, the agent first has to adjust its parameters,
θ(i ), to find more optimal parameters at the end of the simulation. This suggests that the
prior improves the agent’s SoA over time.

Second, with Table 5.3, I compare the accuracy and variance of the prior to the no
prior algorithm. Over the entire simulation, the agent without prior has lower accuracy
and variance than the agent with prior. This is highlighted by the green cell colors. How-
ever, for both experimental conditions at the end of the simulation, there is no significant
difference between the agent with and without the prior. Thus, at the end of the unam-
biguous experimental conditions, the SoA of the agent with prior and without prior is
approximately equally correct.

Comparing the effect of the prior on SoA to a less informative prior. In the M-step, I
adjusted the EM algorithm to enforce the prior knowledge that the agent can only control
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(a) The initial time window of data and clusters before of the
simulation (T = 0s)

(b) The final time window of data and clusters at the end of the
simulation (T = 20s).

Figure 5.11. This figure is a continuation of Figure 5.10 and shows that in a dynamic environment with noise
(experiment 1C) the agent also correctly has a correct SoA at the end of the simulation Figure b, despite the
incorrect clustering of data in the initial conditions in Figure a. A difference between this figure and Figure 5.10
is the increased uncertainty on the motion states, ω, which increases the error εẋi j and the variance of bi j of

mass m1 (i.e. j = 1 and j = 1). Therefore, the probability distribution of the agency function has a higher mean,
µ, in the prediction error dimension and a larger covariance, Σ, in the bi j dimension than in experiment 1B.

Table 5.3. This table shows that on average for the 1000 trials the EM algorithm (with prior) improves agent’s
estimation of the agency parameter b̂1 with time. The OLS algorithm (no prior) is more accurate throughout
the simulation but the EM algorithm the agent is more accurate in the final time window of the simulation.

Exp.
nr.

Agency accuracy, |µb̂1
−b1 | Agency variance, σ2

b̂1

t = [0s,20s] t = [18s,20s] t = [0s,20s] t = [18s,20s]

1B No prior 3.08×10−6 3.79×10−6 1.50×10−7 1.07×10−7

Prior 5.45×10−4 2.43×10−6 2.16×10−4 1.11×10−6

1C No prior 9.73×10−5 3.23×10−4 1.61×10−5 1.54×10−5

Prior 1.07×10−2 2.31×10−4 3.27×10−3 4.55×10−5
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one mass (see eq. 5.18). To understand the effect of giving the agent this prior knowledge,
I compare the agent’s SoA with this calculation of the mixture proportion (eq. 5.18) to
the SoA of the agent with regular calculation of the mixture proportion, πk , (as defined
by [98], see eq. 5.13). I term the latter calculation of the mixture proportion, the “less
informative prior"

With this less informative prior, πk , the agent’s correct SoA over mass m1 decreases
from 99.9% to 91.9% for experiment 1B. With the introduction of noise in experiment 1C,
a larger decreases in SoA over mass m1 happens, from 98.1% to 68.1% for experiment 1C.
To illustrate, Figure 5.12 plots the agent’s SoA for one trial of the dynamic environment
with noise (experiment 1C) with the regular calculation of the mixture proportion and
the prior knowledge calculation of the mixture proportion. The left plot (Figure 5.12b)
shows that the agent without the prior knowledge needs around 10 s to gain a constant
SoA over the set of observations from j = 1. The agent that knows it must control one
of the masses (Figure 5.12a), only has an incorrect SoA in the first few time steps. Thus,
the agent with the adjusted prior has an improved SoA because generally, the agent has
a complete SoA over the observations from mass m1 from the first time step.

(a) With prior knowledge that the agent can control only one
mass.

(b) Without prior knowledge that the agent can control only
one mass.

Figure 5.12. This figure shows that an agent using the EM algorithm without the prior knowledge that it can
control one mass has a less correct SoA over the observations from j = 1. Probability P (Zi j = k | j = {0, . . . ,n −
1}) describes the agent’s SoA over the observations produced by its own input force, where Zi j = k depends on
the k cluster that the agent believes is the hidden cause Zi j .

EXPERIMENT 2: INCORRECT SOA IN AMBIGUOUS ENVIRONMENTS

For the ambiguous environments (experiment 2), Table 5.4 shows the percentage of time
that the agent has a SoA over each state j of the estimated B̂ out of the 1000 20 s trials per
experimental condition. To determine if the prior induces an incorrect SoA, I compare
the EM algorithm to the OLS algorithm without prior.

For the synchronous ambiguous environments (experiment 2A and 2B), the agent
only has a correct SoA over mass m1 by estimating the agency parameter b̂1 as non-zero
6.46% and 8.97% of the time. Most of the remaining time the agent has an incorrect
SoA over mass m2 with b̂3. Shifting the input force of mass m2 by 500 ms defines the
asynchronous environment (experiment 2C), which results in the agent’s correct SoA
over mass m1 increasing to 68.6%. All three experiments contrasts with the no prior OLS
algorithm which has a SoA over b̂1 100% of the time. Thus, the prior decreases the agent’s
correct SoA of mass m1.
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Table 5.4. This table shows that for ambiguous environments the agent with a prior generally has an incorrect
SoA over mass m2 in the synchronous conditions (2A and 2B) and more correct SoA over mass m1 in the
asynchronous condition (2C). The table is a continuation of Table 5.2 but for the ambiguous environments
defined by experiment 2 (see Sec. 3.3).

Exp.
nr.

% of time
that b̂0 > 0

% of time
that b̂1 > 0

% of time
that b̂2 > 0

% of time
that b̂3 > 0

% of time
that b̂4 > 0

% of time
that b̂5 > 0

With prior (EM)

2A 0.0415 6.46 0.00 88.7 0.00 0.296
2B 0.0507 8.97 0.00 95.5 0.00 0.422
2C 0.621 68.6 0.00 18.4 0.00 9.87

Without prior (OLS)

2A,2B,2C 0.00 100 0.00 100 0.00 92.8

Overall the prior promotes an incorrect SoA over mass m2. As it is clear the prior pro-
motes an incorrect SoA and for brevity, I will not discuss the figures of the clusters (e.g.
Figure D.3) for the unambiguous environments. However, these figures help explain the
differences in the SoA time between the experimental conditions of an incorrect SoA.
See Appendix D.2.2 for this explanation. I will show the results of the estimation of the
agency matrix, B̂, and the effect of adjusting the mixture proportion, πk to further un-
derstand the effect of this incorrect SoA.

Estimation of the agent matrix, B̂. Aside from the percentage of time of SoA, four other
performance measures indicate whether the agent’s SoA has improved (see Sec. 3.3.2.11

I will show the effect of the incorrect SoA as a result of the prior on the estimations of the
agency matrix B̂.

Figure 5.13a plots the EM estimation of the agency matrix, B̂, for the synchronous
ambiguous environment (experiment 2A). Though the agent has an incorrect SoA over
mass m2 in the final time step, the agent takes longer to gain agency over one mass
than in the unambiguous environments (experiment 1). In the first approximately 5 s
the agent has a SoA over the observations from both mass m1 and m2. Without a prior in
Figure 5.13b, the agent’s estimation of B̂ does not take time to converge to an estimation
for B̂ because the prior does not try to “steer" the agent away from its incorrect agency
estimations. In the end, the agent with the prior sets the b̂i 1 to 0 because this explains
the sensory evidence while reducing the agent’s prediction error. For this condition, the
prior steers the agent away from the correct conclusion.

In the next experimental condition, the mass of mass m2 decreases. Figure 5.14 plots
the estimation of the j parameters b̂i j for both the agent using a prior and not using a

prior in experiment 2B. The agent with a prior (see Figure 5.14a) set parameter b̂i 1 to 0
at around 1 s rather than the 6 s in experiment 2A. Despite the decrease of mass m2, the
agent still incorrectly concludes agency over mass m2 with parameter b̂i 1 at the end of
the simulation. Without a prior the agent has SoA over all masses (see Figure 5.14b), in-

11See Appendix D.2.1 for the numerical values of the four performance measures per experimental condition
of experiment 2.
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(a) EM estimated b̂ j over time (with prior). (b) OLS estimated b̂ j over time (without prior).

Figure 5.13. This figure shows that the prior steers the agent away from the correct SoA for a synchronous,
ambiguous environment. Like Figure 5.9, this figures plots the estimation of the SoA parameter b̂ j for the
agent with a prior and without a prior. The only difference between experiment 2A and experiment 1C is that
the sinusoidal force input to mass m1 and m2 is now synchronous.

cluding the correct mass m1. In this ambiguous environment, the prior steers the agent
away from the correct SoA.

(a) EM estimated b̂ j over time (with prior). (b) OLS estimated b̂ j over time (without prior).

Figure 5.14. This figure shows that in this ambiguous environment (experiment 2B), the prior induces an
incorrect SoA over mass m2 with parameter b̂i 3. The difference between experiment 2A and experiment 2B is
a 10% decrease in mass m2 with respect to mass m1. The decreased mass increases the agent’s estimation of
b̂i 3 and decreases time during which b̂1 = 0 is.

The final experiment condition of the ambiguous environments (experiment 2C) in-
troduces a time lag of 500 ms in the force input of mass m2 w.r.t. to the force input of
mass m1, i.e. Fint. Figure 5.15a shows that the agent with the prior estimates the odd j
elements of B̂ as non-zero at some point of the simulation. The agent without prior es-
timates b̂3 with a varying function to compensate for the 500 ms lag (Figure 5.15b). The
reason for the agent with the prior eventually gaining a correct SoA over mass m1 is be-
cause of the higher variance of the observations of b̂i 3. The agent knows that a higher
variance is proportional to a lower SoA because this indicates an imprecise sensory sig-
nal. Therefore, the prior motivates the agent to gain a correct SoA over mass m1 during
the trial.
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(a) EM estimated b̂ j over time (with prior). (b) OLS estimated b̂ j over time (without prior).

Figure 5.15. This figure shows that in this ambiguous environment (experiment 2C), the prior induces a correct
SoA over mass m1 with parameter b̂i 1. The difference between experiment 2A and experiment 2C is a 0.5 s shift
of the force input of mass m2 with respect to mass m1. In the initial 5 s this makes the agent unsure over which
mass it has a SoA. However, after 5 s the agent correctly has SoA over mass m1.

Comparing the effect of the prior on SoA to a less informative prior. To show the ef-
fect of adjusting the mixture proportion, πk , on the agent’s SoA over time in ambiguous
environments, I compare the results of the EM algorithm to the results with a less infor-
mative prior (see eq. 5.13).

For the synchronous ambiguous environment (experiment 2A), the changing the
prior,πk , to the less informative prior, decreases the agent’s incorrect SoA over mass m2

from 88.7% to 42.5%. However, the agent’s correct SoA over mass m1 remains the same
at around 8%. Figure 5.16 compares the agent’s SoA during one trial for an agent with a
mixture proportion, πk , that is updated according to the normal EM (Figure 5.16b) and
the SoA over an agent that knows it can control exactly one mass (Figure 5.16a). Fig-
ure 5.16a shows that initially the agent is unsure about which set of observations it has
agency over. As the agent collects more observations and updates its prior,πk , the agent
becomes more certain that it has agency over mass m2. This shows that the constraint
on the mixture proportion increases the agent’s incorrect SoA over mass m2 through the
observations from j = 3.

For the synchronous ambiguous environment with lower mass (experiment 2B), the
change in the calculation of the prior,πk , decreased the agent’s incorrect SoA over mass
m2 from 95.5% to 40.2%. Also, the agent’s correct SoA over mass m1 decreases from
around 8.97% to 2.10%. These results are similar to the results from the previous exper-
imental condition. However, in experiment 2B, the prior seems to motivate even bigger
differences because Figure 5.17a shows that with prior the agent almost immediately has
a SoA over mass m2. This contrasts with Figure 5.17b where the agent only shortly has
SoA over the observations j = 3 from mass m2. Thus, the constraint on the prior, πk ,
increases the agent’s incorrect SoA.

For the asynchronous ambiguous environment (experiment 2C), changing in the the
prior, πk , to the less informative prior, the agent’s correct SoA over mass m1 decreases
from 68.6% to 54.9%. Also, the agent’s incorrect SoA over mass m2 remains decreases
from around 18.4% to 4.05%. In trial 3 of experiment 2C, the agent with the prior knowl-
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(a) With prior knowledge that the agent can control only one
mass.

(b) Without prior knowledge that the agent can control only
one mass.

Figure 5.16. This figure shows that in an ambiguous environment (experiment 2A) with the EM algorithm,
the agent without the prior knowledge that it can control one mass has a less incorrect SoA over the obser-
vations from j = 3 but also less correct SoA over the observations from j = 1. The difference in the figures is
an adjustment of the calculation of the prior, πk , from eq. 5.18 in Figure a to eq. 5.13 in Figure b. Probability
P (Zi j = k | j = {0, . . . ,n −1}) describes the agent’s SoA over the observations produced by its own input force,
where Zi j = k depends on the k cluster that the agent believes is the hidden cause Zi j .

(a) With prior knowledge that the agent can control only one
mass.

(b) Without prior knowledge that the agent can control only
one mass.

Figure 5.17. This figure shows that in an ambiguous environment (experiment 2B) with the EM algorithm, the
agent without the prior knowledge that it can control one mass has a less incorrect SoA over the observations
from j = 3. This plot is a continuation of Figure 5.16 but in experiment 2B the mass of m2 decreases by 0.25 kg
w.r.t. to the mass of m1.
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edge that it controls one mass has a correct SoA over mass m1 100% of the time (see Fig-
ure 5.18a). Conversely, Figure 5.18b shows that the agent without this prior knowledge
needs more time to infer that it has a SoA over mass m1. This suggests that the constraint
on the mixture proportion, i.e. the extra prior knowledge, improves the agent’s SoA by
allowing it to more quickly come to the correct conclusion.

(a) With prior knowledge that the agent can control only one
mass.

(b) Without prior knowledge that the agent can control only
one mass.

Figure 5.18. This figure shows that in an asynchronous, ambiguous environment (experiment 2C) with the EM
algorithm, the agent without the prior knowledge has a less correct SoA over the observations from j = 1. This
plot is a continuation of Figure 5.16 but in experiment 2C force input to mass m2 has a time-lag of 500 ms w.r.t.
to the force input to mass of m1.
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5.5. DISCUSSION: EVALUATION OF THE POINT MASS MRHI

I N this chapter, I presented the EM algorithm as a method for achieving SoA in an agent
in the point mass mRHI. First, I will discuss how this EM algorithm incorporates the

computational principles of a SoA. Second, I will discuss whether the prior improved SoA
in ambiguous environments. Next, I will discuss whether the prior induced incorrect SoA
in the point mass mRHI and how this connects to the point mass mRHI and the human
mRHI experiment. Finally, I will discuss the computational issues of the EM algorithm.

5.5.1. THREE SOA COMPUTATIONAL PRINCIPLES
In the EM implementation of the point mass mRHI, SoA works according to the three
computational principles described in Sec. 2.2.2. This formalizes this EM algorithm as
a model of SoA in the point mass mRHI environment. However, though the point mass
mRHI shows how prior knowledge, the prediction error, and sensory evidence interact
to form a SoA, this analogy does not capture the complexity of all of the processes un-
derlying a SoA in humans.

The first computational principle correlates the strength of the prior belief that ac-
tion causes outcome to the strength of the SoA. As SoA, or responsibility r i a , is calcu-
lated with the priorπk , it is evident that whenπk approaches 1 (stronger causality) then
the SoA also increases. This aligns with the SoA computational model by Legaspi and
Toyoizumi[20], where causality increases the intentional binding effects, which are an
indication of SoA. However, in their model, the causal prior is set before-hand, whereas,
in the point mass mRHI, the agent determines the prior through the EM algorithm.

Second, a SoA is correlated to a lower prediction error. This computational principle
is reflected in the asynchronous ambiguous environment (experiment 2C) because the
difference in prediction error for the observations of mass m1 and m2 is smaller than in
the other experimental conditions. With the OLS algorithm in Chapter 4, I showed that
the agent generally believed it had SoA over mass m2 despite the larger prediction error.
However, with the EM algorithm, the agent has a correct SoA over mass m1 around 70%
of the time. This indicates that the agent tries to lower its prediction error through its
SoA.

The third computational principle correlates the strength of SoA to the precision of
the sensory signals. The only difference between experiment 1B to 1C is a decrease in
the precision of the sensory signals of mass m1. This results in a slight decrease in the
agent’s correct SoA over mass m1 from around 100% to 98%. Therefore, the sensory sig-
nals influence the strength of the SoA in the point mass mRHI.
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5.5.2. IMPROVED SOA IN UNAMBIGUOUS ENVIRONMENTS
To summarize the results of the unambiguous environments (experiment 1), I list the
main findings from the results on whether the agent’s prior improves SoA:

• The prior does not improve the agent’s SoA over the mass which the agent should
have a SoA over, i.e. mass m1.

• The prior does improve the agent’s SoA over the mass which the agent should not
have a SoA over, i.e. mass m2 and m3.

• The prior does improve the agent’s SoA during the simulation.

• The prior does improve the agent’s SoA when compared to a less informative prior.

The lack of improvement in the agent’s SoA over mass m1 (see Table 5.2) is probably a
consequence of the simplicity of the point mass mRHI. The agent using OLS to estimate
the agency matrix, B, does not learn any parameters but only makes statistical inferences
to calculate the matrix. In the point mass mRHI, letting the data “speak for itself" is suf-
ficient to outperform an agent with prior knowledge for the prediction of the states of
mass m1. Experiment 1 does not utilize the computational advantage of the prior (see
Sec. 2.1.4). In the asynchronous ambiguous environment (experiment 2C), the environ-
ment became slightly more complex because the sensory evidence was less apparent for
the agent to choose its SoA. With the prior, the agent eventually gains a correct SoA over
mass m1. Therefore, I predict that the prior improves the agent’s SoA in a more com-
plex environment when the agent needs to prior to make inferences about its SoA that
go beyond the data.

Nonetheless, the prior does improve the agent’s SoA over the mass which the agent
should not have a SoA over (see Table 5.2) because the sensory evidence does not inform
the agent that it only has agency over one mass. The prior allows the agent to separate
between its internal model and the external states of the world. An agent that under-
stands the difference between objects that it can and cannot control is more important
when the agent has self-defined input forces.

In addition, the prior does improve the agent’s SoA and agency estimation, B̂, over
time (see Figure 5.8 and 5.9), which is a result of two aspects of the EM algorithm. First,
with Bayesian inference, the prior uses the sensory evidence that the agent collects to
update the agent’s SoA at a future time step. Therefore, collecting more data improves
the prior, which improves the SoA. Second, the prior is needed to improve the incorrect
initial conditions of the unknown parameters, θ(0). These initial parameters negatively
influence the estimations of the agency matrix B̂ at the beginning of the simulation. Ac-
cordingly, if the agent would know the correct parameters of the agency clusters before
the simulation starts, then the agent’s estimation accuracy of parameter b̂i 1 would in-
crease. Also, an agent with correct initial conditions is more comparable to participants
in the mRHI because the participants have SoA over their hand before the experiment.
However, knowing the initial conditions is less relevant for an artificial agent because in
a more complicated system the parameters of the robot are often unknown. This high-
lights an obstacle to reproducing human-like behavior in an agent. Therefore, the agent
needs a Bayesian prior that updates with time that can eventually (when enough data is
collected) improve the agent’s SoA.
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The final way in which the prior knowledge improves is in comparison to the less
informative prior (see Figure 5.12). This comparison is important to show that adjusting
the mixture proportion, πk , leads to more accurate SoA because, again, this gives the
agent extra knowledge about the environment that it cannot infer from its sensory data.
Adding more information in the prior improves the agent’s SoA.

5.5.3. INCORRECT SOA IN AMBIGUOUS ENVIRONMENTS
In the EM algorithm, the prior induces an incorrect SoA when the environment is am-
biguous. The agent in the synchronous ambiguous environments (experiment 2A and
2B) has the most incorrect SoA over mass m2 with b̂3 (around 89% and 96% of the time).
This is reflective of Kalckert and Ehrsson’s results in the synchronous active mRHI condi-
tion, where the agent have a SoA over the rubber-hand [31][31]. Also, different from the
OLS algorithm, the agent does switch its SoA during a trial. This aligns with the human
mRHI because the humans adjust their SoA to include the rubber hand [31][32].

The ambiguity of the environment decreases by introducing a time lag in the force
input to mass m2 (experiment 2C), which in turn decreases the agent’s incorrect SoA
over mass m2 to approximately 18% of the time. These results appear to align with the
active asynchronous condition of the human mRHI experiment [32] and with a contin-
uous hand movement experiment [88]. In both experiments, introducing a time lag sig-
nificantly reduced the SoA over the participants over their hand. This suggests that the
point mass mRHI is a sufficient initial analogy for the human mRHI experiment.

To further compare a SoA with the mRHI in artificial agents, some more aspects of
SoA in humans should be quantified. The question of quantification of human behavior
is a problem during different moments of the simulation, such as:

• When the participants place their hands under the table, how much extra noise do
participants perceive in the estimation of their hand location?

• How much (if any) SoA does a subject experience over their own hand while expe-
riencing SoA over the rubber-hand?

• How does the SoA shift to the rubber-hand? Is this a smooth transition or do the
participants suddenly experience incorrect SoA when subject to the synchronous
active mRHI experimental condition?

These questions are ideas for future work on SoA in humans.

5.5.4. GENERAL ISSUES IN THE EM ALGORITHM
Till now, the discussion and results mainly focus on the connection of the EM algorithm
to human SoA and the mRHI, but I would also like to highlight several computational
issues of the EM algorithm. First, when the agent does not have SoA over a j set of ob-
servations, the corresponding prediction error, εẋ , does not produce Gaussian data. The
prediction error is then dependent on the noise and the difference between the incor-
rect prediction of ˙̂x and the observed ẋ , which is not Gaussian. The EM algorithm tries
to approximate the prediction error with a Gaussian distribution. Though this is not the-
oretically correct, the prediction error data is only used to separate the different clusters
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and the agent does not use the mean and variance of this dimension to estimate the
agency parameter, B̂.

Second, I set the number of iterations per time step for the EM algorithm to an ar-
bitrary maximum of 5. This maximum is only enforced in the initial time steps of the
algorithm because later the agent seems to minimize the log-likelihood function within
around one to two iterations. However, I do not know whether this is comparable to hu-
man behavior. Moreover, if I would extend this simulation to the real world, then I do
not know whether the iterations are fast enough for the robot to choose the mass that it
has agency over at each time step. Online variations of the EM algorithm exist that might
be more suitable for this application (e.g. [102]).

Third, the number of clusters of the EM algorithm is fixed meaning that it cannot
change if the number of hidden causes changes. The EM algorithm requires that the
number of clusters is set a priori. A quick fix to this problem is setting the number of
hidden causes to a high number. Then the EM algorithm leaves some of the clusters
as empty, meaning it does not describe any of the observations. However, for a more
accurate representation of the hidden causes of the environment, the agent should be
able to adjust the number of clusters, K , during the simulation.

Next, the results of the EM algorithm are sensitive to the initial conditions. Though
this does demonstrate the importance of prior knowledge to make correct inferences
when the initial values are set to numbers that are far from the true values the agent can
no longer cluster the incoming data. This is different from humans who observe and
learn from their environments to try to recover from their incorrect prior knowledge.

Finally, a disadvantage of the EM algorithm is that it is not fully Bayesian because
EM computes the point estimates of posterior distributions of the parameters, θ(t ). It
would be advantageous to describe the prior,πk , with some distribution rather than the
uniform prior which currently describes the agent’s prior knowledge. The current prior
in this EM algorithm is a uniform prior per j observation as it only describes a probability
that the agent has agency for each j observation. As stated, more information in the prior
could lead to more improvement of the SoA. By describing the prior with a distribution,
the agent can encode the confidence in their prior by encoding a precision. Also, a fully
Bayesian approach might be a more suitable approach to reproducing the human mRHI
experiment and SoA. I will discuss this in the recommendations for the thesis in Sec. 6.2.
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5.6. CONCLUSION

T HIS chapter answers the research question: What is the effect of the prior on a sense of
agency in the point mass moving rubber-hand illusion? Is this effect comparable to a

sense of agency in human? The prior, or the mixture proportion of the agency clusterπa ,
defines the probability that data is a result of the agent’s input force Fint. The prior that
the agent can only have agency over one mass improves some aspects of the agent’s cor-
rect SoA over mass m1 in unambiguous environments (experiment 1) while promoting
an incorrect SoA over mass m2 ambiguous environments (experiment 2). For a prior to
further improve SoA in experiment 1, the environment that the agent is in should have
more limited or noisy data. The results from experiment 2 indicate that an incorrect SoA
could be comparable to the illusory SoA in the human mRHI experiment.

In summary, this chapter formalizes SoA with the EM algorithm where the artificial
agent’s SoA is the responsibility term, r i (Zi j = k). The advantage of the EM algorithm is
that it inherently clusters data according to the hidden causes of the data. This is consis-
tent with the causal nature of SoA. Also, as the agent performs Bayesian inference the SoA
can be quantified as a probability. This aligns with Moore et al.’s Bayesian cue integration
framework [19]. The results for both the static (in Sec. 5.4) and dynamic environments
(in Sec. 5.5) show that the artificial SoA is dependent on the three principles that litera-
ture believes brings about SoA (see Sec. 2.2.2): the precision of the sensory signals, the
prediction error of the motion states, and the causality between action and outcome. By
simplifying Kalckert and Ehrsson’s mRHI [31][32] to a point mass mRHI, I find that the
prior can improve the SoA in unambiguous environments (experiment 1) but also can
promote incorrect conclusions in ambiguous environments (experiment 2).





6
CONCLUSIONS

This is the concluding chapter of this thesis. First, this chapter summarizes the answers
to the three research questions presented in the introduction. Then this chapter presents
several recommendations for further research on priors and Sense of Agency (SoA) in
artificial agents.
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6.1. SUMMARY

T HE research goal of this thesis is as follows: design an artificial agent with a SoA where
the same prior knowledge (i) improves SoA in unambiguous environments and (ii) re-

sult in incorrect, illusory SoA in noisy, ambiguous environments. An artificial agent in
the “point mass mRHI" with a prior improved certain aspects of its SoA, but also expe-
rienced illusory SoA. The agent’s prior is that the agent can have agency over one out of
three point masses.

6.1.1. ANSWERING THE RESEARCH QUESTIONS
To achieve the research goal, I answer three research questions (RQ) in this thesis.

RQ 1: What prior knowledge enables a sense of agency in humans in the moving rub-
ber hand illusion? SoA is enabled by prior knowledge of the causal relationship be-
tween intended actions and sensory outcomes. When this predicted sensory signal aligns
with the observed sensory signal (low prediction error) the SoA increases. Thus, prior
knowledge in humans plays an important role in the main computational principles I
identify as necessary for a SoA to emerge: (1) prior belief of causal action-outcomes, (2)
magnitude of the prediction error, and (3) precision of sensory signals. Also, different
research fields (statistics, cognitive science, neuroscience, and robotics) underline the
prior as a possible influential tool in inferences. In Bayesian inference, the prior is re-
sponsible for allowing inferences that go beyond the data, but also inducing sub-optimal
behavior such as illusions. Thus, the prior causal belief of action-outcome should both
improve SoA and induce illusory SoA depending on the environment.

RQ 2: In what artificial environment, similar to the moving rubber hand illusion,
should an agent experience a correct and incorrect sense of agency? Like the human
mRHI experiment (i.e. [31] and [32]), the “point mass mRHI" tests both correct and in-
correct SoA in an artificial agent. In this simulation, the agent has agency over (i.e. ap-
plies a force on) one of three point masses that are each connected to spring-damper sys-
tems. The agent’s prior knowledge is that it knows there is a causal relationship between
its force input and the states of one mass but does not know which mass. In unambigu-
ous environments (defined by high sensory precision and asynchronous movements of
the masses), the agent should experience a correct SoA. According to the Kalckert and
Ehrsson’s mRHI experiments [31][32], when two masses move synchronously and there
is an increased noise on the mass the agent should experience an incorrect (illusory)
SoA. To gain agency over a point mass, the agent estimates the agency matrix B̂ from its
state-space equation with a parameter estimator.

RQ 3: What is the effect of the prior on a sense of agency in the point mass moving
rubber hand illusion? Is this effect comparable to a sense of agency in human? The
prior forces the agent to distinguish between internal and external states by predicting
the hidden causes of the sensory signals. In unambiguous environments, the prior mo-
tivates the agent towards a correct SoA and in some aspects improves the agent’s SoA.
Conversely, in ambiguous environments, the prior induces an illusory SoA over the in-
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correct. These findings are comparable to the human mRHI experiment (i.e. [31] and
[32]).

I found this answer in two steps with two parameter estimators. The first parameter
estimator, OLS, is as a simple system identification algorithm, which allowed an initial
exploration of the simulation. I termed this simulation the “simplest point mass mRHI".
Though I concluded that the OLS algorithm is not sufficient to capture human SoA and
mRHI, this preliminary implementation reveals the necessary properties for the agent
to experience a more realistic SoA. The main finding is that SoA should be described by
a continuous posterior probability rather than a discrete state. Second, I used EM in
the point mass mRHI to estimate the agent’s agency parameter and quantify SoA. EM
is a popular (partially) Bayesian inference algorithm. Aside from the computational ad-
vantages of EM, EM is suitable for the point mass mRHI because the steps correspond
to Bayesian inference and learning in humans. Also, similar to how humans cluster the
causes of sensations into “a result of my own actions" or “a result of external factors",
the algorithm inherently clusters observations according to predictions about their hid-
den causes (i.e. agency or no agency). Though the agent using EM does not outperform
the agent using OLS, the agent’s SoA is more similar to human SoA. Moreover, I find that
the prior improves the agent’s SoA during the simulation, and setting a correct prior im-
proves the SoA. In the synchronous mRHI experimental condition, the prior motivates
the agent to gain a SoA over the “rubber-hand".

6.1.2. ADDRESSING THE RESEARCH CHALLENGES OF PRIORS
With the research goal formulated in this thesis, I addressed two research challenges of
a different nature formulated in the introduction. The first challenge is the general chal-
lenge of Bayesian inference that priors can generate incorrect conclusions that might
cause (fatal) mistakes in an artificial agent. This research showed that the same prior
that motivates a correct SoA can lead to illusory SoA over the incorrect object in ambigu-
ous environments. The second challenge, for designers of artificial agents, is to translate
subjective prior beliefs into a mathematical prior. I had to acquire a deeper understand-
ing of SoA before I could formulate a quantitative prior that reflects the prior knowledge
humans use for a SoA. Still, the prior in the point mass mRHI is a simplification of hu-
man prior knowledge. Also, the prior of this agent might be hard to generalize to other
more complex artificial agents.
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6.2. RECOMMENDATIONS

I N this section, I will describe recommendations for further research. These recom-
mendations can be grouped into three categories: direct extensions for the “point

mass mRHI", future directions for research on priors in artificial agents, and future di-
rections for SoA in artificial agents.

6.2.1. EXTENSIONS OF THE POINT MASS MRHI
Extensions of the point mass mRHI use the current mathematical model as defined in
Chapter 3 to research further aspects of SoA or priors that are outside of the scope of this
thesis.

COMPARISON OF THE POINT MASS MRHI TO A HUMAN EXPERIMENT

The point mass mRHI is presented as a simplification of the human mRHI experiment
from Kalckert and Ehrsson [31][32]. However, to increase the similarity between the
point mass mRHI and the human experience of SoA, future research could perform a
point mass mRHI for humans. For the human point mass mRHI, the experiment could
consist of participants viewing three point masses attached to spring-damper systems
on a computer screen. By exerting a “force" using a joystick, the participants can con-
trol one of the three masses. The participant’s goal is to minimize the prediction error
between the mass that they can control and some target state (which could be fixed or
moving). Similar to the simulation in this thesis, the experimental design can include
two independent variables. First, whether the participants are given the prior knowl-
edge that they can control only one of the three masses with their force (but do not know
which mass). The second independent variable is the simulation environment which
could be either unambiguous or ambiguous (in this thesis experiment 1 and experiment
2). To measure the participant’s SoA, the experiment could use a questionnaire and/or
temporal binding.

The advantage of comparing such an experiment to the point mass mRHI is that it
removes the prior knowledge that participants have about agency over of their arm in
the human mRHI experiment. If the effect of the prior and the different simulation envi-
ronments on the results are similar in both human and artificial agent point mass mRHI,
then this would further support the point mass mRHI as the simplest mRHI experiment.

CHANGING THE SYSTEM IDENTIFICATION ALGORITHM

The EM algorithm has some general limitations as a parameter estimator, but more im-
portantly for this thesis EM has some specific limitations in the context of priors and SoA
(see Sec. 5.5). Variational Bayes (VB) might solve these limitations. Variational methods
provide an approximation for solving intractable integrals that arise in Bayesian infer-
ence problems (see Sec. 2.1) [71], which make it popular in Machine Learning. EM and
VB are similar in that both use an alternative iterative procedure to converge to the op-
timal parameter values. Also, both calculate the posterior distribution of a set of latent
variables, Z , that determine the hidden cause of an observations (i.e. agency or no-
agency) [98][103]. In the context of this thesis, the most important difference between
the two is that EM computes point estimates of posterior distributions of the param-
eters, θ(t ) = (π,µ,Σ), whereas VB fits distributions to these parameters and then finds
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the parameters of this distribution, i.e. the hyperparameters. This means the unknown
parameters, θ, also become latent variables.

The addition of distributions over the parameters in VB is advantageous for the point
mass mRHI because of two reasons. First, all estimations of the variables of the algo-
rithm become Bayesian, which is an advantage because Bayes models the uncertainty
in the estimation of certain parameters. Second, in the context of this thesis, the hyper-
parameters can better encode the prior knowledge the agent has about the parameters.
Specifically, by setting the hyperparameters of the “agency" cluster. In the EM algorithm,
the mixture proportion (i.e. prior belief of agency) is a flat prior. With VB, I can define a
distribution for the prior. Also, I could set the distribution hyperparameter of the mean
parameter is wide, while the distribution of the variance parameter is narrow. This cap-
tures that the agent knows that it has agency over one of the point masses but does not
know how it can control this mass. Though this may improve the point mass mRHI as an
analogy of the human mRHI, it also makes the simulation more complicated which may
defeat the purpose of the simple analogy.

THE EFFECT OF ADJUSTING THE ENVIRONMENT

Another interesting (minor) extension of the point mass mRHI is adjusting the environ-
ment during one trial of the simulation. The agent’s environment would change from
ambiguous to unambiguous, or vice versa. This extension researches the effect of the
agent’s strengthened SoA over one mas, which becomes the agent’s prior knowledge
when it enters a new environment. I hypothesize that if the agent has SoA over a mass
in one environment, then the agent will take longer to experience a SoA over another
mass in the second environment compared to when the agent is directly exposed to the
second environment. This is a result of the agent already having learned how to describe
its SoA over a mass, i.e. having a stronger prior knowledge.

6.2.2. FUTURE DIRECTIONS FOR PRIORS IN ARTIFICIAL AGENTS

Empirical priors are an interesting future method for formulating the agent’s prior. Em-
pirical priors are priors that are learned from data. This might seem to conflict with the
advantages of priors discussed in this thesis, but are beneficial (i) when trying to build
a cognitive model of human behavior and (ii) when implementing Bayesian hierarchi-
cal models. Cognitive scientists often try to reproduce results from an empirical study
using their cognitive model. This way they can understand the underlying principles of
the behavior researched in the study. It is common for cognitive models to use vague
or non-informative priors [33] because defining priors is challenging. To illustrate the
advantage of empirical priors, Schürmann et al. [54] use empirical data from the rubber
foot illusion to define an informative prior (see Sec. 2.1). The results of their model are
more comparison to results from human experiments than when using non-informative
prior. Though the goal of the current point mass mRHI was not to as a cognitive model,
formulating empirical priors will increase the similarity between the point mass mRHI
and human mRHI.

The second advantage of empirical priors is their implementation within hierarchi-
cal models. In hierarchical models with empirical priors, estimates at one level act as
priors on a lower level while the priors are also updated through inference [59]. Design-
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ers of artificial agents can then only define the top-level prior, which represents the most
abstract level of information about the world, or allow the hierarchical system to define
top-level priors. The lower-level priors are updated by empirical evidence. Moreover,
a hierarchical model incorporates causality through the connections between the levels
of hierarchy [59]. This can encode the SoA prior belief about the causal relationship be-
tween action and outcome in the point mass mRHI. Recall, Kahl and Kopp[21] model
SoA with a three-level hierarchy, where motor beliefs are abstractions for motor actions
(see Sec. 2.2). This agrees with much of SoA research highlights the interaction of higher-
level prior beliefs about actions and outcomes and lower-level sensory signals [104][72].

6.2.3. FUTURE DIRECTIONS FOR SOA IN ARTIFICIAL AGENTS
Finally, I have two recommendations for researching SoA in artificial agents that do not
involve priors.

THE ROLE OF ACTION IN MINIMIZING THE PREDICTION ERROR

A promising area of future research for SoA in artificial agents is to use the action as a
way to minimize the prediction error and, therefore, achieve a SoA. Recently, Perrykkad
et al.[72] researched how humans employ actions to minimize prediction error in (un-
certain) environments. An interesting finding in the context of artificial agents is that
when the participants report a SoA, there was more prediction error minimization. This
metric could be used to quantify SoA in an artificial agent. Allowing an agent to act on an
environment to minimize its prediction error is more challenging than having an agent
perceive and make choices based on perception (as was done in this thesis).

ACTIVE INFERENCE AS A MODEL FOR SOA
Many of the previously mentioned interesting directions for future research, i.e. VB, em-
pirical priors, hierarchical models, and the role of action in minimizing the prediction
error, are all a part of Friston’s Active Inference [105][22]. Active Inference provides an-
other interesting way to research priors and SoA in an artificial agent. Friston formulates
Active Inference as a model for SoA [22] but does not test whether an Active Inference
artificial agent acts similar to humans in SoA experiments. Robotics research with Ac-
tive Inference shows promising results for using prediction error minimization to bring
a robot arm to a target state [106][107]. Nonetheless, Active Inference implementations
in artificial agents and robots are in their early stages. Therefore, it might take some
time before the implementation of Active Inference in robots has developed enough to
research SoA.

As a concluding remark, I would like to leave the reader with a question. Though a
benefit of artificial agents as a research tool for human cognition is the access to all of the
internal states, when can we conclude that a robot is experiencing something subjective
like SoA?
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A
MEASURES OF SENSE OF AGENCY

IN EXPERIMENTAL INVESTIGATION

SoA is typically an unconscious experience, making it difficult to measure in experiments
[74]. Unlike for conscious experiences, such as vision, experimenters have to develop
paradigms through which to detect SoA. Understanding the measures of SoA in experi-
ments is relevant because the measures (i) help study and validate theories on SoA and
(ii) highlight that the quantification of SoA in an artificial agent to further research on
the artificial self is challenging.

SoA paradigms can be grouped into explicit and implicit measures. In explicit mea-
sures, the experimenters directly ask the participants whether they perceive a SoA. In the
mRHI, researchers determine the magnitude of SoA that participants experience with
a questionnaire [31][32]. Besides the fact that explicit measures are vulnerable to is-
sues like demand effects, these measures cannot be used in artificial agents. However,
artificial agents are a valuable tool in investigating subjective experiences because, un-
like humans, the internal states and sensory perception of the robot can be recorded
and analyzed [15]. To illustrate, two previous studies replicate the (static) RHI in artifi-
cial agents [13][64] which helps uncover the principles of the sense of ownership. Like
SoA, the sense of ownership is a subjective and unconscious process that in human ex-
periments is generally determined by a questionnaire. Therefore, rather than directly
researching the sense of ownership, the artificial agents perform body estimation us-
ing the free-energy principle [13] and Active Inference [64]. Hinz et al.[13] find that the
robot’s body estimation drifting patterns are similar to drifting patterns from human ex-
periments. In the human experiment, participants indicated an ownership illusion in
every experimental condition meaning body-ownership illusions and the drift are two
related processes.

To use implicit measures, experimenters have to be more inventive. The most widely
applied implicit measure of SoA is intentional binding. Intentional binding is the “per-
ceived compression of the time interval between voluntary action and its outcome" [19].
In an extension of the original mRHI by Kalckert and Ehrsson [31], Braun et al. find
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strong intentional binding effects indicating that intentional binding can also be in-
duced over the rubber hand. Another implicit measure of SoA is sensory attenuation.
Sensory consequences by voluntary action have a lower intensity than consequences
from passive movement [108].



B
GENERATING DISCRETE-TIME

STATES WITH THE PLANT

Since the point mass mRHI is implemented in a simulation, I discretize the continuous
state-space equations for the plant (eq. 3.4 and eq. 3.5) using forward Euler to generate
the states of each mass. The code that generates the states of the three point masses for
the point mass mRHI, i.e. the plant, is available on GitHub at https://github.com/
mtan1503/point-mass-mrhi/blob/main/plant.py. Each i time step is of length h,

x[i +1] = Ad x[i ]+Bd up [i ] (B.1)

where

Ad = Ik +h ·A

Bd = h ·Bp .

Then to generate the discrete-time derivatives of the states, ẋ[i ], and the output, y[i ]
with noise, the generated states are used in the state-space equations for the plant. In
discrete-time this is as follows,

ẋ[i ] = Ax[i ]+Bp up [i ]+ω[i ] (B.2)

y[i ] = Cx[i ]+ z[i ]. (B.3)
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C
RESULTS FROM POINT MASS MRHI

WITH OLS

This appendix shows the numerical results from the simplest point mass mRHI from
Chapter 4, where the agent estimates the agency matrix B̂ with OLS.
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C.1. EXPERIMENT 1: UNAMBIGUOUS ENVIRONMENTS
For the unambiguous environments of experiment 1, Table C.1 compares the results of
the point mass mRHI of the four performance measures for an agent with and without
a prior described in Sec. 3.3.2. Overall the prior improves the estimation accuracy and
precision of the agency matrix B̂.

The third performance metric is the accuracy of the prediction of the motion states
of mass m1 for both the agent with and without prior. Table C.1 shows this accuracy is
the same because the estimated agency parameter b̂2 is unchanged. The equal accuracy
is due to the agent’s prior belief only adjusting the agency parameters that the agent does
not have agency over. Applying this prior does not improve the agent’s SoA for the mass
which it does have agency over (i.e. mass m1).

The fourth performance metric in Table C.1 is the perceived error. The perceived
error decreases as a result of the prior. This is expected because the agent without a
prior has a SoA over all three masses. Therefore, the agent accumulates prediction error,
εẋ , for all the masses that it tries to control. Mathematically, the error accumulates the
corresponding j states where b̂ j > 0. The agent with the prior tries to minimize its error
accumulation by having a SoA over the mass that the agent believes it can best predict.

Table C.1. This table compares the performance of the agent in the point mass mRHI using the OLS algorithm
with and without a “prior" per experiment number of experiment 1. Both agents estimate the agency matrix, B̂,
with OLS. However, the prior outlines that the agent can control one mass. Figure 4.1 describes this algorithm.
The columns quantify the agent’s performance according to four performance measures (see Sec. 3.3.2). The
green cell color indicates where the agent’s performance is better between the prior and no prior conditions.

Exp.
nr.

Agency accuracy,∑k
j |µb̂ j

−b j |
Perceived
precision,

∑k
j σ

2
b̂ j

State accuracy,∑2
j µεẋ j

Perceived error,
µεẋa

Prior No prior Prior No prior Prior No prior Prior No prior

1A 3.61×10−6 8.56×10−6 3.20×10−8 1.49×10−7 2.42×10−2 2.42×10−2 1.21×10−2 1.21×10−2

1B 4.42×10−5 2.62×10−1 5.86×10−7 4.96×10−4 2.42×10−2 2.42×10−2 1.21×10−2 1.13×100

1C 5.31×10−5 2.62×10−1 3.17×10−6 5.01×10−4 2.42×10−1 2.42×10−1 1.21×10−1 1.26×100
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C.2. EXPERIMENT 2: AMBIGUOUS ENVIRONMENTS
For the ambiguous environments of experiment 2, Table C.2 compares the results of the
point mass mRHI of the four performance measures for an agent with and without a
prior described in Sec. 3.3.2. Overall the prior deteriorates the estimation accuracy and
precision of the agency matrix B̂. Furthermore, the agency accuracy is also around 5-6
orders of magnitude lower than for experiment 1 (Table C.1). This shows that the prior
can improve the SoA in certain environments while promoting incorrect SoA in ambigu-
ous environments.

Another indication of an incorrect SoA is that the agent with prior knowledge has a
lower accuracy for the predicted states (“state accuracy") while still perceiving a lower
error than the agent without a prior. This means that the choice of agency lowers the
agent’s perceived error, despite being the incorrect choice.

Table C.2. This table compares the performance of the agent in the point mass mRHI using the OLS algorithm
with and without a “prior" per experiment number of experiment 2. This table is a continuation of Table C.1
that describes experiment 1.

Exp.
nr.

Agency accuracy,∑k
j |µb̂ j

−b j |
Perceived
precision,

∑k
j σ

2
b̂ j

State accuracy,∑2
j µεẋ j

Perceived error,
µεẋa

Prior No prior Prior No prior Prior No prior Prior No prior

2A 7.57×10−1 4.04×10−1 2.69×10−3 1.67×10−4 1.26×100 2.42×10−1 1.79×10−2 6.11×10−1

2B 7.87×10−1 4.49×10−1 3.79×10−3 1.67×10−4 1.24×100 2.43×10−1 1.95×10−2 6.12×10−1

2C 6.21×10−1 2.97×10−1 4.12×10−3 5.70×10−4 1.21×100 2.42×10−1 6.38×10−1 1.30×100





D
RESULTS FORM POINT MASS MRHI

WITH EM

This appendix shows the numerical results from the point mass mRHI from Chapter 5,
where the agent estimates the agency matrix B̂ with EM.
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D.1. EXPERIMENT 1: UNAMBIGUOUS ENVIRONMENTS
For the unambiguous environments of experiment 1, Table D.1 compares the results of
the point mass mRHI with and without prior knowledge to see if the prior improves the
agent’s SoA. The table compares the results according to four performance measures for
an agent with and without a prior described in Sec. 3.3.2. The algorithm with prior is
the EM algorithm and the algorithm without prior is the OLS algorithm (see Figure 4.2 in
Sec. 4.1).

With the prior the agent is more accurate (experiment 1) and more precise (exper-
iment 1A and 1B) in estimating the agency matrix B̂ improves. The increase in noise
between experiment 1B and 1C, increases the variance of the agency matrix B̂ by ap-
proximately a factor 10 for the agent with a prior, but barely increases the variance for an
agent without a prior. However, without the prior, the agent’s variance barely increases
(4.96×10−4 vs. 5.01×10−4) despite the inaccurate estimation of the matrix (1.51×100).
Thus, overall the prior moves the agency estimation to the correct matrix B.

However, the prior does not improve the accuracy of the estimation of the motion
states of the mass. This indicates that, while the agent’s overall estimation of the agency
matrix B̂ improves, the agent’s estimation of the agency parameter b̂i 1 deteriorates.

Table D.1. This table shows for unambiguous environments the agent’s agency improves with a prior w.r.t.
without a prior. The agent with prior knowledge uses the EM algorithm (see Figure 5.6). The agent without
prior knowledge, only performs OLS to estimate the agency parameter, B̂. The columns show the agent’s per-
formance according to the different performance measures described in Sec. 3.3.2. The green background
color indicates where the agent’s performance is better between the prior and no prior conditions.

Exp.
nr.

Agency accuracy,∑k
j |µb̂ j

−b j |
Agency variance,∑n

j σ
2
b̂ j

Accuracy mass
m1,

∑2
j µεẋ j

Perceived error,
µεẋa

Prior No prior Prior No prior Prior No prior Prior No prior

1A 1.42×10−6 8.56×10−6 5.88×10−8 1.49×10−7 2.42×10−2 2.42×10−2 1.20×10−2 7.27×10−2

1B 8.93×10−4 2.62×10−1 9.59×10−5 4.96×10−4 2.50×10−2 2.42×10−2 1.28×10−2 1.20×100

1C 4.33×10−2 2.62×10−1 1.42×10−3 5.01×10−4 3.20×10−1 2.42×10−1 1.26×10−1 1.41×100
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D.2. EXPERIMENT 2: AMBIGUOUS ENVIRONMENTS
This section provides some extra results for the ambiguous environments defined by
experiment 2.

D.2.1. TABLE OF THE PERFORMANCE MEASURES

For the unambiguous environments of experiment 2, Table D.2 compares the results of
the point mass mRHI with and without prior knowledge to see if the prior induces an
incorrect SoA. This table is a continuation of Table D.1.

Table D.2 shows that the agent’s estimation of the agency matrix B̂ is generally less
accurate and precise than the OLS algorithm without prior for the synchronous ambigu-
ous environments (experiment 2A and 2B). The decrease in accuracy and increase in
variance with respect to both experiment 1 (in Table D.1) and the no prior OLS algo-
rithm (in Table D.2) indicates that the agent incorrectly chooses to gain SoA over mass
m2. The agent’s perceived error with the EM algorithm is around the same magnitude
as in experiment 1 and smaller than the perceived error with the OLS algorithm. This
means that while the agent’s SoA is incorrect, the agent does have a SoA over mass m2.
One exception to the incorrect SoA in experiment 2 is the asynchronous environment
(experiment 2C). In experiment 2C, the agent seems to improve its SoA when compared
to the no prior algorithm.

Table D.2. This table shows for ambiguous environments the agent’s agency deteriorates with a prior w.r.t.
without a prior. The calculation are performed in the same way as Table D.1.

Exp.
nr.

Agency accuracy,∑k
j |µb̂ j

−b j |
Agency variance,∑n

j σ
2
b̂ j

Accuracy mass
m1,

∑2
j µεẋ j

Perceived error,
µεẋa

Prior No prior Prior No prior Prior No prior Prior No prior

2A 7.22×10−1 4.04×10−1 3.27×10−3 1.67×10−4 1.18×100 2.42×10−1 6.99×10−2 6.11×10−1

2B 7.39×10−1 4.49×10−1 5.19×10−3 1.67×10−4 1.15×100 2.43×10−1 8.85×10−2 6.12×10−1

2C 2.62×10−1 2.97×10−1 1.95×10−2 5.70×10−4 5.95×10−1 2.42×10−1 1.73×10−1 1.30×100

D.2.2. ESTIMATION OF THE PARAMETERS THE CLUSTERS

The agent in the ambiguous environments (experiment 2) starts with the same initial
conditions as in the unambiguous environments (experiment 1). Despite that the initial
conditions are the same, the agent’s SoA is different. I will explain how the interaction of
the prior and the sensory evidence results in a different duration of incorrect SoA over
mass m2 (see Table 5.4.

For the synchronous ambiguous environment (experiment 2A), Figure D.1b shows
that the agent’s incorrect SoA over the observations from j = 3 because the green con-
tours overlap the data points from j = 3 (see Box 5.1 for an explanation of the plots).
Again, the agent has a SoA over the data with a positive bi j and a low prediction er-
ror, εẋi j . This contrasts with Figure D.1a of the initial time window of data, δN at t = 0s,
where the agent’s initial parameters for the agency cluster do not overlap any data points.
Thus, with time the agent gains SoA over the incorrect data points.
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(a) The initial time window of data and clusters before of the
simulation (T = 0s)

(b) The final time window of data and clusters at the end of the
simulation (T = 20s).

Figure D.1. This figure shows that in a synchronous ambiguous environment (experiment 2A) the agent gains
an incorrectly SoA over the data from j = 3. The lines represent the probability density distributions of the
agency and no-agency clusters. The dots represents the data for the prediction error, εẋ j , and observed bi j

for each j . The initial conditions, in Figure a, do not promote the agent to gain SoA over the data points from
j = 1 because the agent believes that the prediction error of the states ẋ should be low. Figure b shows that the
agent incorrectly believes that the hidden cause of the red dots ( j = 3), is its own force input, Fint, because the
agency probability density distribution (green lines) tries to describe these data points.

Figure D.2 explains why in the ambiguous environment where mass m2 is lower (ex-
periment 2B), the agent has a more SoA over mass m2 than in experiment 2A. The agent
compensates for the decrease in the mass of m2 with respect to mass m1, by estimating
parameter b̂i 1 with a larger value (recall, b j = 1/m j ). Therefore, in experiment 2A, the
plant’s b2 = b4 whereas in experiment 2B the plant’s b2 6= b4. In Figure D.1a, we see the
observations from j = 1 are initially more overlapped with the observations from j = 3.
To explain this overlap, the agent in the ambiguous environment (2A) initially tries to de-
scribe the observations with one probability distribution. In other words, in experiment
2A the agent initially believes that the data from mass m1 and m2 have the same hidden
cause whereas in experiment 2B the agent can more easily distinguish the observations
that have a lower prediction error. Thus, the agent has more incorrect SoA over mass m2.

The results from the synchronous ambiguous environments (experiment 2A and 2B)
contrast with the asynchronous ambiguous environment (experiment 2C) because the
agent SoA becomes more correct with time. The shift of force input to mass m2 by
500 ms, means the agent can no longer accurately predict the motion states, ẋ , of mass
m2 with its own input force Fint. Figure D.3a plots the initial higher prediction error of
εẋ3 relative to εẋ1 . Therefore, the agency cluster describes the blue points of j = 1 in Fig-
ure D.3b. Hence, in experiment 2C, the agents prediction error minimization to gain SoA
over one mass persuades the agent to eventually gain a correct SoA.
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(a) The initial time window of data and clusters before of the
simulation (T = 0s)

(b) The final time window of data and clusters at the end of the
simulation (T = 20s).

Figure D.2. This figure shows that in the synchronous ambiguous environment (experiment 2B) the agent
incorrectly clusters the data according to their hidden causes with the EM algorithm. Despite the 10% decrease
in mass m2 with respect to mass m1, from 2.5 kg to 2.25 kg, the agent still has SoA over mass m2. The decrease
in mass result in smaller amplitudes of the motion states, ẋ , which the agent can compensate for by increasing
its estimation of b̂3. Thus, the prediction error εẋ4 remains low.

(a) The initial time window of data and clusters before of the
simulation (T = 0s)

(b) The final time window of data and clusters at the end of the
simulation (T = 20s).

Figure D.3. This figure shows that in this trial of experiment 2C the agent correctly clusters the data according
to their hidden causes with the EM algorithm. This is a result of the time lag of the force input of mass m2 w.r.t.
mass m1.





E
THE INFLUENCE OF THE INITIAL

COVARIANCE MATRIX ON SOA

The EM algorithm is known to be sensitive to the initial conditions. In the point mass
mRHI, the initial covariance matrix of the agency cluster, Σk , is important because it
quantifies the agent’s initial belief of the strength of its agency. Therefore, I predict that
the estimation accuracy and variance of parameter B̂ is dependent on the initial covari-
ance matrix. Figure E.1 plots the average error in the estimated b̂i 1 per trial for different
initial covariance matrices. I test 15 different values for the diagonal elements of the ini-
tial covariance matrix between 10−6 and 10−1 that are equally spaced over a logarithmic
scale.

In both experiment 1B and 1C, when the initial covariance matrix is larger than around
10−2.8 the error significantly increases. For the lower initial covariance values, the result-
ing error varies but remains relatively low. Larger initial values for the elements of the
covariance matrix means the agent initially believes that it has a less precise agency pa-
rameter, which translates to a lower SoA. This shows that the belief of strength of the
causality at the beginning of the point mass mRHI influences the agent’s agency accu-
racy. Moreover, this indicates that the changing the initial elements of the covariance
matrix to from the current 10−3 to 10−3.5 will improve the agent’s SoA.
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(a) Experiment 1B.

(b) Experiment 1C.

Figure E.1. This figure shows that the estimation error of b̂i 1 is dependent on the initial covariance matrix, Σ,
of the agency cluster. The plot shows each of the 10 trial, where the mean of the 10 trials is represented by a
dashed line. I also plot the mean estimation error for b̂1 with OLS.
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