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Abstract
Nowadays does the internet presence of companies increase, and with it, their attack surface and the
probability of breaches: every information system in the company’s network may be an entry point
for an outsider. Therefore, companies need to secure their information systems. However, current
risk assessment frameworks fail to connect the security measures with the impact of future breaches,
making it difficult for a company to prioritize their security investments: what security indicators should
they look at to limit the impact of future intrusions?

In this report, we study how to collect external security indicators from a company’s network, and
how to process this information to build an intrusion prediction model. First, we build a scanning tool to
retrieve relevant security indicators from the company’s network (such as services misconfigurations
or vulnerabilities) and public datasets. Then, we associate the collected indicators with incidents data
from a Managed Security Service Provider in order to model using a Random Forest algorithm the
probability of intrusions. Finally, we analyze the most significant indicators according to the model
in an effort to find which indicators are the most relevant to evaluate the company’s security posture.
When we assess our model on real company’s data, it achieves 92% accuracy on intrusions prediction.
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1
Introduction

1.1. Motivation
Nowadays does the internet presence of most enterprises increase [42]: websites, cloud storage, or
VPN networks are now common. An external observer can abuse it to collect data about a given
company and, if he is malicious, exploit vulnerabilities and cause breaches. Such intrusions may be
disastrous: if precious assets are destroyed, or the client’s data is disclosed, the enterprise will suffer
harmful consequences. Legal consequences can include financial penalties if sensitive data becomes
public, and often require the company to notify the concerned customer. This leads to a decrease of
trust in the company and a bad reputation in general.

This growing internet presence leads to an increase in the attack surface [42] (in the US, the number
of data breaches increased by more than 100% between 2012 and 2020 [23]): internet­facing hosts
may be vulnerable, either because of outdated software, security misconfigurations (open ports, poorly
configured applications), or other attack vectors.

These misconfigurations are one way for attackers to infiltrate the private network of a company
or temper with its information systems and cause breaches. Therefore, they can be considered as
security indicators: they give a first indication of the security posture of a company. However, the
large number of possible misconfigurations makes the exhaustive scanning of those security indicators
difficult. The data exposed to an external observer can then be linked to the probability of breaches,
since it is related to the security posture of a company [29]: more vulnerable hosts openly available from
the outside of a network will give an attacker more entry points to abuse the network. Modeling future
breaches depending on security indicators could help companies to find the most urgent vulnerabilities
to patch or security controls to implement to minimize the impact of an attack.

From an attacker’s point of view, the openly available hosts already tell a lot about a company’s
security posture and will be a target for information collection in the attack preparation. Anyone can do
an external scan of the common misconfigurations and vulnerabilities, and the results can be useful
to build a first approximation of the company’s security indicators. External measurements are often
imprecise since an outsider can only collect information about the surface of the company’s network,
maybe missing some important vulnerabilities on the internal network or the human factor. Also, the
publicly available data about breaches is scarce [14] (companies don’t want their private security infor­
mation to be shared online), which makes the analysis of the security indicators (and their influence on
breaches) difficult. However, this collected data can help to build a security assessment model based
on the companies own security indicators rather than theoretical frameworks.

From the company’s point of view, it invests in security measures to defend its network against
outsiders. These security measures aim at patching the misconfigurations and vulnerabilities to pre­
vent attacks. However, the efficacy of these security measures has historically always been difficult to
measure [47], leading to a lack of incentives to invest in those security measures. Since the investment
is hard to quantify, companies prefer investing in features that lead to direct outcomes. Having a more
precise way of measuring the impact of security measures (as well as the impact of their absence)
would help companies to calculate the best security investments depending on their budget and the
threat landscape, ultimately leading to better overall internet security.

1



2 1. Introduction

1.2. Problem statement
The goal of the project is then to predict future security incidents, based on external data, and to
evaluate the accuracy of such a solution.

To what extent can we predict the occurrence and severity of future breaches in a company
based on external data? To answer this question, we aim to build a precise model, using only data
gathered by external scans of the enterprise’s network.

Our research aims at building a model that could predict future breaches in a company based on
external measurements of its network. The scope of our research is limited to a company’s network,
both in terms of incidents (for example, physical intrusions are not covered in our study) and security
indicators.

1.2.1. Features and data collection
First,what are the security indicators an external observer can deduce from scanning methods?
The observer can effortlessly discover from the outside several features, such as open ports and their
configuration. He can only guess however the values of some other features: the port value may give
indications of the applications running, or the packets’ values may give indices on the OS running on
the hardware since each OS tends to have its combination of default values. However, these default
values can be hidden behind firewalls or network configuration, meaning the result is not always 100%
accurate. This uncertainty in the feature measurement is an additional parameter to take into account
while selecting the relevant indicators.

What are the most useful security indicators for that purpose? An external observer can
measure a lot of different parameters, and gather additional data through external databases such
as blacklists (public blacklists are a list of IPs from where malicious behavior such as spam or scan­
ning originated). Given that there can be 65 535 ports on a given machine, and a company has more
than one machine facing the internet, it is crucial to limit the number of features to measure. Other­
wise, the model will be needlessly complicated to compute (even impossible for companies with many
machines). To answer this question, we first need to look at the existing literature. Researchers have
studied the topic: many papers provide a list of useful features to measure (and how to process them to
obtain even more interesting features, such as dynamic ones). After creating a first model, this choice
of features will be again evaluated (by comparing the influence of every feature alone or in combination
with others) and, if necessary, modified.

How can those features be collected? Plenty of tools already exist to scan networks, such as
nmap or ZMap. However, network scanning may raise alerts on the internal firewalls (scanning is not
a malicious activity per se, but since hackers often use it to find vulnerabilities, it may lead to alert and
blacklisting if it is not done carefully). Additionally, external datasets such as security reports and APIs
exist, which can be useful to gather different data as well as to compare the temporal evolution of a
feature, which may be helpful as an additional feature.

How can the data be labeled and preprocessed? After having been collected, the data will have
to be preprocessed to fit the machine learning model. The labels must be coherent through the data:
some labels may be grouped to avoid unbalanced data (for example, grouping together two security
levels or incident types to keep enough data on each group to train and test a model).

1.2.2. Machine Learning model and parameters
Finally, what machine­learning model can best predict future breaches based on the data we
collected? Using machine learning techniques will help to classify the data and predict future breaches
based on past events. However, many different models exist: each one has different parameters that
need to be carefully tuned to avoid overfitting or other prediction problems. The literature provides
examples of models chosen for such a goal (for example, Liu et al. [29] uses Random Forest), but the
parameters need to be tested and evaluated to give the best possible prediction. The model can also
be a white or a black box, depending on the company’s need for explainable results and precision in
the prediction.

The prediction of breaches would be more interesting if the severity would be part of the prediction.
To what extent is it possible to predict such data? Machine­learning classifiers give interesting
results when given sufficient data. However, when limiting to a specific incident type or severity level,
the collected data may not be enough to provide a good classifier. Some trade­offs may then work
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better overall, for example by grouping several security levels when there is not enough data on one
of them.

1.3. Proposed solution
1.3.1. Research steps
The goal of the project is to deliver an assessment of the most useful external security indicators that
can be used to build a network intrusion prediction model (as well as an automated tool that measure
these indicators, based on existing toolchains) and their influence on the prediction result and the
probability of a breach; and an assessment of the quality of the model: is it useful for companies and
does it give them insights about the probable future breaches and the indicators to look at to reduce
the breaches’ impact?

We divided the research into the following steps:

• The first step is to gather information about the companies we base our study on. What are their
IP space, what are the indicators we can collect, and what are the possible useful features that we
should collect to have a broad overview of the security posture of all those companies? Scanning
is not the only option here, since many online reports and APIs also provide useful information
about a given host. We chose features depending on what was useful and what we had access
to (since some companies may not give their permission to proceed to a scan of their device, and
some APIs may not be available without paying a fee).

• After choosing the features, the implementation part leads to a script that can collect those fea­
tures and save them to use for later. The script itself is only a tool but necessary for the project.

• The next step is to implement a machine learning algorithm that will take as input the collected
features (as well as the incident and alert data) and returns a prediction of future breaches with
a given accuracy score. To improve the results and make the prediction more accurate, we tune
the parameters until satisfied.

• Once we finalized the algorithm, it returns a set of results to analyze: first, we compute the influ­
ence of different features, to answer the questions about the most influential security indicators,
and what to prioritize when looking to improve the security posture of a company; second to study
the overall accuracy of the prediction: can the prediction be useful even after making approxima­
tions (i.e. collecting only external data and not internal data)?

1.3.2. Contribution
The solution adds the following contribution to the scientific research in the scanning and breach pre­
diction domain: first, it provides an assessment of the most indicators features to include in a security
posture assessment, based on precise incident data that not everyone has access to, as well as an
automated scanning tool to retrieve these features as an external observer. Second, it provides a
model to evaluate those features in a concrete context, an evaluation of the overall performance of a
prediction system based on external data (for the features, but not the incidents, which allows more
precision in the prediction since public incident data is scarce).

Later, a company could use the model by testing it on its private incident data, to find the most
interesting security features to take care of. Since the company knows the cost of implementing each
feature, and the model helps to estimate the cost of a future breach, the company can then estimate
the best investments to make.





2
Background and literature

2.1. Security Investment
This master thesis is part of the TUDelft project ”Towards Outcome­based Cybersecurity Risk Man­
agement” in collaboration with a Managed Security Service Provider (MSSP). The project’s goal is to
study on a large scale the factors that cause a breach and the relationship between controls and se­
curity levels, both at companies’ and end­users’ levels. Most risk assessment methods in companies
are indeed based on security frameworks (such as NIST [1], or ISO 27001 [21]) that mainly consist
of standards and best practices to reduce the security risk. However, these frameworks only provide
a list of controls and very little indication of how these controls are reducing the security risk and the
impact of future breaches, especially for a single company; and fail to connect the security measures
with the impact of future breaches, making it difficult for a company to prioritize their security invest­
ments. Many companies don’t have the incentives to put in place all the recommended good practices
described in such frameworks, either because they can’t invest in all the necessary security equipment
at once or either because they think it is not a priority. Kipp et al. [26] explain indeed that the market
alone fails to give companies incentives to properly secure their networks due to the lack of information
and coordination between the different actors.

It is then helpful for the companies to consider a more precise risk assessment method: what are
the probable breaches, and how are they impacting the company? What are the most efficient controls
against such intrusions, to prevent or limit the impact of the incident? Instead of using a theoretical
description of an ideal secure network as a comparison basis, it would be interesting to understand
how the security level of a company is related to the controls put in place.

Researchers have studied the topic, using data gathered as an external observer, and considering
that the controls inside the company’s network heavily influence what a third party can see from the
company’s network (open ports, servers, etc.), and therefore that the security level can be estimated
using the data. However, predicting breaches using only external data may return poor results since the
public information about reported incidents is scarce: companies are reluctant about sharing security
information online, even anonymized; and the absence of any public framework to report incidents
[25] does not add incentives to disclose breaches. Such databases cover only a small fraction of the
incidents and not all the threat landscape targetting the companies. Using such incomplete data, it is
difficult to build an accurate prediction model.

That’s why it is interesting to continue the research on the influence of externally measurable factors
on breaches, but using more precise data, especially incident data. To that extent, the MSSP provides
us with a set of incidents (manually investigated by security analysts, gathered while monitoring client
companies), with multiple levels of security, that can be used in combination with external data to predict
more accurately future breaches and test whether the external data can provide a precise measurement
of the company’s security posture. After studying the features used in the model, we link predicted
breaches to specific features, depending on the incident type or the breach’s severity. These results
will benefit the companies, as they will have access to tools to assess more accurately their risk. They
can then decide with more precision what controls will be the best investment to reduce the probability
of breach and limit the impact of an incident.

5



6 2. Background and literature

2.2. Scanning and data retrieval
To build such a model, accurate data is essential. To collect the data that is appropriate to measure the
company’s security indicators (or an approximation of), various scanning tools and APIs may be used.

The internet is a vast space that has been studied for years. Many projects had for objective to
measure all the machines connected to the internet and that led to the development of scanning tools,
such as Zmap, and APIs such a Shodan to access that data.

2.2.1. Scanning Definition
Since the internet was created, the number of machines belonging to the global network increased
dramatically: the development of IoT devices alone increased a lot in the past few years to reach 12
billions connection [17, 22] in 2020. Many different people are then interested in studying the remote
hosts in the network, which led to various scanning techniques. From security researchers to automated
services, to attackers, being able to access some information about a remote host is useful for a lot of
people.

The purpose of a scan is to collect data about a remote host. The scanning machine sends a probe
packet (often using the ICMP protocol, but various methods exist, see chapter 3.3) to the targeted host
and waits for a response. The results may indicate whether a given host is up or not, what ports are
open on that host, or whether it is protected by a firewall or not. Depending on specific values inside the
probe packets, the remote host may react differently: depending on the protocols used, the applications
it runs, and the operating system behind it, the answer will be different. By analyzing the answer (or
the lack thereof), an external observer can guess this information even without being granted access
to the remote host.

Such information may be useful for many different usages: some use it to scan the entire internet
on a specific feature and study trends across the globe; others target a specific network range to obtain
the most information about it. Nowadays, scanning is a necessary step in the open­source intelligence
collection, especially to understand the threat landscape and the trends in internet security.

2.2.2. Methods, tools and datasets
The scanning method that allows finding whether an IP address is a live host or not is the following:
the scanning machine sends a packet requiring a response, using the ICMP (Internet Control Message
Protocol), which is used to send error and control messages through the internet. If no firewall in
between the two hosts prevents the receiving host to answer the packet, the scanning machine will
receive an ICMP answer and deduce that the host is up, as well as other information. The scanning
machine can then ask for more specific information, such as the open ports (port scan), as well as the
services running behind it. Other types of ping exist (using different options that can help determine
whether the host is down, or a firewall is preventing the host to receive or answer the ping request), and
can be used in addition to having a more detailed overview of the machine and its access condition.

Most of the services run under officially assigned ports: the IANA has indeed made a list of the
official port for the most popular services or the ones that have official RFC [2], with common ports and
protocols described in table 2.1. It is often assumed (but not always true) that a service running under
port X is the officially assigned service.

By querying specific services, the scanning machine can learn more about them: for example, an
HTTP query will lead to an HTTP response if the host is an HTTP server. Each service has its own
security configuration, some of which can be abused if they are not configured properly (or not up­to­
date with security patches). For example, old versions of SSL/TLS certificates (used widely to protect
websites but also other forms of encrypted communication) are vulnerable to a security vulnerability
called ”Heartbleed” [40]. Some certificates may not be valid (either because they are too old, or not
trusted by the browsers, which may indicate a security issue).

Various tools can be used to collect such data: first, one can use scripts such as nmap, Zmap
[9] or masscan [16], and change the parameters to target the specific hosts or ports that one want to
investigate.

Nowadays can the fastest scanning tools such as Zmap [9] or masscan [16] retrieve the entire in­
ternet in less than an hour (given that the scanning machine has enough bandwidth to send so many
packets per second without flooding his network) [16]. This led to new ways of seeing the internet, and
the emergence of datasets such as Shodan [31] that gather data about every public host in the world
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port number officially assigned protocol
20 File Transfer Protocol (FTP) Data Transfer
21 File Transfer Protocol (FTP) Command Control
22 Secure Shell (SSH)
23 Telnet ­ Unencrypted remote login service
25 Simple Mail Transfer Protocol (SMTP) E­mail Routing
53 Domain Name System (DNS) service
80 Hypertext Transfer Protocol (HTTP)
110 Post Office Protocol (POP3) for email clients
119 Network News Transfer Protocol (NNTP)
123 Network Time Protocol (NTP)
143 Internet Message Access Protocol (IMAP) for email management
161 Simple Network Management Protocol (SNMP)
194 Internet Relay Chat (IRC)
443 HTTP Secure (HTTPS) HTTP over TLS/SSL

Table 2.1: Common ports and the officially assignated protocol

(even hosts that should not be made public, for security reasons: for example, the internal Industrial
Control Systems that operate the machines). If these services are useful for security engineers and
researchers (since it allows these people to collect open­source intelligence about the networks to pro­
tect), they also permit attackers to find information about the network they want to attack, and therefore
their existence and accessibility may be considered as an ethic problem. John Matherly, the founder
of the Shodan search engine, however, affirms in an interview [8] that the real attackers who wish to
prepare illegal attacks on other networks don’t use the engine, because it requires to give personal
information to be used ­and attackers don’t want to be tracked.

2.2.3. State of the art
All these tools have security applications: in their article, Durumeric et al. [10] describe the possible
security applications for their scanner. Since the main advantage of Zmap over Nmap is its speed,
researchers mainly use the scanner for trend analysis. Indeed, Zmap can scan the entire internet in a
limited time, which makes it possible to periodically run the same scan and analyze the differences. For
example, the article analyses the proportion of HTTP servers that use weak keys for their certificates:
by doing such a scan repeatedly over several months, the authors observe general trends. However,
this research is quite large: it targets the entire internet. In their research [10], the authors analyze
different scans. They find that tools such as Zmap or masscan were mostly used to target an important
portion of the IP space (whereas the smaller scans used other tools). These tools are built for general
purposes because they are meant to be used in various different projects.

In our research, we are more interested in small­scale scans. We need to build a tool that combines
the existing scanning tools to our exact purpose and retrieves the specific security indicators we are
interested in; since we only target a few companies, precision is essential. Such a tool doesn’t exist
and will be part of our contribution.

In the end, internet scanning is often investigated. But it is not often linked to the controls and
security indicators of a given company, and rather studied as a whole or as part of attackers’ behavior.
Indeed, researchers often target a single security indicator and study it in depth over a large number of
hosts or all the internet. Our approach is different since we only target a small set of hosts from specific
companies and study in depth multiple security indicators.

2.3. Related work
2.3.1. Intrusion Prediction Models
The importance of prediction
Many researchers have conducted studies on the topic of intrusion detection in cybersecurity. Indeed,
with the increasing number and sophistication of information systems networks, a manual network
inspection to check if there is no intrusion is not possible anymore. The automated detection systems



8 2. Background and literature

allow an administrator to filter the many alerts received to consider only the relevant events.
However, even if the detection systems are efficient, they only give the security administrator an ex­

tremely short time window to act and avoid any harm to a company’s assets. Indeed, once the attacker
gained access to the network, he has a wide range of actions, and it may be too late for the defenders
to prevent the attack. This conclusion emphasizes the importance of a more proactive approach to
network intrusions: by predicting a breach rather than detecting it, the defenders have a larger time
window to reflect on security investments and how they could protect their network, depending on their
priorities and assets.

State of the art
Since the intrusion detection research topic is older, it is also more advanced, and research about in­
trusion prediction is not as prominent [18]. It is, however, gaining popularity because of the advantages
gained by using a proactive approach.

Defenders have adopted various approaches to building beneficial intrusion prediction models, as
described in figure 2.1.

Figure 2.1: Attack prediction and forecasting methods [18]

Various researchers have studied these methods:

• Discrete models: models such as attack graphs or Markov models are discrete models (using
defined steps, unlike continuous models). In their study, Zhengdao et al. use a Markov Model to
predict the future steps and intentions of an attacker based on the systems calls sequences [46].
This model allows a defender to react before the end of the attack; however, the time window
remains short since the model predicts the future step of an ongoing attack rather than future
intrusions. Predicting the attacker’s next steps is interesting for security administrators to take
immediate actions to prevent the attack, but not for security investments. Since the attack is
already happening, there are no possibilities to implement new security measures to prevent the
intrusion.
Similarly, the attack graphs model how an attacker achieves his end goals (for instance privilege
escalation, or data exfiltration) step by step [24]. Some attack graphs studies [24] consider the
security indicators of the network to build the attack graph, by adding values to each network
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nodes depending on its security and impact if compromised. However, the primary usage of
attack graphs is to achieve attack prediction (i.e. predicting the next steps of the attacker) rather
than intrusion prediction (predicting the occurrence or not of intrusion) and its usefulness for
preparing security investment is therefore limited.

• Continuous models: Many works have used time series because of the temporal nature of the
network data. Shi et al. [39] combine time series and an artificial immunity model to build a
prediction model of the network security situation. However, their work is not based on secu­
rity indicators. If the time series gives an accurate prediction of the occurrence of incidents, its
usefulness for prioritizing the security indicators that lead to an incident is limited.

• Machine Learning and data mining models: various machine learning models have been
tested, with different methodologies. These models are described in section 2.3.4.

Data mining has also been used to predict intrusions: Husàk et al. used such a methodology
to forecast attacks and the next steps of an attacker. Instead of relying on a human­curated list
of attacks steps, the authors used a sequential mining algorithm to correlate security alerts with
incidents and later predict future steps in an intrusion. If the data mining algorithms perform well
in such a situation, the authors did not test them in intrusion prediction in the long term.

• Other models: researchers use other more specific models to target specific attacks. In their
study Kwon et al. [28] used the network traffic indicators collected from a honeypot and a regres­
sion model to model the probability of Distributed Denial of Service (DDoS) attack happening.
However, their study concerns only a specific type of attack and aims at predicting the type and
intensity of this attack rather than the target or the security indicators that are related to such an
attack. Because of this, it is in our study more interesting to consider other models which can
predict multiple types of intrusions.

Unconventional data sourcesmay also be used to discover specific attacks or new trends: instead
of focusing on traditional data sources for intrusion prediction or detection (such as incidents or
alerts databases, or security indicators inputs), researchers try to gather information about future
attacks on online forums, or on the dark web. In their study [37], the authors target the attackers
and defenders discussion boards (such as their blog or social media) and extract relevant infor­
mation using text mining. This allows the researchers to detect in advance some cyberattacks
such as wannacry. However, these unconventional sources are often unrelated to a specific com­
pany and, as a result, are not the most efficient tools for building an intrusion prediction system
based on the company’s security indicators.

2.3.2. Conclusion
Various studies have been conducted on the topic of attack and intrusion prediction. However, many
of the techniques discussed focus on short­term predictions, such as predicting the next steps of an
attacker. In the long­term perspective, our research aims at predicting intrusion and breaches before
they take place, to make the company able to invest in the necessary defenses to counterattack such
an attacker, which is not possible with short­term predictions. The introduction of security indicators in
our research also makes discrete models or attack graphs complex to apply since they would not be
scalable. By comparing existing works to the goal of our research, it appears that the machine learning
models are the most relevant: indeed, discrete models are not scalable, time series are not always
possible when collecting security indicators, and unconventional data only targets specific attacks.

2.3.3. The importance of a collaborative environment

Many research has been carried out using public incidents datasets. However, the threat landscape for
incident prediction is evolving quickly. Since the open data is scarce, companies may rely exclusively
on their own alerts and incidents data. But often a single company’s alerts are not enough to understand
the threat landscape and the risks encountered by the companies network.

In their research, Hùsak et al. emphasized the importance of data sharing between companies [20]:
they used a collaborative approach to alerts correlation, by using the SABU database that allows users
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to share alerts. Similar to other works ([19, 18]), the authors predict future intrusions by correlating the
incidents with the alerts generated on multiple different networks.

Indeed, considering a single network as the only source for the alerts or the security indicators
significantly limits the data, especially for machine learning or datamining solutions. A specific company
may have never yet encountered a specific incident and alert group, but they still may be relevant for
prediction purposes.

Limitations of publicly shared databases
Companies still may be reluctant to use shared databases of alerts or security indicators, as well as
intrusions. First, sharing such data may induce concerns about privacy and reputation loss. Sharing
details about intrusions may give insights into how the companies’ networks are structured, and poten­
tial clients may be reluctant to join a network prone to intrusions. Second, there are legal requirements
to satisfy to share data online, and profit from the shared data: laws such as the European GDPR re­
quire specific steps and maintenance to be taken for such a shared database. This means that building
a publicly shared database requires much maintenance, and many companies may not have incentives
to participate. Additionally, attackers may gain access to the public database and use it to counter the
predictions, making them useless.

To counter such limitations, our research uses a private incidents database collected by an MSSP,
which contains the incidents that occurred on several companies’ networks, since the MSSP has sev­
eral clients. This allows us, contrary to previous works, to benefit from detailed incident data from
various sources.

2.3.4. Predictions using security indicators
Predicting breaches is an interesting topic since it allows companies to take action before the inci­
dent, depending on its predicted impact. That’s why researchers have conducted many studies on this
topic. Using security indicators allows researchers to better understand the link between controls and
intrusions.

Using malicious behavior symptoms
First, work has been written on how to predict breaches for a given company in a given time window
[30, 29, 12]. External indicators vary from paper to paper, but one that researchers regularly use is the
index of malicious activities. It uses public blacklists as an indicator of thesemalicious behaviors (spam,
phishing, scanning, etc.) originating from a company’s network. That is what Liu et al. [30] did. In this
article, the authors predicted future breaches based on the data found on public blacklists: indeed, if
an IP is blacklisted, it means that malicious behavior such as sending spam or scanning other networks
originated from it; therefore, the company’s network is not safe, because an intruder was able to gain
access to it and use it for non­intended behavior. It is not only a waste of resources for the company but
a display of poor network security since a non­authorized third party was able to bypass the security
features in place. It is not a direct measurement of the security posture of the company (it does not
measure any controls implemented), but the two seem strongly related since a company with strong
security policies would prevent some attackers to gain access to the network and conduct malicious
activities. First, the authors measured the company’s IP space by querying the Internet Registries
to find what portion of the IP space was allocated to the company; then they counted how many IPs
(per day) in that space were associated with malicious behavior. The result (and the dynamic features
deduced from it, such as the frequency of change in the number of malicious IPs) were given to Support
Vector Machines to predict breaches. However, Kotzias et al. [27] studied the threat landscape through
blacklists and more specialized datasets (such as the reputation logs of downloaded files, obtained
from internal measurements) and conclude that blacklists alone do not match the accuracy of the other
datasets, and thus should be exploited with precaution. In our research, we consider blacklists along
with several other external security indicators for a better precision.

Using additional indicators
To refine the model, researchers have proposed collecting additional features in addition to blacklists.
Some works, such as Liu et al. [29] consider the mismanagement symptoms of a network as a set of
indicators that measure the security posture of a company. After finding the allocated IP space of the
company, they scan it and search for common misconfigurations such as open DNS resolvers (that can
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lead to amplification attacks), BGP misconfigurations, or open SMTP mail relays. The new features
are then combined to the VERIS community database [13], Hackmaggedon [34] and the Web Hacking
Incidents Database [4] (three public databases of cyber incidents) to build a machine learning model
to forecast breaches. Based on the results, the paper then discusses the relative influence of every
security indicator, to determine which are the most important. Edwards et al. [12] also use internal data
(information about file­sharing in the company as provided by the company BitSight) as well as botnet
data from the Anubis network to complete the external features, and predict incidents. However, they
consider only one type of incident, the botnet infection. Our goal is broader: to build a useful model for
risk assessment, all types of attacks need to be considered.

These models make use of several external datasets and use them to predict incidents. However,
they consider only the presence (or absence) of incidents in the prediction and do not try to examine
the influence and the correlation of the diverse features on the incident type or incident severity. To
estimate the impact of a cyber incident, it would be interesting to have precise results on the correlation
between selected indicators and the incident type, severity, or probability. Public breaches datasets
may not be precise enough (since the incident data is often not reported) to build such a model. Our
research further analyze the results of the model by studying the important features: the goal is not
only to build an intrusion prediction model but also to make it useful for risk assessment.

More precise predictions
Only predicting the occurrence (or not) of a breach in the next months isn’t the most useful feature
for risk assessment, since it does not indicate anything about the type or the severity of the breach.
Research has been conducted on the study of incident type prediction: using statistical models rather
than machine­learning ones, some papers [11] [38] [44] modeled the distribution of breach to predict
future incidents and the induced costs. Edwards et al. [11] examined a dataset of data breaches (both
malicious and accidental) to model the distribution of such incidents and find the probability of large
breaches happening in the next years. If this work helps to estimate the general costs of breaches
in a country as a whole (here, the United States), it does not rely on the security posture of a given
company to estimate the costs for a single actor. In their article, Xu et al. [44] use a different approach
for the modelization of the cyber incidents since it describes the breaches by a stochastic process, but
the purpose of analyzing trends in the data remains the same (rather than providing results and tools
that could be used by a company as a concrete model to reflect on their own security investments).

Sarabi et al. [38] go further in the construction of a statistical model to analyze the probability
of each incident type based on the business profile of a given company. Indeed, by computing the
conditional risk prediction depending on the industry type (business, computer, health... as indicated
by the company’s webpage category on Alexa), the paper gives an accurate prediction of the incident
type. This allows a company to reduce the field of security investments and to focus more on selected
incident types, depending on the industry type.

However, the results are quite broad and are mainly influenced by the industry type rather than the
security posture of the company. It does not study the link between the security posture and the (future)
incident type. Our research adopts a different methodology: rather than studying the trends among a
group of companies, we focus on concrete security data and try to link directly those to the probability
of breach, regardless of the industry group the company belongs to.

Conclusion
To conclude, the public data on breaches is scarce since many data breaches go unreported [14],
therefore the model built on such data may be not precise enough to allow companies to allocate at
best their security resources or estimate the impact of future breaches. That is why it is interesting to
combine external data (to estimate the company’s security posture based on information that anyone
can access) and internal incidents reports, to have a more fine­grained analysis of the situation. It
would also be interesting to link the estimated impact to the security posture (as it has been measured
externally), to have an overview of the relationship between the external features and the impact of a
breach: this study has been done in [29], but only for the prediction of breaches, and without linking the
features to the incident type or the impact of the breach; in [12] (but only for botnet infection) without
linking the features to the incident type or severity. To evaluate the result of security investments, it
is useful to study the relationship between the measured features and the outcome (i.e. the impact of
future breaches), and not only predict the occurrence of a breach.
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Finally, these studies are mostly focused on studying trends among a large set of companies rather
than directly linking the security posture of a company to the probability of incidents. A more con­
crete analysis would help to understand the link between security investments and the impact of future
breaches if the available data about security allows such an analysis. For a company, it would provide
an additional source of information to decide the security investments; for researchers, it would pro­
vide a base list of interesting security features to look at (or how to compute it depending on openly
available data) for security posture measurements. Our research aims at solving this gap by providing
an intrusion prediction model based on precise incident data, to understand the influence of external
security indicators and the probability of breach inside a company’s network.



3
Scanner

3.1. Introduction
An outsider (being either an attacker or a security researcher) can access some information about the
network of a company by querying the public IP addresses inside it. However, such analysis requires
some research to define a specific goal since the number of features that can be collected from a live
host is huge: with 65 535 possible ports and a large number of possible protocols for each host, an
exhaustive analysis of a large IP range is not possible for time reasons. Zhang et al. [45] select a
limited number of representative security features (such as DNS security features, or whether the SSL
certificates are trusted by the browser or not). Liu et al. [29] draw on this research and select five of
these eight features to conduct their research (the Open recursive resolver, source port randomization,
BGP misconfigurations, the untrusted certificates, and the SMTP server relaying).

We based our scanning script on these features as well, but couldn’t analyze the results without
the approval of the companies themselves. Since companies can see a scan of their network as a
nuisance (because it consumes resources) as a nuisance, due to ethical concerns and consent issues
with the MSSP, the scanning didn’t occur.

Such a scanner is an effective tool to measure the security posture because it captures precise
data associated with a given company, and homogeneous data among multiple companies if multiple
companies are tested. Many scanning tools already exist, but either focusing on security features
we are not interested in or as toolboxes with many possibilities and no guide to distinguish the useful
features from the less useful. Our tool then acts as a stand­alone scanning tool that can gather accurate
data for security analysis.

3.2. Methodology
The goal of the scanning tool is to measure the most interesting security indicators, i.e. some external
measurements on the public hosts of a company related to security: for example, whether a protocol
implements the recommended best practices (or not) is a security indicator.

The external features to measure can be collected using the following methodology:

• Performing a first literature review of the work done on scanning a company’s network and scan­
ning tools as well as useful features to collect for breach prediction. The literature review gives
the first list of indicators to use in the model.

• Then considering the already existing tools and how to use them: many scanning tools (Zmap,
etc.) already perform part of the work. However, they need to be tuned (and sometimes require
additional scripts) to gather exactly the features we want.

• Contacting the companies to avoid any ethical issues: some may be reluctant on network scan­
ning, or may blacklist any IP that conducts scanning on their network.

• The data couldn’t be collected because the companies didn’t give their consent. However, this
can be done in further works.

13
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3.3. Scanning methods
A scan is part of the network reconnaissance strategy: its goal is to determine what hosts are up and
what ports are open on the available hosts.

A network scan is based on the following architecture: the sending host sends a probe (it can be
a UDP or TCP probe, depending on the type of scan) to the receiving host. In a default configuration,
the receiving host, if it is up, sends a response back to the sending host after receiving the probe. If
the sending host receives the response, it means that the receiving host was up; otherwise not.

Different scanning methods exist:

• The TCP scan: the client sends a SYN (or another specific packet for other methods but the SYN
is the most common method) packets to the host on the port he wants to test. If the port is open,
it responds with an SYN/ACK packet, and if it is closed, it responds with an RST packet (to reset
the TCP channel);

• The UDP scan: the client sends a packet to the host, and if the port is closed it responds with an
ICMP packet (port unreachable) which indicates that the port is closed and otherwise, it is open.

Different scanning strategies also exist:

• The vertical port scan targets a single host and for every (or a subset of every) port, sends a
packet to see whether this port is open or not. This strategy is often blocked by firewalls since it
is easy to detect by automated rules and often used by attackers that target a specific machine
as part of the reconnaissance strategy;

• The horizontal port scan targets a single port on a (possibly huge) list of hosts; it can be used
by an attacker to exploit a specific vulnerability in any machine, for example. However, it does
not give a precise overview of the other services running on a given machine.

• The block scan targets a list of IP addresses as well as a list of ports, and every port is tested
for every machine.

This scan returns a list of ports and available hosts, which are not in themselves a result of the
security posture and need to be further analyzed in order to return interesting data.

3.4. Tools used
A large number of tools already exist to perform scanning, depending on the goal of the user.

Nmap is a famous scanner that is often used in research since it allows every user to write and
use custom scripts for more specific scanning purposes. For example, we can launch the Nmap script
against DNS servers to check whether they are open resolvers or not. It makes it easy to design a
first scanning tool to gather whatever information we need. Nmap is connection­oriented: it sends a
connection request to the target and waits for the response before reaching the next target.

Because of that behavior, Nmap is not fast and therefore is not indicated for scanning large networks
since it takes too much time to retrieve the results. That is why faster tools exist, such as masscan
or Zmap. Both scanners are asynchronously running, which means they do not wait to receive the
answer to their connection request before asking the next target. It makes them less accurate (unable
to recognize dropped packets for example) but also much faster.

Zmap is a fast scanner: with a 1Gb Ethernet connection, it can scan the entire IPv4 space (232
different IPs) in around 45 minutes. It solves the problem of the scanning speed. However, Zmap does
not yet support the multi­port scan, which is an extensive part of our research: it only targets a single
port for each running instance. To perform a multiple port scan, we should run multiple instances of
Zmap simultaneously, which reduces the overall efficiency of the software. That’s why we rather use
masscan because it is better oriented towards our research objectives.

However, masscan is only useful for finding the hosts and open ports on a given network, whereas
my analysis goes further. That is why we set up masscan to find the list of open ports, and on this port
perform further analysis to obtain details. For this analysis, we used different tools, as described in
figure 3.1:

• Zgrab to grab the banners for a predetermined list of common services;



3.5. Scanning for services 15

• dig to obtain more information about the DNS configuration if the host is a DNS server (i.e. has
its port 53 open);

• The OpenSSL library to check the certificates of a host;

• Nmap to check options about the SMTP hosts (Nmap alone is quite slow, but it is not problematic
when checking a specific configuration on only few hosts)

Figure 3.1: Schema of the scanning tool flow

3.5. Scanning for services
The first goal of the scanning tool is to detect what services run on a given host. Many services may
run on a host, and multiple services may run on different ports. Vertical scanning is often impossible or
impractical, either because it takes too much time (the goal is to scan many hosts and not only a few);
or because it is automatically blocked by a firewall after a few steps. To tackle that issue, we chose the
following trade­offs:

• Only scanning 1000 ports amongst the Nmap top ports ( which is enough to catch around 90%
of the TCP open ports and 49% of the UDP ports according to the Nmap documentation [6]):
this limits the time resources it takes to scan a single host and is more likely to be allowed by a
firewall;

• Considering that each service runs in the officially assigned IANA port (so instead of testing a
probe of each possible service on each possible port, we assumed that the port number gave the
right indication about the service), instead of testing every possible protocol on every open port.

It allows the script to scan in a reasonable amount of time.
The first step of the scanning process is to retrieve the available hosts and their open ports on the

given network. This is done using the masscan tool in the command line:

masscan <network blocks > −p <por ts > −− ra te 10000 −oJ r e su l t s . json
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3.6. Misconfigurations
Once the tool has detected which service runs on a given host on a given port, it can go more in­depth
to detect the presence or absence of any known misconfigurations. We checked for the following
misconfigurations, based on the ones detected by Liu et al. [29] (where the prediction model achieves
90% accuracy):

• Whether a DNS server is an open resolver or not. An attacker can abuse this type of DNS server to
provoke amplification attacks, and therefore should be avoided in the company’s private network
or filtered to allow only the employees of the company to access it;

• Whether a DNS server implements source port randomization (to protect against cache poisoning
attack);

• Whether an SMTP server is an open relay (which can be abused to send spam messages);

• Whether an HTTP host has a valid certificate that the browser trusts (i.e. whether the chain of
trust is validated by a root certificate authority among the trusted CA database from Firefox [5]);

Rather than an indication of vulnerabilities, these misconfigurations are an indication of the security
posture of a company: they go against the recommended best practices of Internet protocols and
therefore, are representative of a lack of security interest in the company.

3.6.1. DNS misconfigurations
The Domain Name System (DNS) service stores the information about the domain names. Each DNS
server keeps data about multiple domain names, such as the IP address of the machine that runs the
process associated with the domain name.

An open resolver DNS server answers recursive queries from anyone: when the server itself doesn’t
know the answer to the request, it will ask another DNS server about it and return the full answer to
the client who originated the request (see figure 3.2). However, an attacker can easily make such a
request in the name of another victim machine, which will then receive the large packets, as described
in figure 3.3. Since the query packet is much smaller than the answer packet, a single attacker with
limited power can generate a huge volume of packets and flood the victim machine in what is called an
amplification attack. The resulting Denial of Service canmake entire websites and services unavailable,
such as the attack that targeted Spamhaus in 2013, caused by open resolvers [35].

Another attack that specifically targets the DNS service is the cache poisoning attack (also called
DNS spoofing): to redirect users to a malicious page (instead of the real benign page), an attacker can
attempt to answer the DNS queries received by the server before the DNS server itself: the client will
cache the first answer it receives and will be redirected to the wrong machine, as described in figure
3.4. DNS packets contain a query ID that the attacker needs to guess to perform a successful cache
poisoning (if the query ID of the answer is not the same as the query ID from the request, the client
will ignore it). However, the attacker can perform the query as many times as he wants using the DNS
extra records: even if the likelihood of guessing the right 16­bits query ID is very low, it becomes much
larger in hundreds of attempts. To counteract such an attack, one solution is to increase the entropy
of the numbers to guess and randomize the source port of the query: the attacker also has to guess
the source port, which makes the likelihood of a successful attack much lower.

3.6.2. SMTP misconfiguration
The Simple Mail Transfer Protocol (DNS) is a protocol dedicated to sending and receiving electronic
mail messages on amail server. It frequently runs on port 25 over a TCP channel, and the client initiates
a connection by sending string commands. Contrary to other mail protocols such as IMAP or POP, it
is used only to deliver messages (and not managing email inboxes on the user side).

Some SMTP servers are configured as open relayers: they pass on every message they receive,
without looking at where it comes from or where it is supposed to go. Because of this lack of security,
an attacker may abuse the open mail relays such as spammers who send messages in bulk from these
open relays. Because of this behavior, the open relayers are often blacklisted; and a given company
shouldn’t configure one of its public mail servers in that way.



3.7. Banners and CVEs 17

Figure 3.2: Schema of a query to an open resolver server

3.6.3. SSL/TLS certificates
With the rising adoption of encryption over the internet, many hosts nowadays use an SSL or TLS
certificate to authenticate themselves and encrypt the connection with another machine using a pub­
lic/private key pair. A hierarchy of authorities is needed to validate the end­entity certificate: at the top
of the chain of trust, a Certificate Authority (CA) validates an intermediary certificate (which can then
validate another intermediate certificate, and so on), which will validate itself the end­entity certificate.
If any certificate in the chain of trust is not valid, the end­entity certificate is not valid as well, which
compromises the security of the host.

Multiple reasons may cause a certificate to be invalid: certificates have specific dates of validity,
after which they are not valid anymore. If a company cannot renew its certificates in time, they become
invalid.

Some certificatesmay be valid but not properly configured: for example, some cryptographic schemes
options for configuring a certificate are not up­to­date with today standards in cryptography and should
not be used (for example, when using the RSA algorithm, keys should at least have 1024 bits otherwise
it is feasible to break it with brute­force computation). Some others may be validated by an intermediary
certificate or a certificate authority that is not trusted by most of the browsers, either because they are
self­signing, or because they are not part of the certificate authority trusted by Mozilla of Chrome.

3.7. Banners and CVEs
Another potential security attribute to analyze is the banner collection: the banner request (using a tool
such as ZGrab) may return as a result a string containing information about the application used by the
service as well as the version (e.g. ’OpenSSH_8.0’). We can use this information to find the associated
CPE (Common Platform Enumeration), which is a formalized naming scheme for applications and
services, using the CPE dictionary [32]. The CPEs obtained can then be linked to the CVE (Common
Vulnerabilities and Exposures) that are related to specific software and version, using NIST API [3] and
the CVE database, as described in figure 3.5. Each host may therefore be linked with multiple CVE
depending on the security misconfigurations that appear in the banner (if the software is not up­to­date
with security patches for example). However, many banners don’t contain any information about the
software used and its version, which prevents us to draw a conclusion about the security status (i.e.
safe or unsafe) of the given host.
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Figure 3.3: Schema of an amplification attack

To perform the banner grabbing, we used the Zgrab tool, which takes as input the host to scan and
the service to ask. Several services are supported by Zgrab (HTTP, TLS, MySQL, MSSQL...). If either
one of these services is running on the host, we launch a Zgrab banner grabbing process.

The severity of the security flaws found in the companies’ machines can be another feature. Similar
to the other scanned features, it requires however the company’s approval before investigation.

3.8. Scanner’s performance
3.8.1. Performance on a local network
The scanner was first tested on a TUDelft local network using an available virtual machine, with the
following CPU: Intel(R) Xeon(R) Gold 5218N CPU @ 2.30GHz. To scan the local network of
256 hosts on 1000 ports, the performance was the following:

• Time: 56,2461s

• CPU usage: up to 15%.

In total, 10 hosts were up, including 4 DNS servers and 3 HTTP servers (open on ports 80, 8080,
and 443). We can decrease the time it takes for the scanner to go over the whole network by increasing
the number of packets sent by masscan. However, this may overload the network depending on its
bandwidth; some parts of the scan (such as API requests or using specific tools such as dig) still take
a fixed amount of time that can’t be reduced.

3.8.2. Performance on real hosts
Testing on a local network only does not capture well the scanning time, since real hosts outside a
local network may cause additional network delays. The local TUDelft network also has a reduced set
of hosts which may not represent the diversity of hosts found in other companies’ networks (such as
additional services that may take longer to analyze). That’s why it would be interesting to measure
the scanner’s performance on a set of real networks; however, this requires prior approval from the
network’s owner for ethical reasons, and couldn’t be performed on our research.
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Figure 3.4: Schema of a cache poisonning attack

Figure 3.5: From banners to CVEs





4
Datasets

4.1. Introduction
To achieve our research, we need to gather data. The scanning algorithm gathers part of it. However,
it is necessary to add other sources of data (such as the incidents, and features that can’t be gathered
by usual scanning methods). The goal of this part is to find security indicators (from an outsider point
of view) that will later feed the machine learning algorithm. Therefore the collected data needs to be
consistent and have a significant volume (i.e. too little data may lead to incorrect results in the data
analysis part).

In addition to the scanning tool, therefore, we studied several datasets which collected various
security features.

We separate the gathered data into four different sections: first, the companies’ data, containing
their IP range as well as the industry they are working in; then the data gathered using various API and
datasets features, as well as the Shadow server reports (to which we dedicated a whole section since
the reports are complex); finally, the incident dataset, containing a set of incidents that occurred on the
companies’ network, provided by the MSSP.

4.2. Methodology
After creating the scanner, the internal data (the alerts and incidents dataset) can be collected, along­
side additional external data about companies’ networks, using the following methodology:

• Collecting internal data and requesting the incident data from the MSSP.

• To replace the security features that couldn’t be collected by the scanner, gathering data from
Shadowserver, an external security dataset; analyzing the available reports to find the most useful
ones.

• Making every data consistent (labeling on severity levels and incident type), ready to be used in
the context of a machine learning algorithm.

4.3. Companies dataset
To perform the data analysis, we need the IP networks used by the companies. Indeed, we target a
specific list of companies (from which we have detailed incident data), but our scanning tool targets
hosts.

For anonymity reasons, the list of companies is based both on the MSSP clients and non­clients,
with no way to distinguish between them. The companies’ names were also anonimized in this report.

The client data is comprised of 60 companies associated with their area of interest, from e­commerce
platforms to banks and telecommunications companies. Since some other datasets have historical data
(dating back to 2014), we also made a temporal analysis using historical WHOIS data. Indeed, the IP
space evolves constantly, and the companies may have drastically changed their IP space. Therefore,
considering only the actual network of a given company may lead to errors in further analysis. That’s
why we adopted the following methodology:

21



22 4. Datasets

• For each date of the historical WHOIS data, search through the list of dutch companies (i.e.
companies that have IP addresses listed as Dutch in the ”country” field of the database) for the
exact name of the company;

• If no IP is found for a given company, search if it is not because of wrong name formatting (i.e.
BV instead of B.V.). This step was enough to solve the majority of companies not found.

This methodology results in a list of networks associated with a company. There may be errors
among the results:

• the IP blocks may contain sub­networks that are allocated to another company;

• there may be some misclassifications of IPs for a few days after a change in a company’s IP
space since the WHOIS data is studied at intervals of a few days;

• the company may have additional IPs that are not part of the blocks found. For example, the
company may have additional web services hosted on a third­party server (e.g. cloud storage)
or may use other third­party services to increase their online presence (Content Management
Systems...). Even if those IP addresses are not technically part of the network owned by the
company, they are still part of the company’s security posture and any vulnerability on those
hosts will influence the company’s overall security.

These errors may lead to inaccurate security indicators: for example, if a company rent a network block
to a client with a poor security posture, they might be several intrusions happening on that network
block. In the end, the prediction model may return features that are relevant for the client rather than
the company we are really interested in. However, the question of finding the exact IPs belonging to
a given entity is a complicated study. The number of features collected on the IP blocks should be
enough to counterbalance the limited number of erroneous IPs.

The temporal data as seen in figure 4.1 shows that a few companies changed their network a lot.
Whereas there is companies who remained quite stable over time (with few changes in the size of their
network), some others encountered drastic changes (see the blue line, which represents a company
that multiplies the size of its network by a factor of 10 after 2018). This proves that taking into account
the evolution of the companies’ IP space is a necessary step.

This dataset allows us to map companies with their network. This is a necessary step because the
hosts we consider are part of a company, and therefore are heavily influenced by the security posture
of the company (rather than being independent machines); it makes little sense then to consider the
security posture of a single host, especially since the incidents are often linked to a company rather
than a single host or IP address.

4.3.1. The Spamhaus dataset
In addition to scanning features, researchers often consider the blacklist data [29]: the addresses
added to blacklists are IP addresses that take part in malicious behavior (sending spam messages for
example). When such malicious behavior originates from a company’s network, it is considered as an
indication for its security posture (even if this feature alone is not enough to estimate the security posture
[27]). To find the blacklist information, we used the Spamhaus dataset [43]. This dataset consists of a
daily list of IP addresses or domain names separated in the following files:

• Spamhaus Block List (SBL): a list of addresses that have been involved in email related mali­
cious behavior (sending bulk spam messages for example);

• Exploits Block List (XBL): a list of addresses that are infected by third party exploits or malware;

• Policy Block List (PBL): a list of end­user addresses that should not send unauthenticated SMTP
emails. Since this list does not show any malicious behavior, it was not used in my analysis.

• Domain Block List (DBL): a list of domains that have a poor reputation. Since I am working on
IP addresses and not domains, this list was not used in my analysis.

This dataset allows us to consider additional information coming from external sources that a scan­
ning tool alone could not have detected.
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Figure 4.1: Evolution of the number of IPs for the considered companies over time

4.4. Shadowserver dataset
4.4.1. Presentation
In addition to the other APIs and datasets, the Shadowserver dataset [41] consists of a large number of
reports, covering the time window between 2014 and today (depending on the report, some may cover
a different time window). Each report is divided into several columns, containing a timestamp (time at
which the scan was conducted), the IP address (IPv4 for most of the reports) of the host that falls under
the description of the report, and several additional information that help to categorize the host.

The data are grouped by geographical regions: we only used the netherlands­geo part of the dataset
since the companies we are interested in are Dutch.

The Shadowserver dataset covers a large number of security features such as the one we were
looking for by creating the scanner (even if not all the scanner’s features are represented in the Shad­
owserver reports: for example, the SMTP open relay misconfiguration is not present), with the addition
of the historical data. Since the scanning couldn’t take place without the approval of the companies, no
data could be collected. The Shadowserver features may replace this data for our current research. In
further works, the scanning tool can be used instead of third­party datasets such as the Shadowserver
reports.

4.4.2. List of the reports
Some reports target a specific service for security reasons; for example, a service that provides no
encryption or authentication and may leak data; or a service that may lead to an amplification attack,
and list every IP address that publicly offers this service.

The following services may be abused and lead to amplification attacks: QOTD (Quote of the day),
Netbios (to help application communicate on a local network), CharGen (used for debugging on TCP
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networks), NTP (Network Time Protocol), SNMP...
Some other reports may be subject to misconfiguration and lead to abuse of the network, or con­

cerns protocols that should not be accessible to the general public (even without configurations prob­
lems or vulnerabilities). It concerns protocols such as:

• FTP: because it is not encrypted and may leak information;

• vulnerable SMTP: contains a list of SMTP servers that are vulnerable to specific vulnerabilities;

• vulnerable HTTP: HTTP servers that only use vulnerable basic authentication;

Another type of report already talks about the breach since the http vulnerable report describes
only the websites that researchers determined were breached. This is a result of the security posture
so it must not be used in the same condition as the other reports.

4.4.3. Overview of reports
Some reports may not contain information that we deemed useful for our research. For example, some
reports only use IPv6: since our research is based on IPv4 networks, the IPv6 information is useless
to us. These reports were discarded and not used further in the research.

A first analysis of the reports shows, for each dataset, the number of IP addresses of a given
company that is mentioned in each report depending on the day; it shows that some features are
evolving in time (for example, more IP addresses are accessing the Microsoft sinkhole in 2014­2015
than in 2020­2021).

It is noteworthy to notice that the Shadowserver foundation allows the owners of network blocks to
opt­out from the scans they do. This may increase the number of false negatives in the dataset since
some companies may not appear in some reports because they chose not to (rather than this being
the result of their security posture).

4.5. The MSSP dataset
The alert and incident dataset is divided into two files: the first is the alert dataset, i.e. all the alerts
triggered by the rules implemented in the firewalls; the second is the dataset of incidents, i.e. a set of
grouped alerts that an analyst inside the SOC deemed to be related and causing a breach.

In the literature, the incident data used for breach prediction is often public: for example, Liu et al.
use [29] public incidents databases. The incidents are distinct, since public databases only contain
successful attacks (unsuccessful ones are not reported), whereas the MSSP dataset contains more
incidents, with successful hacks but also attempted incidents. It makes the MSSP dataset more de­
tailed; the classification will then be more precise and the model may be able to predict different types
of incidents and not only the successful attacks that are reported in public databases.

The incident dataset is the one we mostly used on our machine learning model: it is related to real
incidents, and not automated alerts, therefore is a better indication of a breach. It contains the following
columns:

• incident_id

• submit_stamp, in this format: ”2009­10­06 08:58:50+00”

• alert_level, which can take the following values: −2 (not interesting), −1 (false positive), 0 (un­
determined), 1 (interesting), 2 (low­risk), 3 (high­risk), 4 (successful hack attack);

• category: describes the alert level in a string rather than an integer;

• subject: string that identifies the company the incident is related to;

• open_stamp

• response_stamp

• done_stamp

• is_escalated: whether the MSSP manually escalated the incident to the company;
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Figure 4.2: Number of incidents per day over time

• description: based on the description of the first alert that belongs to the incident;

As we can observe in figure 4.2, the MSSP dataset contains incidents from 2009 to 2018. Most of
the time, the number of incidents stays below 50. However, this concerns all incidents (i.e. all samples
with a severity score strictly superior to 0).

We can indeed notice in figure 4.3 that the proportion of incidents on a given day highly depends
on the severity score: as expected, the largest numbers of incidents are always the incidents with a
severity score of 1 (interesting but not risky). Indeed, on the 24 190 incidents considered, 19 697 have
an alert level of 1. The incidents of other severity appear a lot less in the dataset: there are only 1938
incidents of severity level 2 (low­risk), and 2541 incidents of severity level 3 (high risk). The severity
level 4 (successful attack) is the rarest, and only occurs 14 times in the dataset.

In figure 4.4, we notice that the companies considered have a different repartition of incidents over
time. Most of them register less than 50 incidents per day, except for the peak (already seen in the other
graphs) in 2017 (which is, as seen in figure 4.3, only composed of ”interesting” incidents i.e. incidents
without risks) for a single company.
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Figure 4.3: Number of incidents per day over time depending on the severity
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Figure 4.4: Number of incidents per day over time depending on the company





5
Machine learning model

5.1. Introduction
Once the data from the scanning or the datasets are collected, a first statistical observation shows that
the features are not strongly correlated with the label (i.e. whether at least an incident occurred on that
day or not), as seen in figure 5.1: when studying the correlation between the features and the labels,
we observe that all the features have a correlation score with the labels below 0.22. This shows that a
simple statistical analysis of the features pattern is not efficient enough to predict breaches and that a
machine learning model will help us to explore the data.

Following the forecasting methodology described in the paper by Liu et al. [29] but using a different
set of features, we train a Random Forest Classifier model to classify whether an incident happened
on a given day.

5.2. Methodology
After having collected and set up the data, the next step is to build the prediction model based on the
collected data. The methodology is the following:

• From the collected data, building the features that seem interesting as determined by the literature
review. Some features are directly given by the external data or need a bit of processing (for
example, the number of blacklisted IPs per day), and some others need to be build from the
external data (for example, the average number of blacklisted IPs or the frequency in the variation
of the number of blacklisted IPs).

• First performing a literature review of the possible models, with their advantages and drawbacks,
as well as a review of the processing steps; choosing a model based on this review and the
prediction needs.

• Preprocessing the data (to avoid unbalanced categories for instance).

• Building the classifier as we defined it in the previous steps to run it on the training data.

• Testing the classifier and studying the results: what is the accuracy score? What accuracy mea­
surements are the best to represent the classifier?

• Tuning the parameters to obtain the best possible results and conclude: what are the important
parameters and why? What are the possible trade­offs (e.g. between the false positive and false
negative rates)? What do they mean in our study?

• In the final model, studying the relative influence of each feature (what are the features that
produce relevant results and the features that could be dismissed to simplify the model without
performance drop?) and draw conclusions on the relationship between the external features and
the security posture.

29
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Figure 5.1: Correlation of each feature

5.3. Features set
To build a prediction model, we used the results from the scanning along with the external datasets.
The scanning tool gives us the following features:

• The scanned features (4): using the scanning tool, we can list the hosts that implement specific
misconfigurations, and group them by companies to see how many hosts are misconfigured in
the network of a specific company;

• The blacklist data (1): the scanning tool also retrieves specific blacklist data using an external
dataset. For a given company, we can then count the number of hosts that are mentioned in the
blacklists on a given day.

• The CVE data (1): using the scanning tool, we can also retrieve the CVE associated with a given
host and group them by companies to keep an overall severity score over each company.

As soon as we obtain the authorization to scan the companies’ networks, these features can be used
in the machine learning model.

As we are still waiting for the scanning authorization, we used another set of features instead, using
the additional datasets:
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• The Shadowserver features (64): the security reports provide us data separated into 64 different
categories (each category focused on a specific security misconfiguration or a specific protocol as
described in section 4.4). For each category, we count the number of hosts from a given company
inside the report for each day. It gives us 64 features to feed the machine learning model.

However, these features need a bit of preprocessing before being relevant for the machine learning
model.

5.4. Preprocessing
Before feeding a machine learning model with the data, however, preprocessing steps are necessary:
we need to convert every data into numbers, and make the features represent as much as possible the
security indicators (and not any other indicator, such as the network size of the company, which is not
an information related to security).

5.4.1. Encoding
Building the dataframe
To analyze the data and feed it to a machine learning model, we build a list of data samples based on the
collected security features. Since temporal data is available, we grouped the data by day (depending
on the company): for a given day, for a given company, we associated all together the different security
features concerning that company for that day (i.e. the number of hosts belonging to the company
associated with the security feature). The dataframe has the following organization, as described in
table 5.1.

day company ID security feature 1 security feature 2
04/06/2018 1 0 0
04/06/2018 2 5 2
05/06/2018 1 0 3

Table 5.1: Organization of the dataframe with different security features

Taking size into account
One important thing to consider is the influence of the size of a company: the number of available
hosts is not a security feature, but will directly affect the number of incidents on the network. To better
represent the security features, we then choose to encode the size in the features themselves, by
dividing the number of hosts mentioned in the Shadowserver dataset by the size of the company’s
network on the given day.

The industry type
Another feature that can be deemed relevant is the company’s industry: each company is associated
with an industry name (whether it is a bank, a hospital, a telecommunications company, etc.). Since
the machine learning algorithm works only with numbers, we converted the strings to integers.

Various methods exist to convert categorical data to a format usable by a machine learning algo­
rithm:

• One­hot encoding: for each sample, a new column is created for every possible category. For
a sample belonging to a given category, we put 1 in the column of the given category and 0 for
every other column. For example, if there were three possible categories: e­commerce, web­
hosting provider, and university, a data sample from a company would have the following values,
as described in table 5.2. However, this encoding method leads to a lot of additional columns,
which may lead to overfitting and increase the time complexity of the model, as the number of
features increases with the number of categories.

• Ordinal encoding: each possible category is associated with an integer, and this integer is used
instead of the string. For example, if e­commerce is associated with the value 1, web­hosting
provider is associated with the value 2, university with the value 3, the data sample belonging to
an e­commerce company will have the following values (see table 5.3). This does not increase the
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industry e­commerce web hosting provider university
e­commerce 1 0 0
web hosting provider 0 1 0
university 0 0 1

Table 5.2: One hot encoding for a e­commerce company

number of features for the machine learning model, which is good to avoid overfitting; however,
it creates a create a partial order between the industries, which is something that does not exist
in reality and may cause bias in the machine learning model. This is the solution we chose
in the model because the data samples already have a lot of features, and overfitting would
be problematic using one­hot encoding; since the industry feature is not selected in the final
model (because it is not an indication of the security posture), the addition of a partial order is not
important.

industry category
e­commerce 1
web hosting provider 2
university 3

Table 5.3: Ordinal encoding for a e­commerce company

Similar to the size, this feature will give indications on the number of incidents, especially for industry
types such as web­hosting providers or internet service providers (since the IP blocks are still consid­
ered as part of the company, even if it is rented to clients, and the large size of the network will produce
more incidents) and can help to predict future incidents with better accuracy. However, the industry is
not a security indicator in itself and should not be used in the prediction, since the algorithm’s goal is
to model the security posture. Taking the industry into account would lead the model to consider the
global incidents trends in the specific industry group considered rather than the security posture and
would penalize outliers (e.g. the companies in a given industry group that have a far better ­or worse­
security posture than average).

Labeling the incidents
The goal of the model is to predict whether there was at least an incident on a given day depending on
the features. It was encoded as follows:

• if an incident (of severity score strictly superior to 0, since the incident with a severity score equal
to or below 0 are not incidents but false positives, see section 4.5) or more occurred on a given
sample (i.e. a specific day for a specific company), this sample is labeled as 1 (meaning at least
an incident happened).

• Otherwise, the sample is labeled as 0.

This binary labeling allows us to compute the accuracy as well as the precision and recall of the clas­
sifier, which is important to measure the effectiveness of the prediction.

5.4.2. Sliding windows
To take into account the previous states of the company to detect whether it is more prone to an attack
or not, one can shift the previous values of a security feature to encode the state of the previous day as
well as the day before. This helps the machine learning algorithm to detect patterns and not only single
points in space. In their article, Liu et al. [29] used similar sliding windows, but only for the blacklist
data since the authors didn’t have access to the temporal data for the other security features.

On the contrary to time series (which are not designed for Random Forest models), sliding windows
only describe the past state of the security indicators used as features (and not the occurrence or not
of incidents in these past states).

For a given security feature, for a size of the sliding window of 2, the data would be transformed as
described in table 5.4.
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Sample ID feature label
1 1 0
2 0 0
3 3 1

(a) Initial data

Sample ID feature feature ­ 1 feature ­ 2 label
1 1 / / 0
2 0 1 / 0
3 3 0 1 1

(b) Transformed data

Table 5.4: Data transformation when using a temporal sliding windows of size 2

The first 𝑛 samples for a temporal sliding window of size 𝑛 don’t have values in some of their
columns, and therefore must be discarded, because we don’t know the values before the first sample.

That way, the previous values of each feature are encoded into a new column, meaning that the
classification algorithm can interpret temporal patterns. However, for a multivariate time series analysis
such as the one performed here, adding several columns per feature can rapidly lead to overfitting. That
is why it is essential to limit the number of features to apply the sliding windows to. In our research,
we selected the 4 most important features (as determined by a previous run of the classification model
without the sliding windows) and applied sliding windows of various sizes to it to analyze how they
influenced the results.

The results are described in section 6.1.2.

5.4.3. Unbalanced data
Since the data is unbalanced (the occurrences of incidents are far below the size of the data without
incident), additional algorithmsmay help to have better accuracy of the prediction. We used the SMOTE
algorithm [7] using the imblearn Python library.

The goal of the SMOTE algorithm is to create new training data in the minority class based on the
already existing samples. The algorithm processes the data as follows, for every sample of the minority
class:

• It finds the k nearest neighbors of the considered sample (with a default value of 𝑘 = 5);

• Depending on the sampling strategy (i.e. the number of new samples we want to create) the
algorithm then selects randomly some of those neighbors, and for each sample in the selection:

• It creates a synthetic sample between the original sample and its neighbor by taking the distance
between the features, multiplying it by a random number between 0 and 1, and add it to the
originated sample (therefore, it creates a new sample on the line between the original sample
and one of its nearest neighbor).

According to the algorithm’s authors, it performs best when combined with undersampling of the
majority class: using both oversampling on the minority class and undersampling on the majority class,
the training set becomes more balanced, which is helpful for the classification.

The results obtained using SMOTE on the incident classifiers are described in section 6.1.2.

5.5. Choosing a model
Many papers [29, 12] about breach prediction chose the Random Forest learning model: Liu et al.
[29] focus on the Random Forest because it works well with large and diverse datasets, and was
successfully used in previous internet­related studies.

A Random Forest classifier is a set of Decision trees: instead of using a single decision tree clas­
sifier, it uses an ensemble of it and combines the results of every tree by a majority vote. It helps to
reduce overfitting.

The Random Forest classifier also makes it easy to determines the feature importance after training
the model. This is essential for our research since the main goal is not to blindly predict the occurrence
or not of an incident, but rather to link it to the security features, to do an analysis of the security posture
depending on the incident predicted risks.

Other types of classifiers exist, such as the Support Vector Machine or the Multi­Layer Percep­
tron, and we tested their performance on the incident classification to compare them, using the same
methodology for each classifier, as described in section 5.6. The results are visible in figure 5.2.
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Overall, the Random Forest Classifier performs better than other classifiers used for the same pur­
pose: as we can see in figure 5.2, for a given False Positive Rate (i.e. the proportion of genuine samples
that are classified as incidents), the False Negative Rate of the Random Forest is far lower than the
other models. Less False Negative means a better detection accuracy and fewer attacks missed. This
is important: attacks are far less frequent and a detection method that returns everything as a non­
attack will have a good accuracy score but would be disastrous for a company since any missed attack
may have a huge impact. Overall, the Random Forest has an area under the ROC curve (AUC) equal
to 1, which is better than the Multi­Layer Perceptron (𝐴𝑈𝐶 = 0.96) and SMV (𝐴𝑈𝐶 = 0.81) because it
is closer to the perfect model. The Decision­Error trade­off curve confirms this: for a false positive rate
of 1%, the random forest has a false negative rate of 1%, whereas the MLP is over 5% and the SVM
is far over 50%.

That’s why we chose the Random Forest model to do our classification.

5.6. Training and testing methodology
The first step is to train the model on a subset of the data. To do so, we split the data into two sets, with
a training­testing ratio of 67%­33% (33% of the initial data is used to test the model after training).

We first test the model using one Shadowserver report, the compromised websites report, to la­
bel the data; then using the MSSP incident data. Using the MSSP incident data, we tested different
parameters to find whether they are useful or not, using the following methodology:

• First, training the model for every company and testing it and evaluating it on the testing set;

• Then, evaluating the influence of the SMOTE algorithm by training the model using different
SMOTE parameters and evaluating them;

• Considering and analyzing the relevant features by training the model and ranking the features
by their influence on the classification;

• Then, training and evaluating the model on every company separately to analyze the differences;

• Then, considering larger time windows (i.e. instead on grouping the features per day, grouping it
per month or year) and evaluating the differences;

• Adding features using the sliding windows algorithm to understand how the temporal patterns
affect the classification;

• Finally, training separately themodel on the different incident categories to take the incident sever­
ity into account in the classification.

5.7. Testing with the compromised website data
5.7.1. Introduction
Since the incident data given by the MSSP is confidential, we worked first on building the model using
a public incident dataset: the report about compromised websites from the Shadowserver archives.
The data is scarce so the model is not perfect but allows us to find interesting results.

5.7.2. The incident data
The incident data is composed of a list of websites that have been identified as compromised, through
an insecure version of applications running on it or weak credentials. The compromised websites are
then used for malicious activities such as sending spam messages or participating in DDoS attacks;
we are however not interested in the resulting behavior of the hosts but rather the fact that they are
compromised.

In the figure 5.3, we have an overview of the proportion of compromised websites over time. The
total number figure makes clear that the overall number of compromised websites declined over time,
going from more than 40 in 2014 to less than 10 in 2019. It could be because security is taken more
seriously nowadays (with both a more active security community and retribution if the security of a
website is problematic: for example, legal actions can be taken). However, the data from the report is
not safe from false negatives, i.e. the researchers may have missed multiple compromised websites
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that do not appear in the dataset even if an attacker was in control of the host. The decline over timemay
then results from the attackers being more stealthy, or the security breaches being more challenging
to verify, rather than the websites being more secure.

We also notice that the two most prominent companies that appear in the graph are a web hosting
provider and an internet service provider. It means that both of these companies provide clients with a
lot of websites controlled by the client. The fact that a website is compromised is thenmore an indication
of the client’s security posture than the company’s security posture, and it is out of our scope.

The figure 5.3 also shows the limit of the dataset: of all the 60 companies that are part of our
research, only 10 have had, at some point in time, a host that appears in the compromised website
dataset. It means that the data gathered for all the other 50 companies will be useless to classify future
breaches. This shows the necessity to also train the classifier on a more precise incident dataset.
Overall, the only type of incidents covered in this dataset is whether the website was compromised or
not, with no indication of severity. The dataset is then missing all the other types of incidents, and the
results may be biased (depending on the industry, a web hosting provider is far more likely to have a
compromised website incident on the network blocks it owns than a company that only has a single
website hosted on a third­party provider).

5.7.3. Prediction’s Accuracy
Considering all the companies at once
After training the model, we tested it on a separate training set, which size is 1/3 of the total data.
When all the companies are considered at once, the classifier obtains accuracy scores to measure its
performance.

First, the measure of the number of false positives and false negatives helps to see if the model
is working properly. In the table 5.5, we see that, first, the data is unbalanced because the number of
true positives is almost 50 times less than the number of true negatives. It emphasizes the importance
of algorithms such as SMOTE and undersampling to correct the classification training, otherwise, the
results may be really poor in terms of detection. However, the classification obtains a high number of
false positives detection (i.e. samples classified as incidents when they were benign), almost 1/2 of the
number of true positives which may cause a lot of false alerts. Some incidents are also missed, but the
number of false negatives is quite low. Depending on the companies needs, some parameters may
be modified to change the proportion of false positives and false negatives: to have a more accurate
detection, one may use a classifier with more false positives; on the contrary, if the false alerts are
damaging (because the workforce is mobilized in vain), one may choose a higher detection threshold,
but would be at risk of missing more incidents.

Predicted Negatives Predicted Positives
Real Negatives 44040 479
Real Positives 155 956

Table 5.5: Confusion matrix

More precise score measurements give a better overview of the performance of the model. In the
table 5.6, we observe that the accuracy is high (around 0.98). This means that overall, the classifier has
a good prediction. However, the accuracy does not detail the percentage of missed incidents or false
alerts and may be a poor indicator of the prediction quality, especially in the context of an unbalanced
dataset such as the one we are using. That’s why we considered the precision and recall scores, which
are a better indicator of the usefulness of the prediction in the context of cyber­security incidents. First,
the precision is low (around 0.66), which means that a lot of incidents are investigated in vain, when
they are not, in fact, incidents. However, the recall (the proportion of detected incidents over the total
number of incidents) is quite high (around 0.86), meaning that the number of incidents missed is low.
This is important in the case of security incidents, where one successful incident may cause huge
damages to the company, both to the finance and the image of the company. Finally, the F1 score is a
combination of precision and recall: it is the harmonic mean of the two metrics. It is here high (around
0.75) which means that the higher recall compensated for a lower precision. Depending on the ultimate
goal of the company, some parameters of the model may be modified to find a better trade­off between
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the recall and the precision of the classifier.
Finally, the Out­of­bag score provides an additional way of validating the model, but faster than

the cross­validation technique since it doesn’t require retraining the model each time. Here, the OOB
score, similar to the accuracy, is high (around 0.95).

Accuracy 0.9861
Precision 0.6662
Recall 0.8605
F1 score 0.7510
OOB score 0.9475

Table 5.6: Scores of the model

An additional way of evaluating the model would be to examine the results’ curves. As we can see
in figure 5.4, the following curves can be analysed:

• First, the ROC curve has quite a large area under the curve (0.95), near the score of a perfect
classifier (1) and far from the one of a random decision (0.5). However, this curve is not the most
interesting to look at since the interesting part of the curve is only located in the top left corner;

• The precision­recall curve is, according to Takaya Saito and Marc Rehmsmeier [36] more in­
teresting to study than the ROC curve, especially in the case of unbalanced datasets, because a
ROC curve is heavily influenced by the huge number of data without incidents. Since the curve is
closer to the top right corner than to the straight line at 0.5, it means that the results returned by
the classifier are quite good, which is summarized by the Averaged Precision (AP) equal to 0.78.
It is not a perfect classifier (AP = 1) but it is closer to 1 than it is to 0.5 (which would be the AP of
a classifier that predicts that all samples belong to the same class).

• Finally, the Detection­Error Trade­off curve represents the number of false alarms depending
on the number of errors (incidents missed). This curve clearly shows that in order to have the
number of missed incidents below a given acceptable threshold, one must be ready to accept a
given proportion of false alarms; the fewer incidents are missed, the more some genuine samples
are classified as incidents. It is up to a given company, depending on its own IT resources and
security strategy to choose the classification threshold.

Considering the companies separately
Considering all the companies at once gives a first idea of the classification score of the model. How­
ever, the results returned are generic, while the goal of the project is to link the security posture of a
specific company to the breach probability. By training the model on a single company only, the results
returned are quite different (the important features are not the same, and not in the same order) and
more specific to the company itself. Because of the lack of incident data, only 6 companies can be
trained over the incident data. Here are the result after testing the model, as we can see in figure 5.5.

We notice first that the accuracy and OOB scores are quite high among the companies. However,
a closer look at the precision and recall scores shows discrepancies among the companies: whereas
some perform well (e.g. number 5), some others have either a poor recall (company 1 with a recall of
0.4727) or poor precision (e.g. company 4 with a precision of 0.3157). This can be explained by the
discrepancies in the incident data: indeed, most of the incidents are found in company 5 (which then
performs well overall) whereas companies such as 4 have very little incident data, which makes the
model more difficult to train accurately. With a more precise incident dataset, the performance may be
higher.

On average, the accuracy and OOB score of the model trained over single companies are a little
below the accuracy of the model trained over all the data at once. Overall, the precision is a bit better:
false positives are less likely to occur when the training set is restricted to a given company’s data, but
the recall is lower: the data from other companies help to find future incidents.
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Mean accuracy 0.9292
Mean OOB 0.9326
Mean precision 0.7446
Mean recall 0.7826
Mean F1 score 0.7280

Table 5.7: Average scores over the companies

5.7.4. The relevant features
The Shadowserver incident dataset is not a private dataset and its data will be different from the inci­
dents gathered by the MSSP. It is still interesting to see how the model performs on such a dataset.
By choosing a random forest classifier, we have access to the influence of each feature, which gives
us the following result (see figure 5.6).

This classification is not a simple measure of correlation. As we can see in figure 5.1, the most
important features are not the ones that have the best correlation with the label data (since the features
strongly correlated with the labels were the Elastic Search scan, or NTP monitor scan, which do not
appear in the top 5 most important features).

When we first compute the features’ importance considering all features and not only security ones,
we notice the following:

• The timestamp is the most important feature, which is coherent with the incident dataset since the
number of compromised websites evolved over time (and in a similar way for every company);
this means that the security posture (or the apparent security posture given that the incident data
may be incomplete) changed over time.

• The size is a relevant feature as well: logically, a bigger company will have more breaches.
However, since the size is not a security feature in itself, we later did the classification without
this feature.

• The industry type is also important for the classification; however, this may be caused by the
unbalanced dataset and the fact that most incidents are found in companies such as a web hosting
provider or an internet service provider. Since these companies rent a large part of their network
as their main activity, this means that they also have more incidents.

These features however are not part of the security posture of a company; they are relevant for
a breach prediction algorithm but not for a security posture analysis, and from now on we discarded
them before doing training and testing the model. The goal of our research is indeed to relate the future
breaches to the security posture and not other external parameters.

However, the default implementation of the features importance computation in scikit­learn is bi­
ased: researchers showed this in [33], by adding to a dataset a randomly generated feature (which
therefore should not have any influence on the classification). The sklearn feature importance de­
scribed that the random feature was more important than other features, which logically seems wrong,
so the author came with their own feature classification implementation. Different ways of doing so may
be used: first, one can evaluate the model, drop a single feature and evaluate the model again; the
score of the feature is then the score difference between the classification with and without the feature.
However, this computation takes a lot of computation time (since the model needs to be trained again
for each dataset with a single feature missing), so another version may be implemented: the Random
Forest Permutation Importance. The model is trained and tested against the dataset; for each feature,
the values are randomly permuted, and the new dataset is again tested in the random forest. The
difference in the score makes the feature score.

Ordered by importance, the most interesting features are the following: the SNMP scan, the DNS
open resolver scan, the Memcached scan, the IPMI scan, and the open portmapper scan (see table
5.8). As we can see in the table, the two implementation presents significant differences in the feature
ordering: the most important feature (scan SNMP) remains the same, but the permutation importance
implementation consider the DNS open resolver as the second most important feature (while it is only
the 5th in the sklearn default implementation). However, the top 6 features in both cases are the same
(even if their relative importance and their rank differ). Let’s consider these features.
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Feature Importance
scan_snmp 0.2473
scan_memcached 0.1149
scan_ipmi 0.1137
scan_portmapper 0.09408
dns_openresolver 0.0808
scan_mssql 0.0646
scan_nat_pmp 0.0558
scan_ntp 0.0555
scan_ntpmonitor 0.0498
scan_redis 0.0204

(a) Using sklearn default implementation

Feature Importance
scan_snmp 0.0349
dns_openresolver 0.0189
scan_memcached 0.0182
scan_ipmi 0.0178
scan_mssql 0.0106
scan_portmapper 0.0078
cisco_smart_install 0.0074
scan_ntpmonitor 0.0034
scan_ntp 0.0023
scan_netbios 0.0009

(b) Using permutation importance

Table 5.8: Top 10 most important features

• The Open SNMP report: the report collected the information about the hosts running the Simple
Network Management Protocol on port 161 (UDP) with an outdated software version as well as
default credentials that could be abused in an amplification attack. We see in figure A.1 that the
evolution of this protocol is not the same as the compromised website report (there is no overall
downward trend). However, the vast majority of the hosts are found in the same company, which
may reduce the accuracy of the result on a dataset with more companies.

• The DNS open­resolver report: this report collects the DNS server that can act as an open
resolver, as I did in section 3.6.1. We observe in figure A.2 that a huge majority of the open
resolvers are found on the same company network, which may be the result of its clients’ activity
rather than its security posture since the considered company is an Internet Service Provider.

• The open memcached report: the Memcached store [15] is a distributed memory caching sys­
tem, which allows to speed up web applications by better allocating the system’s memory. How­
ever, this application provides no authentication, therefore any open Memcached store is prone
to attacks. Again, we notice in figure A.3 that few companies are represented in this dataset.

• The open IPMI report: the Intelligent Platform Management Interface (IPMI) is an interface used
to monitor networking information systems. This protocol however suffers from security issues
(for example, the passwords must be stored unencrypted, which is a bad security practice since
anyone having physical access to the server may find the passwords), which means it shouldn’t
be openly available to everyone. As noticed in figure A.4, the proportion of open IPMI servers is
not significantly reduced in time but only a few companies appear in it.

• TheOpenMS­SQL Server Resolution Service report: the server resolution service is a protocol
to ask aMicrosoft­SQL server (a databasemanagement system) information about itself. It should
not be openly available since an attacker can abuse it for amplification attacks. As we can see in
figure A.5, the number of affected hosts reduced over time on average, but the ISP remains the
company with the largest proportion of IP addresses found.

• The Open Portmapper report: the portmapper service was discovered to be used in denial­of­
service attacks. Since the service can be part of an amplification attack, it, therefore, should not
be openly available. Figure A.6 visualizes the evolution of the number of portmapper services
found: in some companies, there is a downward trend; however other companies seem to keep
a stable number.

As we can see, some of those features are similar to the one collected by the scanner (the DNS open
resolver). Some others are not, such as the Open SNMP report. It would be interesting to aggregate
the features found by the scanner (e.g. the Open mail relay) to the Shadowserver features and see
which performs best; however, it would be complicated since the reports provide historical data that the
scanner can’t obtain.

However, most of the results from the Shadowserver data are found in the same group of companies,
and some companies are represented only in a few reports. This means that the Shadowserver data
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will be sufficient to predict incidents in the few companies that are represented; for the other companies,
the data may not be representative enough to make a precise enough classification.
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Figure 5.2: DET and ROC curves for multiple models
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Figure 5.3: Numbers and proportions of compromised websites in the report
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Figure 5.4: Evaluation curves of the Random Forest classifier
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(a) Accuracy and OOB score

(b) Precision, recall and F1 score

Figure 5.5: Scores over the single companies data
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Figure 5.6: Importance of each feature in the dataset
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Results and discussions

6.1. Results
The Random Forest algorithm is a classification algorithm that allows us to compute the importance of
every feature in the model. Each feature is given a rank depending on its influence on future incidents.
A highly ranked feature has a stronger link to a future incident. The company may consider it as more
important to investigate than other features and invest in the related security controls in priority.

In this chapter, the results are computed using the incident data given by the MSSP: instead of using
Shadowserver’s incident data (that were only covering compromised websites, and no other types of
incidents), the incidents are coming from an external dataset as described in the section 4.5. The
incidents are linked to the other features by comparing the incidents’ timestamp with the dates of the
security features, as well as the company they belong to.

The use of private incident data differs from most of the papers we studied on intrusion prediction,
where authors relied on public databases. The results will then differ since the private incident data is
closer to reality than public data.

6.1.1. Scores
To evaluate the model, we can use different scores:

• The accuracy: the accuracy is simply a measure of the number of correct predictions over the
size of the testing set. The accuracy is high in our model. However, the testing set is unbalanced
(the occurrence of incidents is often far less likely than the non­occurrence of an incident), which
means that a model that classifies everything as non­incident will have a high accuracy score.
Since missing an incident may be disastrous for the company, accuracy is not the most important
score we can look at.

• The precision: the precision score measures the number of detected and real incidents (true
positives elements) over the number of detected incidents. A high precision score means that
there are very few false positives in the prediction and that few incidents were investigated in
vain. The precision is essential because predicting an incident that does not exist will waste the
workforce on a non­existing threat.

• The recall: combined with the precision score, the recall score gives the number of detected and
real incidents (true positive elements) over the number of real incidents. A high recall means that
very few incidents were missed by the detection tool: it is then critical to consider the recall in a
cyber­security setting where an approximate prediction gives very little information.

• The F1 score: the F1 score is the harmonic mean of precision and recall, to combine both in a
single measurement.

• The Out­of­Bag (OOB) score: the OOB score is specific to the Random Forest classifier and
is effective to validate it. Each tree of the forest is trained with a subset of the training data; the
remaining data can then go through the tree, and the valid prediction from these ”out of bag”
samples is added to the OOB score.

45



46 6. Results and discussions

6.1.2. Prediction of breach occurrence
First, we tested the machine learning algorithm using the incident data given by the MSSP as described
in section 4.5. Overall, this data is more precise than the Shadowserver incident data (it contains more
incidents, of various severity attribute and type); but it is not linked to the shadowserver data and the
two are more difficult to combine than it was to work with only the shadowserver data.

Scores on all the companies
The machine learning algorithm is first tested without using SMOTE against all the companies at once.
The following scores are returned, as described in table 6.1.

Accuracy 0.9150
OOB 0.9164
Precision 0.7258
Recall 0.0237
F1 score 0.0459

Table 6.1: Average scores over the companies

First, the accuracy and the OOB score remain high (0.92), but they are inferior to the one obtained
with the MSSP incidents dataset (0.99). The precision also becomes higher (0.73) than the previous
values (0.67) found in table 5.6; however, the recall score has dropped to less than 0.1, which is an
extremely low value. Indeed, the classification has a huge number of false negatives (incidents missed)
which makes it useless; even if the few incidents found are really precise (the precision value is high),
there are too many incidents missed to be useful as an incident prediction model. The F1 score is
low as well because it is computed as the harmonic means of precision and recall and is extremely
sensitive to low values.

Such a discrepancy with the values obtained with the Shadowserver incidents may be explained
by the scarcity of the data: the Shadowserver data is concentrated on a few companies (such as
web­hosting providers with large network blocks rented to clients that are responsible for the security
posture of their server), which are not necessarily the same as the MSSP client companies. This leads
to companies never being mentioned in most of the Shadowserver features: either because the initial
scan was not precise enough, or because the companies security posture has already corrected the
necessary misconfigurations. In the first case, the scanner described in chapter 3 will help solve the
problem by doing a real­time scanning over the interesting companies; in the second case, additional
data needs to be gathered; for example by considering the data from the internal network as well as
the external data, to have a more precise representation of the security posture and therefore a more
precise prediction.

Influence of SMOTE
To increase the recall of the algorithm, we can test the influence of the preprocessing steps, especially
the SMOTE of the minority class (the class with incidents) and the undersampling of the majority class.

As we notice in figure 6.1, increasing the SMOTE oversampling (adding samples until the proportion
of theminority class samples reaches the defined sampling strategy proportion) produces an increase in
the recall score and a decrease in the precision score. However, the increase in the recall score is poor
(the proportion of false negatives samples in the prediction remains high), while the precision decreases
a lot. Depending on the objectives of the prediction, the SMOTE proportion may be increased, but this
has drawbacks on the precision of the model.

Relevant features
As we did in section 5.7.4, we compute the relevant features for this model as well. We notice that the
features are not similar to the previously found features; however, this result may be biased by the lack
of data: since there are very few Shadowserver reports containing data for the MSSP client companies,
the pool of features to choose from is reduced a lot.
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!!
Figure 6.1: Evolution of the precision and recall with the SMOTE sampling strategy

feature importance
scan_ntp 0.013376
dns_openresolver 0.005852
scan_http 0.001839
cwsandbox_url 0.000334
scan_qotd 0.000334
scan_isakmp 0.000167
scan_chargen 0.000167

Table 6.2: Influential features using permutation importance

Mean accuracy 0.8356
Mean OOB 0.8087
Mean precision 0.3997
Mean recall 0.5734
Mean F1 score 0.3625

Table 6.3: Average scores over the single companies

Results on individual companies
Because of the limited data, there are few companies in which the model obtains a classification (can
label incidents data from non­incident data).

As we notice in table 6.3, the classifier performs slightly better on selected single companies, when
the data is sufficient. The mean recall is greatly improved. However, we notice discrepancies between
the companies: with the same parameters, some obtain a high recall but a low accuracy, and other
the contrary (high accuracy but lower recall). It shows that every company is quite different, and to
obtain a precise result for a concrete company, considering only the data from the company is better.
However, this requires a lot of data that is not also available, and the results will heavily depend on
the company’s past data. It may be problematic for a company that recently changed its network’s
configuration because past data won’t be accurate anymore.

Using larger time windows
We obtained all the previous results by considering the security features over a single day (and pre­
dicting whether at least an incident happened on a given day or not). However, the incidents are not
the direct results of a misconfiguration’s appearance. There might be a large time window between the



48 6. Results and discussions

moment the misconfiguration first appears, and the moment a related incident happens. That’s why
it is also interesting to consider larger time windows, such as the number of hosts that have a given
misconfiguration over a month or a year, rather than a single day.

First, we consider the average number of hosts that have a given misconfiguration over a month for
a given company (divided by the company’s network size), as well as the variance, and classify them
into two categories, depending on whether at least one incident happened on that company on that
month. The results are described in table 6.4. We notice that, even if the accuracy (0.7419) is slightly
lower than the previous scores in table 6.1 (0.9150), the precision and the recall are higher (with a
precision of 0.8333 > 0.7258 and a recall of 0.0966 > 0.0237). However, the recall remains low, which
leads to a lot of missed incidents.

Accuracy 0.7419
OOB 0.7547
Precision 0.8333
Recall 0.0966
F1 score 0.1732

Table 6.4: Average scores over the companies with a monthly time window

By considering the same features, but over a time window of a year (instead of a month), the results
are better, as described in table 6.5. Indeed, if the accuracy (0.6769) is lower, the precision (0.875)
and especially the recall (0.2593) scores perform better on such a time window. It is indeed simpler for
the classifier to decide whether an incident happens on a large time window since every data sample
is associated with security data from a whole year (instead of just a month or a single day). However,
the model is overall less precise since it only predicts whether at least an incident will happen over a
year for a given company.

Accuracy 0.6769
OOB 0.6183
Precision 0.875
Recall 0.2593
F1 score 0.4

Table 6.5: Average scores over the companies with a yearly time window

Sliding windows
In order to identifies temporal patterns as described in section 5.4.2, the algorithm was tested using
the top features computed in section 6.1.2, and various sizes of sliding windows, as described in table
6.6.

0 (no sliding window) 10 20 30 40 50
Accuracy 0.9014 0.898 0.8993 0.8984 0.8971 0.8976
OOB 0.6777 0.6748 0.6731 0.672 0.6728 0.6691
Precision 0.256 0.1941 0.198 0.1859 0.1831 0.181
Recall 0.06 0.0592 0.0654 0.0545 0.0603 0.0615
F1 score 0.0972 0.0907 0.0984 0.0843 0.0907 0.0918

Table 6.6: Scores depending on the sliding window size

The results in table 6.6 show that using a sliding window preprocessing does not improve the per­
formance of the algorithm. The incidents are the results of the security posture, but the delay may be
longer than the size of the sliding window (around 50 days in the largest sliding window size).
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Predicting the incident severity
To do a successful impact assessment, the occurrence or not of an incident is not the only parameter to
consider. Indeed, many intrusions with a low impact may happen without causing damages. However,
incidents with high severity will be less frequent but more damaging. The goal of a company is then
to mitigate as much as possible the incidents with a high severity level rather than spending too much
budget on preventing the small incidents without impact.

To do so, we separated the incident data into severity categories, from 1 (low severity) to 4 (suc­
cessful attack) based on the score given by the MSSP security engineers. Then, the prediction was
made on each category separately. For each severity category, we trained a separate classifier where
the labels are changing. For a given severity category, and a given data sample, the label is set to 1
only if there is at least an incident of the given severity level corresponding to the sample (i.e. same
company and same date).

The results can be found in table 6.7.

Interesting (1) Low­risk (2) High risk (3) Successful attack (4)
Accuracy 0.9155 0.9669 0.9598 0.9998
OOB 0.6784 0.6736 0.6923 0.6667
Precision 0.2733 0.0489 0.0621 /
Recall 0.0722 0.0556 0.1016 0
F1 score 0.1142 0.052 0.0771 /

Table 6.7: Scores depending on the incident severity level

As we notice in the table 6.7, the results for the interesting incidents (incidents with a severity label
of 1) are similar to the overall results (see table 6.1), with a low precision score and an even lower
recall. It is quite logical because the majority of incidents are often low­level incidents (the successful
attacks are less frequent). In the second category (low­risk), we notice that the precision score dropped:
the proportion of true positives was indeed especially low for this category, and a lot of events were
misclassified as either false positives or false negatives. As the severity increases, the number of
false positives increases, and the precision decreases. It may be the result of the data provided to the
classifier because there are too few security features concerning those companies to build an efficient
classifier. For the last category (Successful attacks), the number of incidents belonging to that category
in the dataset was too low to conduct a successful classification, and every incident was missed. We
need to group this class needs with a lower class otherwise the model won’t be able to predict any
incident.

We also notice that the severity category doesn’t influence too much the important features, which
remain the same overall. It is probably a result of the lack of interesting features: since there are too
few features to classify the incidents, the few same features are used for every severity category.

6.2. Limitations
Scanning
The scan as we intended to do it was not possible, because the companies didn’t give us the authoriza­
tion for scanning their network. Therefore, the scanning tool cannot be evaluated on the companies we
worked on. When looking at the model results using Shadowserver incident data, we notice that some
important features are collected by the scanner (e.g. the DNS open­resolver feature); some others
however are not present in the Shadowserver reports (e.g. the SMTP open relay) and there is, for now,
no way to estimate the importance of the other collected features.

It also means that the feature data is entirely dependant on a third party (here, Shadowserver). The
same methodology may be applied to the data obtained after scanning. However, the lack of temporal
data may lead to incorrect results and a more difficult computation of the features per company.

Lack of data
As seen in section 5.7.4, most of the Shadowserver’s security features considered do not apply to every
company: several companies do not appear in most of the features. For example, in the incident data,
only 10 different companies among the company we worked on appear. On the IPMI scan feature (see
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figure A.4), only seven distinct companies among the 60 companies we worked on appear. Over the
top 6 most relevant features in this section, only 23 different companies are represented, which is less
than half of the total number of companies we worked on.

Since most of the companies are not even represented in the security features data, it is impossible
to classify their security posture (even with a more precise incident dataset such as the one provided
by the MSSP). To solve this limitation, more precise datasets are required, i.e. datasets that provide
a faithful representation of every concerned company rather than a global overview that omit several
companies.

Evaluation on a single company
The incident classification on a single company is relying on past data (the security posture of the
previous days and on which days previous incidents occurred). It means that the classification would
not be accurate as soon as the company changes its network configuration (for example, by acquiring
new machines or changing its business model).

In order to tackle this issue, the company would need to also use the classification made by con­
sidering all the companies at once, to take into account different security configurations and how they
are linked to the probability of incidents. However, this may lead to less precise results.



7
Conclusion

7.1. Answer to the research questions
The goal of our project was to answer the following research questions:

• To what extent can we predict the occurrence and severity of future intrusions in a com­
pany, based on external data?: the main goal of the research was to build a model to predict
breaches. As we saw in the results section 6.1, the prediction is often not accurate enough
because of the lack of data in the security features dataset, and the model might need more spe­
cific data. But in a few cases (especially on companies often mentioned on the Shadowserver
dataset), the model is accurate enough to provide a relevant list of features.

• What are the most relevant indicators an external observer can retrieve from the network
of a company?: the model provides a list of the most relevant features, as described in the table
6.2.

• How can those indicators be collected?: using our scanning tool (which combines various
existing techniques to obtain the precise results we are interested in), or third­party datasets
such as Shadowserver, these indicators can be retrieved.

• How can the data be labeled and preprocessed?: as described in section 5.4, multiple steps
of encoding and preprocessing were required to tune the data for the machine learning model.

• What machine­learning model can best predict future breaches?: using a Random Forest
Classifier, we were able to predict incidents and rank the security features to answer our research
questions.

7.2. Further work
7.2.1. Scanning and data retrieval
A significant contribution to extend our research would be to evaluate the scanner and see how it
performs compared to the Shadowserver data when used for intrusion prediction. Since the companies
didn’t authorize the scanning of their network, there was no test in real­world conditions and therefore
no indication of performance.

If the evaluation performs poorly, the scanner can be further extended: for example by adding
features such as the most important indicators determined on the Shadowserver dataset that are not
implemented yet. When targeting a specific company, the scanning part is crucial, to obtain precise
indicators (that may not be available when using a dataset that performs scanning over a large number
of different networks, where there is a trade­off between precision and scanning time).

Adding other security features, especially internal security features may help the classification. In­
deed, the internal network of a company, even if it is less open to an attacker, is part of the security
posture of a company and any vulnerability or misconfiguration on it may lead to severe incidents.
These features also need to be considered when doing a security assessment, and they may provide
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additional precision in the data collection. Therefore it would be interesting to collect those features
and see how they perform in the incident prediction compared to a model using external data.

With a more accurate dataset of security indicators, the prediction might be more accurate and
therefore more valuable for companies to use in actual investments. Once the scanner is authorized
to run in real­world conditions, we can gather more data and combine it with the existing classifier to
complete the analysis.

7.2.2. Predicting the incident type
Our classifier can predict the incident severity (with more or less accuracy depending on the number
of data on a given severity category), which is crucial for calculating the impact of an incident. How­
ever, another category that would help a company to estimate the impact of a future breach is the
incident type. Depending on its type, the incident may not lead to the same response or have the
same impact. For example, a distributed Denial of Service attack may cause more damage to an e­
commerce company (where the availability is crucial) than to a municipality company. Classifying the
incidents depending on their type would then add a layer of precision to the prediction and allow for
more fine­grained decisions depending on the goal and assets of the considered company.

7.3. Contribution
To summarize, we divided our research into two parts: first, we created a scanner based on existing
tools that retrieves a set of security features from a company as an external observer. We selected the
set of security features based on existing literature [29] as well as additional data that seemed relevant
for our analysis (such as the CVE analysis). We then combined the existing techniques to build a new
scanning tool that retrieves precisely the security features we are interested in.

Once the indicators are retrieved (or using an additional dataset if the scanning itself is not possible),
we use them after preprocessing as input for a machine learning classifier, using the Random Forest
model, since it performs better than other models. In addition, we use the incident data provided by an
MSSP to label the security features and evaluate the model, which performs with an accuracy of 0.92.

After the classifier’s training, it returns a list of the features that influenced the classification the
most. This feature list depends on several parameters and might be distinct for every company since
not every company has the same security posture and indicators. If the classification performs well on
Shadowserver’s incident dataset, the precision and especially the recall of the model decrease when
using the MSSP incident dataset for labeling. Indeed, the external dataset is not precise enough on the
security features for most companies to provide a valuable classification: when selecting the companies
with enough data, the model returns a far more precise classification of the incidents.

The classifier returns a list of the most important features, which may be interesting for companies
looking at investing in their security posture, and for this research in the breach prediction and security
posture analysis domains. By adding more detailed security features (such as the internal security fea­
tures) to the security posture, which is the goal of the project our research belongs to, the classification
will be more accurate and therefore more useful for real­case usage. The scanner and classifier we
designed are then building blocks on which a detailed modelization of the security posture can be built.
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Figure A.1: SNMP scan
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Figure A.2: DNS Open­resolvers scan
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Figure A.3: Open memcached scan
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Figure A.4: IPMI scan
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Figure A.5: MSSQL scan
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Figure A.6: Portmapper scan
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