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A Comprehensive Review on the Characteristics
and Modeling of Lithium-Ion Battery Aging

Wiljan Vermeer™, Student Member, IEEE, Gautham Ram Chandra Mouli™, Member;, IEEE,

and Pavol Bauer

Abstract— Battery aging is one of the critical problems to be
tackled in battery research, as it limits the power and energy
capacity during the battery’s life. Therefore, optimizing the
design of battery systems requires a good understanding of aging
behavior. Due to their simplicity, empirical and semiempirical
models (EMs) are frequently used in smart charging studies,
feasibility studies, and cost analyses studies, among other uses.
Unfortunately, these models are prone to significant estimation
errors without appropriate knowledge of their inherent limi-
tations and the interdependence between stress factors. This
article presents a review of empirical and semiempirical modeling
techniques and aging studies, focusing on the trends observed
between different studies and highlighting the limitations and
challenges of the various models. First, we summarize the
main aging mechanisms in lithium-ion batteries. Next, empirical
modeling techniques are reviewed, followed by the current
challenges and future trends, and a conclusion. Our results
indicate that the effect of stress factors is easily oversimplified,
and their correlations are often not taken into account. The
provided knowledge in this article can be used to evaluate the
limitations of aging models and improve their accuracy for
various applications.

Index Terms— Aging, battery, degradation, lithium, modeling.

I. INTRODUCTION

INCE they were first commercialized by Sony in 1991 [1],
Slithium—ion battery (LIB) technology has been widely
adopted due to its relatively high energy and power density,
high efficiency, and rather a long lifetime [2]. Today, LIBs
play a vital role in the energy transition; they help integrate
renewable energy sources (RESs), provide ancillary services,
and reduce transportation emissions. In addition, LIBs are
also widely used in the mobile device industry, aerospace
and aviation industry, and defense industry [3], [4]. All of
these contribute to a rapidly increasing LIB market. However,
despite its growing market and relatively good performance,
climate change and particularly electric vehicle (EV) applica-
tions push for lower costs and higher energy densities over a
long lifetime. Unfortunately, these metrics are generally trade-
offs, and therefore, understanding battery aging and modeling
is critical for optimizing LIB performance.

This article presents a review of empirical and semiempir-
ical modeling techniques and aging studies, focusing on the
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TABLE I
COMPARISON OF DIFFERENT AGING MODEL TECHNIQUES

Model  Complexity Accuracy Amount of data  Applications
PBM high high low battery design
ECM medium medium high SoH estimation
MLM  medium-high  medium high SoH estimation
EM low low-medium  high System design

& Optimization

trends observed between different studies and highlighting the
limitations and challenges of the various models.

A. Battery Aging Modeling

Methods for modeling LIB degradation behavior are
divided into four different categories: 1) physics-based models
(PBMs); 2) equivalent circuit models (ECMs); 3) machine
learning models (MLMs); and 4) empirical and semi-empirical
models (EM). A comparison of these models is given in
Table I. PBMs, also known as electrochemical models,
intended to model the electrochemical and physical processes
in the battery. The first PBM was developed by Doyle et al. [5]
and was based on the porous electrode model [6]. The pseudo-
2-D model is expanded on this by adding a thermal model [7],
including diffusion kinetics and Butler—Volmer kinetics [6].
Later, the effect of parasitic side reactions, such as solvent
oxidation [8] or SEI layer growth [9], [10], was added to
these equations to account for degradation. Others have tried
to reduce the computational complexity for these models to
be more widely applicable [11]. PBMs can achieve high
accuracy, but they require many partial differential equations
and a thorough understanding of all physical and chemical
mechanisms. Furthermore, LIB aging is frequently caused
by multiple factors, making molecular modeling even more
difficult and prone to miss out on macrolevel effects [12].
As a result, electrochemical models are generally not used by
nonchemical engineers/researchers [13].

ECMs do not require this information and instead model the
transient response of the battery using passive circuit com-
ponents, such as resistances, capacitances, and inductances.
More complex models can also be used to simulate the internal
diffusion and charge transfer processes. Based on impedance
data, aging can be incorporated using variable components.
This, however, requires large test matrices to quantify the
aging with respect to operational conditions. Due to their
mathematical simplicity, they are frequently used in real-time
applications, such as battery state estimations [14]. Often
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combined with state estimators, such as Kalman or particle
filters [12], [14].

Another common state-of-charge (SoC) and state-of-health
(SoH) estimation technique involves machine learning (ML),
such as support vector machine or neural networks. Different
ML approaches exist; some train the algorithm to extract
the SoH from the differential voltage curve or incremental
capacity curve of the battery [15], [16]. The advantage of
these approaches is that they only require easily obtained
parameters, such as voltage, current, and temperature. Others
combine ML with different models to train the algorithm based
on model parameters, such as ohmic resistance, polarization
resistance, and polarization capacitance [17], [18], or com-
bine empirical modeling techniques with regression models
to predict the SoH [19]. High accuracies can be obtained
with ML methods; however, large datasets are needed to train
the algorithms [12], [20]. Finally, empirical and semi-EMs
curve-fit the relationship of various stress factors onto the
data resulting in a relatively simple analytical formula. Their
simplicity allows using EMs in a wide variety of studies, such
as system-level design problems, optimization models, and
battery management systems, among other things. In addition,
the analytical formulas give an intuitive feel to the effect of
various stress factors. However, large test matrices are required
to decouple their impact (if even possible), which is generally
limited by the available equipment. As a result, EMs are prone
to oversimplify the complex behavior of LIB aging and the
correlation between stress factors; this is discussed in more
detail in Section I-B.

B. Challenges of Empirical and Semiempirical Aging Models

Without a good understanding of LIB aging behavior and
modeling limitations, the simplicity of EMs can pose chal-
lenges as they can easily lead to significant modeling errors.
A summary of these challenges is given in the following.

1) Accelerated Test Conditions: Aging tests are frequently
performed under accelerated aging conditions, such as
high temperature, high C-rates, and high voltages to
speed up aging. While this reduces the amount of time
required for testing, it also reduces the accuracy of
the models when they are utilized outside of the test
conditions. For example, models are often developed
based on temperatures of 40 °C and higher, whereas very
rarely models are tested below 25 °C, and even fewer
studies have evaluated multiple operating conditions
below 25 °C. As will be demonstrated in this study in
Section III-4, the use of testing conditions at tempera-
tures that will never actually be reached or sustained
for longer periods of time during normal operation
can cause unreliable results, especially at temperatures
below room temperatures, where the effect of high-
temperature aging mechanisms will decrease, and other
aging mechanisms take over.

2) Limited Test Conditions: Large test matrices are required
to accurately model the effect of multiple stress factors,
which are generally limited by the amount of available
equipment. Here, a good understanding of the expected
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aging behavior can help to determine the test conditions
more strategically.

3) Stress Factor Interdependence: A good understanding of
the interdependencies between stress factors is required
to select an appropriate model and testing conditions for
a particular use case. For example, based on the reviewed
studies in this article, it is observed that a strong
correlation between the effect of temperature and C-rate
exists. However, not many models model the interde-
pendency of these stress factors. As a result, the actual
operating range of the model might be limited to only the
accelerated testing conditions. Furthermore, even within
the test condition range, significant errors might occur
when these interdependencies are not considered.

4) Modeling Limitations: Besides the effect of operational
conditions, a good understanding of the model’s funda-
mental limitations is also required. For example, depend-
ing on the chosen parametrical fit, EMs might be limited
to a specific part of the battery lifetime or might be less
suited for applications with very irregular charge cycles
or applications with a different calendar-to-cyclic aging
ratio.

The goal of this article is to mitigate the effects of the
abovementioned challenges and limitations by providing a
comprehensive review of empirical and semiempirical LIB
aging models, as well as the accompanied aging behavior.

C. Related Work and Scientific Gap

In [21] and [22], an in-depth review of the main aging
mechanisms on a material level is discussed. These stud-
ies are elaborated in [23] and [24], where the authors
also review the factors influencing aging on a cell and
battery pack level. Jafari et al. [6], Barré et al. [12], and
Scarfogliero et al. [25] review the main aging mechanisms
and provide an overview of different aging estimation tech-
niques, including electrochemical models, ECMs, EMs, and
statistical models. A similar approach for data-driven health
diagnostics and prognostic techniques is performed in [20].
In [26], a comparison of several EMs is performed based on a
conceptual smart grid framework. Furthermore, several studies
have reviewed the various techniques for SoH estimation
[27]-[30]. Lucu et al. [29] discuss different types of self-
adaptive SOH monitoring techniques, such as support vec-
tor regression, neural networks, or particle filter method.
In addition, a more broad overview of different types of
SOH and remaining-useful-life (RUL) estimation techniques
is given in [27], [28], and [30], including direct measurement
techniques, model-based techniques, and adaptive filtering
techniques.

All of the papers mentioned above aim at providing a broad
overview of different kinds of aging mechanisms or aging
estimation techniques, whether model-based techniques and
data-driven techniques are self-adaptive techniques. In most of
them, EMs are briefly mentioned as a part of this. However,
given the scope of these papers, they do not provide an
in-depth review of different EMs nor do they provide any
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insights into the correlations found between different studies.
Even [26], which is entirely focused on EMs, provides a
simplified description of the effect of operational stress factors.
Furthermore, none of the abovementioned papers actually
reviews and compares the aging behavior of different aging
studies, which makes it even more difficult to provide gen-
eralizations in terms of the impact of operational conditions
or modeling accuracy. As explained above, this is especially
problematic for EMs since, without a proper understanding of
battery aging, empirical aging modeling, and its limitations
and challenges, the simplicity of EMs can easily lead to
significant modeling errors in a wide variety of studies.

D. Contribution

LIB degradation is an important factor for developing
new LIBs and optimizing their technoeconomic performance.
In this regard, multiple studies have reviewed the various
methodologies for aging estimation. However, based on the
aforementioned challenges and related work, it is concluded
that a significant scientific gap still exists since no study
has yet thoroughly reviewed empirical and semi-EMs, and
has investigated the correlations between different studies to
highlight the limitations of the models and focus on the
reasons for the observed trends and insights. Due to the
simplicity and widespread use of EMs, this can potentially
result in significant modeling errors. To this extent, the main
contributions of this study are summarized as follows:

1) a comprehensive review of empirical and semiempiri-
cal modeling techniques for LIB aging, with a focus
on operational stress factors and their interdependence,
modeling techniques, limitations, and challenges, so that
these models can be used accurately at the relevant
operating conditions;

2) a detailed review of the aging behavior of various
LIB cells, investigating the correlations between differ-
ent aging studies and examining the relationship with
operating conditions, aging mechanisms, and modeling
techniques.

E. Organization

The remainder of this article is organized as follows.
Section II summarizes the main aging mechanisms for LIBs.
Next, the review of aging behavior and different modeling
techniques is discussed in Section III. Here, a distinction is
made between calendar aging and cyclic aging. The modeling
techniques, limitations and challenges, and key insights are
discussed per stress factor for both calendar aging and cyclic
aging. Therefore, the structure of Section III is given as
follows:

1) calendar/cyclic aging;

a) stress factor X
i) modeling techniques;
ii) modeling limitations and challenges;
iii) key insights.

Next, the current challenges and future trends regarding LIB
aging and aging modeling are described in Section IV. Finally,
the conclusion is presented in Section V.
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Fig. 1. Simplified representation of an LIB consisting of an anode, cathode,
separator, and electrolyte (the electrolyte is not shown for clarity, as it fills
the entire battery). The arrows indicate a charging process where the Li-ions
intercalate into the anode, resulting in an opposite electron flow.

II. MAIN AGING MECHANISMS

Fig. 1 shows a simplified representation of an electrochem-
ical battery. The four main components of an LIB are given
as follows.

1) Anode, the most often used material is graphite [12],
[21], [31]; other common materials are lithium—titanate—
oxide (LTO) or silicon [32].

2) Cathode, which is made of a composition material
that contains lithium. Commonly used materials
are lithium—iron—phosphate (LFP), lithium—nickel—
manganese—cobalt (NMC) oxide, lithium—manganese
oxide (LMO), and lithium—nickel-cobalt—aluminum
(NCA).

3) Electrolyte, a composition of lithium salts and organic
solvents [26]. The electrolyte is mainly used to transfer
ions between the cathode and the anode.

4) Separator, a porous plastic that separates the anode and
the cathode to prevent short-circuiting the electrodes.

During charging, Li-ions deintercalate’ from the cathode
and move through the electrolyte and separator before they
intercalate at the anode. The resulting flow of ions creates an
electrical current opposite to the flow of electrons, as shown in
Fig. 1. The degradation of LIBs occurs during both cycling and
idle states, and is caused by physical stress and chemical side
reactions [2], [23]. In addition, many factors influence battery
degradation, such as cell chemistry, cell design, pack design,
and operating conditions. LIB aging is commonly categorized
into three different aging modes [21], [23], [31], [33], [34].

1) Loss of Lithium Inventory (LLI): It represents the loss
of active lithium ions that are no longer available for
cycling. Causes for LLI can be parasitic side reactions,
such as surface film formation, decomposition reactions,
and lithium plating, among other things. LLI is associ-
ated with capacity fade, i.e., the loss of effective mAh
of the cell.

2) Loss of Active Material (LAM): 1t represents the loss or
structural degradation of the available anode or cathode
material. Possible causes include electrode surface layer
growth or cycling-induced cracks/exfoliation. LAM can
cause both power and capacity to fade.

3) Conductivity Loss (CL): Tt, also known as contact
loss [21], describes the degradation of electrical parts,

Hntercalation is the insertion of molecules into the electrodes.
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Fig. 2.
their effect on LIB aging. Based on a combination of [2], [31], and [33].

such as the current collector corrosion and binder
decomposition.

The fourth addition could be the loss of electrolytes, which
would lead to LAM and CL after a certain point, and is, there-
fore, not separately mentioned. Even though differentiated into
three categories, the degradation modes often interact, and a
single degradation mechanism, such as surface layer forma-
tion, can trigger multiple degradation modes. A summary of
operational conditions, the corresponding aging mechanisms,
and their effect on LIB aging is shown in Fig. 2. Furthermore,
a graphical representation of all aging mechanisms is shown
in Fig. 3. Sections II-A and II-B will discuss these aging
mechanisms; here, a division is made between the mechanisms
that occur at the anode and the cathode, respectively. The aging
of the electrolyte and its effect on battery aging mainly takes
place at the electrodes [21] and is, therefore, not separately
discussed.

A. Anode Aging

The majority of LIBs use graphite as their anode mater-
ial [21], [25], [35], so this section focuses on graphite-based
LIBs.

1) Solid Electrolyte Interphase Layer: The operating volt-
ages of various common electrode materials in comparison to
the electrochemical stability window of organic electrolytes
are shown in Fig. 4. The operating voltage of graphite anodes
is in the 0.05 V-1-V range [2], [36], which is outside the
organic electrolyte stability window of 1-4.5 V. As a result,
graphite-based LIBs are thermodynamically unstable, resulting
in a reductive electrolyte decomposition reaction. This reaction
consumes Li+ ions and forms a surface layer on the anode,

.‘_’
/ I Lithium plating A‘vl/
‘Vl‘ Structural disordening I
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Degradation mode Effect

Capacity Fade

Power Fade

Conductivity Loss

Overview of the correlation between operational stress factors (the causes for degradation), the corresponding aging mechanisms, aging mode, and

resulting in LLI and LAM [2], [12], [21]. Especially in the
first few cycles, the reaction rate is high, creating a surface
layer permeable for Li-ions but less permeable for electrolyte
components. This reduces the rate of decomposition and fur-
ther electrode corrosion [21], [37]-[39]. However, even though
the reaction rate reduces, the transport of solvated lithium and
other electrolyte components through this semipermeable layer
continues throughout the battery’s life. This reaction mainly
occurs at the interphase between the electrolyte and the anode
and is called the solid electrolyte interphase (SEI) layer.

The SEI layer’s growth is often one of the main aging
factors of graphite anodes. It reduces the battery’s available
energy capacity and power handling capability. Another type
of anode surface layer grows on the basal plane surface and
is impermeable for Li-ions and, therefore, sometimes referred
to as the non-SEI layer [41]. However, often the SEI and non-
SEI layers are both referred to as SEI layer [21]. Therefore,
this convention is followed here as well.

After the initial formation of the SEI, it continues to
grow during both cycling and idle conditions. The rate at
which the SEI layer grows is dependent on the operating
conditions of the cell [42], [43]. During idle conditions,
SEI growth is mainly driven by temperature and SoC. At a
higher SoC, more Li-ions are intercalated into the anode,
decreasing the anode potential and increasing the reductive
reaction rate [36]. In addition, an increasing temperature
also increases the reaction rate and might cause the less
stable organic SEI components to change into more stable
inorganic products, reducing the SEI layer’s ionic conductivity.
At extreme temperatures above 60 °C, even thermal runaway
can cause the cell to catch fire or explode. Aside from SoC and
temperature, volume changes caused by the (de)intercalation
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Fig. 4. Voltage versus energy capacity of five common electrode materials
compared to the electrochemical stability window of liquid organic elec-
trolytes, adapted from [24] and [40]. It shows that graphite is outside the
electrochemical stability window of organic electrolytes, rendering graphite-
based Li-ion batteries thermodynamically unstable and causing SEI layer
growth.

of Li-ions during cycling cause mechanical stress on the
electrodes. These volume changes can crack the SEI, allowing
new reactions to occur. As a result of this crack and repair,
the SEI continues to grow, resulting in additional LLI and
LAM [21], [44], [45]. Furthermore, cycling, especially with
high C-rates, creates a more porous SEI layer compared to
idle conditions [42], [43]. This increased porosity allows for
more reductive reactions to occur, whereas a denser SEI
layer reduces the reaction rate. Other factors influencing
the reaction rate are electrolyte composition and electrode
balance [39], [46].

Two opposing theories exist regarding SEI formation: 1) the
first theory assumes that the formation takes place at the elec-
trode/electrolyte interface and that the electronic conductivity
of the SEI should be the limiting factor of formation [22]
and 2) the second theory states that SEI formation takes
place at the anode—SEI interface and is limited by the solvent
diffusion process [47]. However, both theories result in an
aging behavior that follows a +/time relationship, which is
typical for the passivation character of the SEI layer and
similar to what is often observed in experiments.

2) Lithium Plating: At lower temperatures, generally below
20 °C, the diffusion rate of lithium into the anode or electrolyte
reduces, and the intercalation potential of graphite material
approaches that of metallic lithium. Metallic lithium plating
may occur as a result of this. Lithium plating is especially
likely to occur at low SoC, low temperature, and high
C-rates [31]. Furthermore, after a certain age, the anode
resistance can reach a critical limit. After this limit, the anode
potential drops below 0 V versus Li/Li+, and lithium plating
starts to occur [43], [48].

Unlike SEI layer growth, lithium plating is a positive
reinforcing phenomenon: as it occurs, it deposits on the
anode, reducing the active surface area, resulting in a higher
current density at the remaining available pores, and further
increasing the metal plating. As a result, a knee point in
the degradation behavior is frequently observed at the age at
which lithium plating occurs. An example of this is shown in
Fig. 5(a) and (b), where two inflection points are observed
in both the capacity and impedance deterioration. Lithium
plating causes LLI and possibly reduces the cell’s safety,
as lithium dendrites can start to grow, leading to internal short
circuits [21].
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resistance for two LCO cells: after a certain age, lithium plating can start to
occur, causing an increased degradation rate (inflection point) in both capacity
and resistance deterioration [22].

3) Mechanical Stress at Anode: The intercalation of lithium
ions into the anode can result in abrupt changes in volume
as the particles undergo a phase transition [21], [49]. During
a phase transition, the orientation of the molecules changes
as more lithium is inserted, resulting in different geometrical
and electrical properties. This causes volume change-induced
mechanical stress, which can lead to anode structural damage
(LAM), surface layer cracking (LLI and LAM), and contact
loss with the composite electrode (CL). The active material’s
volume change may also result in a decrease in electrode
porosity, which is required for the electrolyte to reach the bulk
of the electrode [21].

4) Transition Metal Dissolution: Most lithium batteries’
cathodes contain transition metals, such as iron, nickel, cobalt,
manganese, and vanadium. Similarly, most battery electrolytes
contain the salt LiPFq. The cycling and storage of these cells,
particularly at high cell voltages and high temperatures [50],
can result in the formation of hydrogen fluoride (HF) from
impurities inside the electrolyte, which increases the acidity
of the electrolyte. The resulting HF corrodes the cathode
and dissolves the transition metals, contributing to several
degradational mechanisms in both the anode and the cathode,
causing capacity fade and impedance rise. To begin, metal
dissolution can cause structural degradation of the cathode
(LAM), resulting in reduced lithium insertion capability [S1].
Furthermore, after dissolution, the metals can migrate through
the electrolyte and deposit on the anode, acting as catalyzers
for the reductive decomposition reaction that causes SEI layer
growth [52]. Finally, the deposition of transition metals on the
anode during this reductive process may induce the formation
of lithium metal dendrites on the deposited metals (LLI
and LAM). These dendrites can cause internal short circuits,
posing a significant safety risk.

Particularly, spinel-containing chemistries, such as
LiMn,0Oy4, are vulnerable to transition metal dissolution,
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as the extent of dissolution can be much greater, resulting in
more structural degradation of the cathode (LAM). Although
transition metal dissolution is unavoidable during the
charging process, it can be reduced by reducing impurities in
the electrolyte, using dopants, and using protective coatings
around the cathode to reduce direct contact between the
cathode and the electrolyte [52].

5) Other Aging Mechanisms: Other degradation mecha-
nisms at the anode include graphite exfoliation: the structural
degradation of graphite (LAM) as a result of high current
densities or solvent co-intercalation, particle cracking (LAM)
as a result of mechanical stress or high current load, binder
decomposition (CL) caused by high temperatures and high
cell voltages, corrosion of current collectors (CL), and loss of
electrical contact (CL). For more details, interested readers are
direct to [21], [31], and [22].

6) Lithium—Titanate Oxide and Silicon-Based Anodes: The
main advantage of LTO anodes over graphite anodes is their
higher potential, as shown in Fig. 4. As a result, these
anodes are not thermodynamically unstable and, therefore,
do not form an SEI layer [53]. Furthermore, LTO is a zero-
strain material that does not change volume when charged
or discharged. As a result, LTO-anode batteries can handle
extremely high C-rates while still retaining a long lifetime.
This comes at the cost of a lower energy density due to their
higher potential [54].

On the other hand, silicon (Si)-based anodes have
a superior energy density, with a theoretical capacity
of 3580 mAh/g, compared to 350 mAh/g for graphite-based
anodes and 175 mAh/g for LTO-based anodes [55]. How-
ever, during cycling, the volume of the silicon particles can
change by up to 280%. These volume changes cause excessive
mechanical stress, reducing their lifetime significantly [32].

B. Cathode Aging

The cathode is the lithium-containing part of a cell, and
the limiting factor during charging as its maximum voltage
determines the end of charge voltage. Similarly, the anode
is the limiting factor during discharge due to its minimum
discharge voltage limit [31], [56]. In terms of aging, the
cathode is generally regarded as less significant [57], [58].

Common cathode chemistries are LCO, LFP, NMC, LMO,
and NCA. These chemistries all have their strengths and weak-
nesses, varying in energy and power density, toxicity, safety,
cost, and natural abundance, among other things. Although
many more chemistries exist, this review focuses on the most
common materials.

The main aging mechanisms of cathode materials include
surface film formation, mechanical stress, and transition metal
dissolution. Other aging mechanisms on the inactive compo-
nents include current collector corrosion, binder decomposi-
tion, and conducting agent oxidation [21], [49], as shown in
Fig. 3. The most significant aging mechanisms are discussed
in the following.

1) Cathode Surface Layer Film: Surface layer films (also
known as cathode electrolyte interphase (CEI) layer) can
form on the cathode, similar to the anode, but due to
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Voltage and differential voltage profile of (a) NCA, (b) NMC, and (c) LFP full cells during low current charging, including a reconstructing of full

cell voltage based on half-cell voltage profiles (dotted lines). (d)—(f) Differential voltage spectra of the three different cells. (c) and (f) Cathode voltage profile
of an LFP cell is very flat compared to the other two chemistries due to the two-phase regime. The figure is obtained from the publicly available material of

Han et al. [23], under the Creative Commons Attribution 4.0 License CC-BY.

electrolyte oxidation and salt deposition [21], [59], [60].
In contrast to the SEI layer, the cathode surface layer shows
low lithium-ion conductivity, increasing the impedance. Fur-
thermore, also, gas evolution is possible [21], [22]. According
to Broussely er al. [22], organic products formed by reduction
at the anode may also be transported to the cathode, where they
are oxidized and deposited on the cathode surface, resulting
in LAM and LLI. Similar findings have been made in [61].
Unfortunately, due to the higher voltage of the cathode, this
surface film layer is more difficult to detect [59], [60].

2) Mechanical Stress at Cathode: The cathode, like the
anode, can go through phase transitions during the intercala-
tion and deintercalation of Li-ions, which can result in LAM
and CL. The amount of volume change varies depending
on the chemistry. LFP cells, for example, only have a two-
phase regime consisting of FePO, and LiFePO4 [62]. As a
result, the (cathode) voltage and differential voltage profiles
of these cells are very flat, as shown in Fig. 6. Because of this
two-phase regime, LFP cells exhibit only a slight increase in
volume, around 6.8% [1], and have a very high rate capability
and a good lifetime [62]. Other chemistries, such as NCA
or NMC, show multiple phase transitions in both cathode
and anode voltage profiles. Manganese-containing chemistries,
particularly LMO, exhibit additional mechanical stress as
a result of the Jahn-Teller distortion of Mn3+ particles.
This results in a phase change from cubic to a tetragonal
form. In the case of LMO, this can increase the cathode
volume by approximately 16% [2], [21], resulting in additional
LAM [63], [64]. The Jahn-Teller distortion occurs at low
SoC. By controlling the end-of-discharge voltage (EODV) and
adding dopants, the capacity fade caused by volume change
can be reduced.

3) Transition Metal Dissolution: As mentioned above, tran-
sitions metals in the cathode can dissolve resulting in structural
degradation of the cathode (LAM).

II1. REVIEW OF EMPIRICAL DEGRADATION MODELING

This section discusses the most common empirical and
semiempirical modeling techniques and their limitations. Fur-
thermore, the cells’ aging behavior is discussed and, where
possible, explained using the described degradation mecha-
nisms. LIB degradation can be divided into two different types.

1) Calendar Aging: The aging that occurs when the cell is
in an idle state. Calendar aging results from side reac-
tions that take place due to thermodynamic instability
of the materials [22].

Cyclic Aging: It includes the aging as a result of cycling
the battery. Various kinetically induced effects, such as
volume variations or concentration gradients, result in
additional degradation [22], [36].

Following the reviewed studies, this article focuses more
on capacity fading than a resistance increase. A summary
of all studies and their testing conditions can be found
in Tables II and III.

2)

A. Calendar Aging

Capacity fading due to calendar aging can be separated into
two parts: reversible and irreversible capacity loss. By recharg-
ing the battery, the reversible part can be restored, whereas the
irreversible part cannot. This review focuses on the irreversible
part of calendar aging. Reversible capacity loss is studied in
more detail in [65] and [66]. The three factors that influence
calendar aging are: 1) temperature; 2) SoC; and 3) time.
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TABLE 11
OVERVIEW OF STUDIES INVESTIGATING EMPIRICAL AND SEMIEMPIRICAL CALENDAR LIFE MODELS
Study Chemistry Capacity Resistance Factors Conditions
Temp. SoC Time

[72] LFP v’ X SoC, T, time 30-60°C 30-100% 850 days
[73] LFP v’ X SoC, T, time 40-55°C 10-90% 800 days
[74] LFP v’ v’ SoC, T, time 30-60°C 30-100% 450 days
[75] LFP v’ X SoC, T, time 30-50°C 30-90% 300 days
[63] LFP v’ v’ SoC, T, time 30-60°C 30-100% 225 days
[76] LFP v’ v’ SoC, T, time 25-55°C 30-100% 305 days
[77] LEP X v’ SoC, T, time 40-55°C 10-90% 225 days
[78] LFP v’ X SoC, T, time 40-60°C 40-80% 105 days
[79] LFP v’ X SoC, T, time 40-55°C 10-90% -
[80] NMC v’ v’ SoC, T, time 30-60°C 30-100% 480 days
[81] NMC-LMO v’ X SoC, T, time 6OOC 10-100% 252 days
[82] NMC-LMO v’ v’ SoC, T, time 30-50°C 30-90% 290 days
[83] NMC v’ v’ SoC, T, time 0-45°C 25-100% 450 days
[13] NMC v’ v’ SoC, T, time 35-50°C 0-100% 520 days
[84] NMC v’ X SoC, T, time 35-50°C 0-100% 520 days
[85] NMC v’ v’ T, time 10-46°C 50% 520 days
(86] NMC-LMO v’ v’ T, time 30-60°C 30-100% 1200 days
[87] NCA X v’ SoC, T, time 30-55°C 90-110% 219 days
[88] - v’ X SoC, T, time 30-60°C 30-100% 800 days
[89] - v’ X SoC, T, time 0—600C 5-100% 9 year

In the following, the impact of these stress factors will be
discussed separately. However, it is important to note that their
degradation behavior is not entirely independent of one another
but is strongly correlated. A summary of all reviewed calendar
aging models, including their range of test conditions, is shown
in Table II.

1) Time:

a) Modeling techniques (time): It is widely reported in
the literature that the major degradation effect for graphite
anode-based LIBs is the formation and growth of the SEI
layer [61], [68], [79], [80], [85], [86]. As mentioned above,
SEI layer growth is generally associated with a +/time aging
behavior. To this extent, the time dependence of calendar aging
is most often modeled using a power-law relationship with z
in a range of 0.5-0.8 [68], as shown in the following equation:

Qloss = f(SOC, T)tz (1)

where
Qloss lost charge;
f(SoC, T) function describing the state of charge and

temperature dependence of calendar aging;
t time;
z power exponent.

| —6—0% SoC ——10% SoC —8—30% SoC —6—50% SoC —e—T70% SoC —4—90% SoC
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Fig. 7. Normalized (a) capacity and (b) resistance over time for calendar
aging test of NMC cells performed at 50 °C and various SoCs [13]. Their
results show a clear correlation with SoC, where higher storage level results
in higher degradation rate.

An example of a corresponding degradation curve is shown
in Fig. 7. The exponential or preexponential components are
often functions of SoC and temperature. In general, a higher
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TABLE III
OVERVIEW OF STUDIES INVESTIGATING EMPIRICAL AND SEMIEMPIRICAL CYCLE LIFE MODELS
Study Chemistry Cap. Res. Factors Conditions
Temp. SoC DoD C-rate Throughput
[94] LFP v’ X SoC, DoD, C, Ah, T 25-40°C 30-70% (avg) 12.5-75%  1-1.82C 900 FEC
[73] LFP v Vv SoC, DoD, Ah, T 35-50°C 27.5-72.5% (avg) 10-60% 4C 1k-7k FEC
[110] LFP v’ DoD, C, T -30-60°C 100% (start) 10-90%  0.5-10C  1k-6.5k FEC
[111] LFP v Vv DoD, T, C -18-40°C 100% (start) 20-100%  1-15C  550-2900 FEC
[41] LFP v’ X T, Ah, C 250C 100% (start) 100% 0.5-5C 550 FEC
[97] LFP v’ X T, Ah, C 250C 100% (start) 100% 0.5-5C 1.2k-10k
[112] LFP v’ X SoC, T, Ah, C 36-45°C 38.5-60% (avg) 100% 2.82-6C  4k-20k FEC
[113] LEP v v SoC,DoD, T, Ah 30, 45°C ;éggg‘; v 100% 4C 200 FEC
[105] LFP v v DoD, Ah, C 30°C 100% (start) 5-100% 1-3.5C 2k-5.5k FEC
[114] LFP v’ X SoC, Ah, C 55°C 0-30% 10-30% 4-8C 3.9k-12.5k
[115] LFP v’ X CT 25,45°C 100% (start) 100% 1C 4.5k FEC
[79] LFP v Vv SoC.DoD, T 35-50°C 10-90% (start) 10-80% 4C 8k
[78] LFP v v C, Ah, 25°C 40-80% (start) 3,6% 0.5-1C -
[116] LFP v’ X SoC,T, C,Ah 22.8°C - 51.6°C 100% (start) 60,100% 1-4C  654-4286 FEC
[117] LFP v v X 22.8°C - 51.6°C 100% (start) 60,100% 1-4C  654-4286 FEC
[101] LFP v’ X T, C, Ah 40-50°C 60-85% (start) 20-65%  0.4-4C 4k
[42] LFP v’ X SoC,DoD.T, Ah 20°C 75-100% (start) 50-75% 1C 4k-8k FEC
[118] LFP v Vv SoC, Ah, 5, 44°C 100% (start) 100% 1.5C 990 FEC
[42] NMC v’ X SoC,DoD,T, Ah 20°C 75-100% (start) 50-75% 1C 4k-8k FEC
[118] NMC v Vv SoC, Ah, 5, 44°C 100% (start) 100% 1.5C 990 FEC
[13] NMC v Vv SoC, DoD, Ah, T 350C 10-95% (avg.) 5-100% 1C 1.5-4.5k FEC
[86] NMC v Vv DoD, Ah, T, C 40,50°C 100% (start) 20-40%  10,20C -
[84] NMC v’ X SoC, DoD, C, T -10-50°C 20-80% (avg.) 10-100%  1/3-2C 900-1k FEC
[119] NMC v’ X SoC, T, Ah, C 10-45°C 100% (start) 55-75% 1/3-5C  800-1400 FEC
[93] NMC v v SoC, T, Ah, C 10-45°C 40-70% (avg) 20% 5-20C -
[120] NMC v’ X SoC, T, Ah, C 10-46°C 100% (start) 50% 0.5-6.5C  1.3k-1.7k FEC
[85] NMC v’ X T, Ah, C 10-46°C 100% (start) 10-90%  0.5-6.5C  900-4.3k FEC
[92] NMC v" v SoC, DoD, T, Ah, C 40°C 5-90% (avg) 10,60% 1C 2k FEC
[82] NMCAMO v Vv SoC, T 30-50°C 100% (start) 10-70% 4C -
[101] NCA v’ X T, C, Ah 40-50°C 60-85% (start) 20-65% 18C 4k
[86] NCA v Vv DoD, Ah, T, C 40,50°C 100% (start) 20-40% 9,16C -
[121] NCA v Vv SoC, DoD, Ah, T 20°C EOCV: 3.9V-4.1V 20-80% 9,16C -
[122] NCA v’ X SoC, DoD, T 20°C 80,100% (start) 60-80% - 782 FEC
[123] NCA v x DoD, T, Ah, C 0-50°C EE%)CD\X : ffff\}’ 60-80%  0.2-1C 782 FEC
[42] LMO v’ X SoC,DoD.T, Ah 20°C 75-100% (start) 50-75% 1C 4k-8k FEC
[118] LMO v Vv SoC, Ah, 5, 44°C 100% (start) 100% 1.5C 990 FEC
[100] LMO v’ X SoC, T, 25°C 35-50% (avg.) 20-95% 1C 900 FEC
[124] LMO v’ X Ah 25°C 100% (start) 100% 1C 700 FEC
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TABLE IIT
(Continued.) OVERVIEW OF STUDIES INVESTIGATING EMPIRICAL AND SEMIEMPIRICAL CYCLE LIFE MODELS
[125] LMO v’ X DoD, T, C 20-50°C 100% (start) 20-100% 1-5C 900 FEC
[126] LCO v’ X SoC, DoD, T, C 25°C EOCV: 4.1V-4.3V 100% 0.5-1.4C 900 FEC
[127] LCO v’ X DoD, T, Ah, C 25-45°C 100% (start) 20-30% 0.6-1.2C 500-800 FEC
[89] LCO v’ X SoC, DoD, T 0-60°C 0-100% (start) 3-80% 1/5C 10k FEC
[128] LCO v’ X Ah, C - 100% (start) 100% 0.5-1C 550 FEC
[129] LCO v’ X SoC, C 25°C EOCV: 4.2-4.35 100% 1C 250-500 FEC

SoC or higher temperature results in an increased calendar
degradation rate. At a higher SoC, more lithium is intercalated
in the anode resulting in a lower anode potential (V versus
Li/Li+)> and higher reaction rate. Similarly, as the particle
collision rate increases at higher temperatures, the reaction rate
increases. This is confirmed by the results of [13], as shown
in Fig. 7. It also shows that, for a lower SoC, the capacity
retention follows a more linear curve. Comparable results were
observed in [67]-[69], [78], and [87]. A possible explanation
for the linear decay is cathode surface film growth, which has
a nonpassivation character. Therefore, its reaction rate does
not decrease over time® [88]. Another explanation could be
transition metal dissolution as a result of high-temperature
storage.

b) Modeling limitations and challenges (time): An occa-
sionally observed result is a slight increase in capacity when
the cell is still relatively new. This is most commonly observed
for lower SoC storage but is also observed under cycling
conditions [13], [65], [78], [79], [89]. Again, this is also
shown in Fig. 7, for the 0% and 10% SoC lines. After
this initial increase in capacity, the capacity fading generally
follows a similar trend as for other conditions, and therefore,
the found empirical fit is often still valid even though it
has been offset by the initial increase. de Hoog et al. [79]
mention electrochemical milling as a potential cause for the
increase in capacity. In [90], the so-called relaxation effect,
due to the long resting period after cycling, is mentioned as a
possible explanation. This relaxation effect can be caused by a
change in local charge equilibrium, a drop in the concentration
gradient of active material and electrolyte, and a change in
double-layer capacitance structure. Another explanation given
in [65] denotes the passive electrode effect as a possible
explanation; here, a slow movement of active lithium particles
between the passive and active parts of the anode is given as
an explanation for the rise in capacity.

c) Key insights on the effect of time: The effects of time
on the calendar aging of LIBs can be summarized as follows.

1) SEI layer growth is reported as the main cause for
the degradation rate following a +/time curve. Higher
temperature and SoC result in a faster degradation rate.

2Lithium metal composites have a negative potential; therefore, voltages are
measured with respect to this potential.

3A material becoming passive means that it is getting less affected or
corroded by its environment.

2) At lower SoC, the degradation of the cathode might be

an explanation for the more linear decay of capacity.

3) An initial increase in capacity is occasionally observed.

Different explanations for this phenomenon are given in
the literature.

2) Temperature (Calendar): The most critical stress factor
for LIB degradation is temperature; all reaction rates, parasitic
and nonparasitic, are related to temperature. It, therefore,
affects all other stress factors.

a) Modeling techniques (temperature (calendar)): The
most common semiempirical technique to model the degra-
dation due to temperature is using the Arrhenius law [69],
[78], [87], [91], as given in (2). The Arrhenius law models
the effect of temperature on chemical reaction rate

k:Aexpl

RT )

where

k reaction rate constant;

T  absolute temperature;

A preexponential factor;

E, activation energy;

R universal gas constant.

The activation energy here refers to the additional energy
required for a reaction to take place. The Arrhenius equation is
often related to the rate of all parasitic side reactions, leading
to SEI growth [21] in LIB aging research. Other models
based on exponential or power-law relationships are also often
utilized [34], [81].

b) Modeling limitations and challenges (temperature
(calendar)): Based on the summary of the testing conditions
presented in Table II, it is clear that the majority of the
papers have investigated accelerated calendar aging at ele-
vated temperatures, ranging from 30 °C to 60 °C. This is
probably done to reduce the calendar life to a better man-
ageable period. However, this raises the question of whether
the aging rate at 50 °C-60 °C is translatable to the aging
rate at 15 °C-25 °C. A rule of thumb is that the aging
rate doubles for every 10 °C increase in temperature [13],
[68], [81], [87], [91]. For studies using the Arrhenius law,
this would result in activation energy close to 50 kJ/mol.
In some cases, this assumption is even used to derive the
aging model [92]. To test this hypothesis, the aging data of
the reviewed studies are sampled and analyzed according to
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Occurence

Fig. 8. Found results for a of (3). In the tested studies, 60% of calculated
values of a were below 2, and a peak around alpha = 1.5 was observed,
which means that most tested cells have an increased aging rate of 50% for
every 10° increase. The spread of values confirms the interdependence with
other stress factors, such as age and SoC; however, no clear correlation was
found.

the following equation:

C(T;) 10
a= —_— 3)
C(T) T2-T1
where
(C(T7)/C(Ty)) ratio of percentage capacity loss
between temperatures;
T\ > temperatures of samples 1 and 2;
o factor to test the hypothesis.

An o equal to 2 would indicate twice as much capacity
degradation for every 10 °C. Using (3), the data of each study
are compared, only to cells from the same study, tested at the
same SoC, and measured around the same time, such that only
the temperature is variable. Fig. 8 concludes that the given
hypothesis often overestimates the calendar aging, as the peak
occurs at approximately o = 1.5, which means that most tested
cells increase aging by 50% every 10 °C. Further investigation
did not show any other correlation between age and SoC.

Due to the complex nature of LIB degradation, it is chal-
lenging to give a rule of thumb figure as the aging rate
will always depend on multiple correlated factors. For this
reason, the testing conditions, especially temperature, should
be as close as possible to the operating conditions of the
application, as extremely high temperatures result in different
aging mechanisms and, therefore, different aging behaviors.
An example of this is shown in [81]. Here, the authors show
that, for an NMC cell stored at a temperature of 60 °C,
the aging rate increases tenfold when the cells are stored
at 100% SoC compared to 20% SoC. In comparison, this
difference at 30 °C is negligible. A possible explanation could
be the restructuring of the SEI layer as it starts to break
down at higher temperatures, dissolves, and reprecipitates.
Furthermore, in [21], it is also reported that organic SEI
products are changed into more stable inorganic products,
thereby reducing the reaction rate but also reducing the ionic
conductivity of the SEI and thus increasing the resistance.
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c) Key insights on the effect of temperature (Calendar
Aging): The effects of temperature on the calendar aging of
LIBs can be summarized as follows.

1) The Arrhenius law (or similar exponential forms) is
the most common form of modeling the temperature
dependence of calendar aging.

2) The temperature has a strong influence on all other stress
factors and aging mechanisms. To this extend, test
conditions should be as close as possible to operating
conditions in order to avoid modeling errors.

3) State of Charge (Calendar): The last stress factor related
to calendar aging is the SoC (or analogously terminal voltage).
Table II shows strong similarities between studies regarding
testing conditions since most studies have modeled the effect
of SoC based on three to four conditions.

a) Modeling techniques [SoC (calendar)]:
Eddahech er al. [75] have modeled the SoC dependence
as a polynomial function, where the interdependence of
temperature and SoC is included by multiplication, as shown
in the following equations:

G(t) = A(T, SoC)eBT-501 1 CeP 4)
with
A(T,SoC) =a;-SoC+ay-T +az-SoC-T (5)
B(T,S0C) = by -SoC+by-T +b3-SoC-T (6)
where
G(1) calendar aging over time;
SoC state of charge;

T temperature;
A(T, SoC) and B(T,SoC) functions to model temperature
and SoC interdependence;

aj_3,by_3, C, and D curve fit parameters.

In [34] and [93], calendar aging is modeled as exponentially
dependent on SoC, as follows:

SoC—SoCo T
Aca = Age™ 7 - Aoe%x/; @)
where
Acal calendar lifetime;
Ap specified calendar lifetime under conditions
SOCy and Tp;
b and ¢ curve fit parameters.

Equation (8) shows how Redondo-Iglesias et al. [67],
Wright ef al. [94], Rechkemmer et al. [95], and Petit et al. [96]
modeled the preexponential factor in the Arrhenius law to
be SOC-dependent. Redondo-Iglesias er al. [67] and Wright
et al. [94] also model the activation energy to be dependent
on SoC, as follows:

—Eq+C-SOC
kT

Qloss(t, T,SoC) = AeBSoC ., X 8)

where
Qloss lost charge;
A, B, and C curve fit parameters;
k gas constant;
T temperature.
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Fig. 9. (a)—(c): Graphite anode potential versus SoC for an NCA, NMC and LFP cell respectively. (d)—(f): Rate of degradation of the corresponding cells for

various temperatures.* A strong correlation between anode potential and degradation rate is observed for all cells, especially, the phase transformation around
60%-70% marks a significant change in degradation rate. The figure is obtained from the publicly available material of Keil ef al. [36], under the Creative

Commons Attribution 4.0 License CC-BY.

Grolleau et al. [69] observed a linear increase for the
SoC-dependent degradation. Therefore, the kinetic dependence
of (T, SoC) is modeled using an Arrhenius equation multi-
plied by SoC. The SoC dependence of calendar age-induced
capacity degradation is modeled as a power-law relationship
in [68], [74], [84], and [91]. In contrast, the decrease in power
capability is modeled in a linear relationship in [74].

Although diverse modeling methodologies are documented
in the literature, the general trend suggests an increase
in degradation with increasing SoC, especially at higher
temperatures [13], [81].

b) Modeling limitations and challenges [SoC (calen-
dar)]: Most reviewed studies only perform tests with three to
four different SoC conditions due to practical constraints on
testing capacity. This incorrectly leads to the belief that the
rate of capacity and resistance deterioration for higher SoC’s
increases continuously. However, in [36] and [91], calendar
aging was investigated with a higher resolution in SoC. Both
these studies found a direct correlation between the graphite
anode potential and capacity aging.

In Fig. 9, the results of [36] are shown for three different
chemistries. As expected, an increase in storage temperature
increases the capacity fading. However, more importantly, the
results also show different plateaus with respect to storage
SoC. There seems to be a direct correlation between the
rate of capacity fading and the graphite anode stages for
all three chemistries. These stages occur due to the different
compositions of the lithium and carbon molecules, resulting in
a different volume and potential. A schematic representation

“4Half-cells are separated cells with only an anode or cathode.

of the different stages, along with the anode potential during
charge and discharge, is shown in Fig. 10 [97].

The results of [36] and [88] confirm that SEI growth results
from electrochemical instability of the electrolyte—electrode
interface. In both studies, these plateaus were not observed
in the resistance increase. For the LFP cell, this increased
independently of SoC, whereas the rate of resistance increase
for the NMC and NCA cells was found to be substantially
larger at higher SoC, especially around 90%-100%. The
cathode surface film layer could be a possible explanation,
which, for LFP cells, is much less SoC-dependent due to
the more stable crystal lattice and two-phase regime. Based
on the results of [36] and [91], it can be concluded that
the curve fitting the SoC dependence with only three test
conditions is insufficient to accurately capture capacity fade as
a function of SoC, as it will lead to significant underestimation
and overestimation in certain SOC regions. The advantage,
however, is that the anode potential can be determined prior
to performing the aging test. For example, the anode potential
or differential voltage analysis (DVA) can be used. Once the
anode potential is known, the choice of SoC testing conditions
can be made strategically. Furthermore, knowing where the
phase transition occurs during the operation of an LIB can
help reduce calendar aging.

Another observation on the results shown in Fig. 9 is
the drastically increased aging at 100% SoC for the NMC
chemistry. This was not observed in the other chemistries,
and similar results have been found in other aging studies
of NMC cells [79], [81], [87], [91]. The increased aging
appears to be independent of anode potential. A possible
explanation could be other degradation mechanisms driven by
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Fig. 10. Schematic representation of the staging phenomena observed at the
anode [97]. Because the arrangement of carbon and lithium molecules differs
in each phase, each stage has a different potential and volume and, therefore,
a different degradation rate.

a high cell voltage, such as electrolyte oxidation, transition-
metal dissolution, or structural damage to the cathode due to a
high degree of lithiation [98], [99]. Due to the disproportionate
increase in aging at high temperature and very high SoC
(>95%), it is not recommended to test NMC cells at 100%
SoC if the amount of testing conditions is limited as it will
result in large overestimations for conditions below 95% SoC.
c) Key insights on the effect of SoC (calendar aging):
The effects of SoC on the calendar aging of LIBs can be
summarized as follows.

1) The anode potential appears to be the main factor
determining the rate of degradation in graphite-anode-
based cells. This demonstrates that SEI layer growth is
the dominant aging mechanism for these cells.

2) Modelers should be cautious when developing models
based on a limited number of testing conditions because
the degradation rate is determined by the anode poten-
tial, which is not a continuously changing potential but
instead follows the stages determined by the anodes’
phase transitions.

3) A significant amount of studies testing NMC cells
at 100% SoC observed a disproportionate increase in
aging, for a slightly lower SoC. To this extent, higher
accuracy over the entire SoC range can be achieved
when the maximum SoC tested is 90%—-95%.

B. Cyclic Aging

Table III summarizes the cycling aging studies and their
testing conditions. The relevant part is discussed in the accom-
panying section for studies that discuss both calendar aging
and cyclic aging.

1) Combining Cyclic Aging and Calendar Aging: Based
on the reviewed studies, no single idea about the correlation
between calendar aging and cyclic aging can be derived.
In [81], aging is modeled using Dakin’s approach. Here, cyclic
aging and calendar aging are modeled to be multiplicative.
Schmalstieg et al. [13], Vetter et al. [21], Bloom et al. [21],
and Guenther et al. [93] have mentioned that cycling results in
additional (cyclic) degradation due to added mechanical stress
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and lithium plating. Furthermore, various studies show that
the SEI layer’s growth and morphology alter according to the
operating conditions. During cycling conditions, the SEI layer
stays more porous, whereas a much denser layer is formed
under storage conditions [42], [43], [91], while cyclic aging
and calendar aging are mentioned to have a strong superpo-
sition for high temperatures or high SoC in [91] and [100].
For milder conditions, especially at lower temperatures and
increased C-rate, cycling aging is probably dominant.

Note that studies that only discuss cyclic aging have inher-
ently incorporated calendar aging as well. In this case, the
superposition of calendar aging is assumed to be nonexis-
tent [93], [101] or negligible compared to the cycling-induced
aging. However, in these cases, the fast sequential cycling
tests mask the effect of calendar aging and, therefore, lead to
estimation errors in applications with significantly more time
between cycles. In practice, every modeler should determine
the best practice for themselves, depending on their application
and operating conditions.

2) Addressing  Irregular Cycles (Rainflow Counting
Method): Often, cyclic aging studies are performed under
fixed conditions. However, in reality, aging is not as static
as these test conditions. One way of dealing with highly
irregular power profiles is using the rain flow counting
method. Rainflow counting is a common fatigue analysis
technique used to calculate the combined fatigue of a
summation of different stress cycles. Several studies have
used the rain flow counting method to calculate the combined
degradation of an irregular power profile [39], [68], [89],
[102], [103]. An example of this is shown in Fig. 11. Here,
the rainflow matrix is shown for a randomly generated load
profile, which shows the number of cycles of a particular
current rate [A] and throughput [ A xs]. Other output quantities
could be the depth of discharge (DoD), average SoC, or idle
time. Next, the degradation can be determined based on
the number of cycles with a specific amount of stress. The
advantage of this technique is that it allows assessing the
degradation of irregular profiles more accurately. However,
it assumes that the sequence of cycles does not influence
the outcome, e.g., the degradation due to a high DoD cycle
followed by a low DoD cycle is similar to a low DoD cycle
followed by a high DoD cycle. Furthermore, it assumes
that the effect of a particular cycle (or sum of cycles) is
independent of the current age of the battery. Interested
readers are directed to [104] for more information on the rain
flow counting technique.

3) Throughput: The throughput describes the net Ah deliv-
ered by the battery over multiple cycles. As a result, it is one
of the critical stress factors for cycling aging.

a) Modeling techniques (throughput): Similar to time
for calendar aging, the relationship for throughput is
often modeled using a power-law relationship [13], [38],
[96], [105], [107], as described in (9) or (10). Furthermore,
throughput is also modeled in terms of number of cycles com-
bined with depth of discharge. Often, with similar power-law
equations [68], [79]

Qeyel = f(SoC, T, DoD, I)Ah? 9)
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Fig. 11.  Example of a rainflow matrix histogram based on a randomly

generated load profile. In this case, the rainflow matrix counts the number of
cycles of a specific cycle-depth with a specific current load.

Qeyer = f(S0C, T,DoD, 1N, (10)
where

f(SoC, T,DoD, I) degradation due other stress factors;

Ah total cumulative throughput of
the cell;

Neyele amount of performed cycles,
sometimes expressed in terms of
depth of discharge;

Z power-law exponent.

The typical values of z are in the range of 0.5-0.8,
which is generally associated with SEI layer growth.
Schmalstieg et al. [13] found the best fit for z around 0.5, after
subtracting calendar aging. Meaning that as the battery ages,
the SEI thickens, and the capacity fades due to cycling-induced
stress on the SEI decreases. In [122], values of z in the range
of 0.8 have been reported, following a less logarithmic and
more linear degradation rate. A possible explanation could be
an increased share of cathode surface layer film growth [88].
Todeschini et al. [109] found the best curve fit using z = 1.23.
Here, the degradation due to the charge-sustaining (CS) mode
of plug-in hybrid EVs (PHEVs) has been investigated. Here,
the CS mode of a PHEV was characterized by low SoC
and very high C-rates. The resulting degradation showed an
increasing degradation rate, resulting in an exponential factor
z > 1. Because of the low SoC, combined with the high C-rate,
this increasing degradation rate is potentially dominated by
metallic lithium plating, which, in contrast to SEI growth, is a
self-reinforcing process.

However, not all studies have reported nonlinear cyclic
aging characteristics. In [89] and [92], the cyclic degradation
is modeled as linearly increasing with throughput even though
the results show a very slight saturation. Furthermore, in [117],
cycling aging is assumed to be linearly dependent on the
number of cycles. This is, however, not confirmed by the
experimental data shown in this article. Finally, Hall er al. [42]
have found a linear correlation between cycling-induced
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capacity fade and the number of cycles (on top of a ¢’

time dependence). A destructive physical analysis showed
that damage to the cathodes’ active material was the leading
cause for the cycle-induced aging. In addition, Hall et al. [42]
observed a linear increase in resistance, whereas the capac-
ity fading showed a t%° correlation. This indicates that the
degradation mechanisms between capacity fade and resistance
increase are different [13]. This difference between capacity
and resistance deterioration was found in several studies [68],
[91], [106], [114]. Unfortunately, no explicit explanation for
this observation was given.
b) Modeling limitations and challenges (throughput):

For studies investigating only cyclic aging [68], [95], [105],
[107], [114], it could be argued that the superposition of
calendar aging has a strong effect on their results, especially at
higher temperatures and SoC. According to [105] and [122],
time is inherently incorporated in throughput, as every charg-
ing instance with a particular C-rate is also a function of time.
However, this is only valid if the cell is cycled continuously,
which is rarely the case in practical applications.

Most of the above-described studies use some form of
the Arrhenius equation, combined with a power-law rela-
tionship on throughput or number of cycles. This form of
modeling is generally well suited to predict aging due to
long term storage or cycling during a postprocess calcula-
tion. However, for online calculations over a shorter period
or fast-changing operating conditions, it is less suited as
the current age of the battery is not taken into account at
every new iteration/calculation. This has been resolved by
Petit et al. [96] by differentiating the Arrhenius/power-law
over time. Starting with (11), this results in the linearized form,
as shown in (12) [96]

—E 1

Ouos = By exp LA (11

1-1

Qloss Qloss ’
= f, T)(—Ea”) (12)

dt B(I) exp —=erHl
with
1] —E,+all|

1, T)=——2zB( _ 13
JU.T) = 5o oeB(exp— (13)

Another limitation of the Arrhenius/power law is that it
only captures the degradation in the first stages of battery
life, during which the degradation rate decreases as the battery
ages. However, at a certain age, all LIBs experience an increase
in degradation rate due to lithium plating, as shown in Fig. 5.
de Hoog et al. [79] model this inflection point as a polynomial
equation based on the number of cycles and DoD according
to (14). Fig. 12 shows that this results in a good fit on their
aging data and shows the inflection points that start to occur
around 3000 cycles. However, note that this is not observed
in the data, and therefore, the age at which plating starts to
occur remains unknown

n,m
RCD(x,y) = D aix' +b;y' (14)
i=0,j=0
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Fig. 12.  Aging and fitting result from [79]. In contrast to many exponential
models, this polynomial model takes into account the increasing degradation
rate at later point in battery life due to lithium plating.
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Fig. 13. Modeling battery degradation based on four different linear stages
[stages (A)—(D)], this allows to linearize the degradation model over the entire
lifetime of the battery [39].

where
RCD relative capacity degradation (%);
X full equivalent cycle number;
y DoD (%);
a; constants for x;
b constants for y;
n order of x;
m order of y.

Another option is to linearize the various stages seen in
LIB life, such as done in [39]. Here, the authors distinguish
between four different stages, each modeled as linear functions
dependent on various stress factors (see Fig. 13).

c) Key insights on the effect of throughput: The most
important insights on the effect of throughput can be summa-
rized as follows.

1) Often, an Ah® relationship, with 0.5 < z < 1, is found
for studies modeling the effect of throughput on cyclic
aging. Even though this may result in good accuracy
in the first stages of battery life, it fails to capture
the degradation in later stages, where an increased
degradation rate is generally observed after an inflection
point.
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2) Studies investigating only cyclic aging inherently
include the effects of calendar aging in their models.
Depending on the application of the model, this can
potentially lead to inaccurate results. Other studies have
subtracted the expected amount of calendar aging from
their cyclic aging test results to more accurately curve
the aging due to cycling.

4) Temperature:

a) Modeling  techniques [temperature (cyclic)]:
Also, for cycling aging, the Arrhenius law [13], [38], [39],
[79], [87], [105] or similar exponential relationships [68],
[81], [92] are most often used to model the temperature
dependent reaction rate. An example of an Arrhenius law
model is given in (11). Also, polynomial relationships, such
as the example given in (15) and (16), are occasionally
used [80]

Qioss = Bi(T)e Dl Al (15)
with
Bi(T)=aT?* +bT +¢, & By(T)=dT +e (16)
where
Oloss lost capacity;
T temperature;
Lae C-rate;
Ah throughput;
a,b,c,d, and e curve fit parameters.

b) Modeling limitations and challenges [temperature
(cyclic)]: In the studies mentioned above, good accuracies
are achieved when using the Arrhenius law to model the tem-
perature dependence at temperatures above room temperature.
However, different from calendar aging, the Arrhenius law is
not a good indicator for the temperature-dependent degradation
rate at temperatures below room temperature [39], [81], [89]
(and occasionally also at higher temperature rates [122]).
For calendar aging, lower temperatures reduce the reaction
rate of parasitic side reactions; under cycling conditions,
the lower temperatures also reduce the battery’s ionic con-
ductivity, leading to an increased impedance and reduced
performance [125]-[127].

In [122] and [128], a temperature around a 20 °C-25 °C
was found to be the dividing limit at which the impedance
starts increasing for lower temperatures, and above which
the impedance decreases for lower temperatures. As a result,
the least (cyclic) aging is generally observed at around
20 °C-25 °C [79], [81], [89], [105], [106]. An example of
this is shown in Fig. 14, where the preexponential and
exponential factors By(T) and B,(T) from (15) and (16)
are shown [80]. Therefore, cycling aging models utilizing
exponential relationships, fit on test results above room tem-
perature, can often not be used for conditions below a 20 °C
as this would result in severe underestimations. Nevertheless,
the Arrhenius law can also be used at lower temperatures
if combined with positive activation energy. An example
obtained from [118] and [129] is shown as follows:

EL -l
Qloss = ALe®T + Age &1 (17)
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Fig. 14. Preexponential and exponential factors B (7T') and B,(T) from (15)
show that the lowest degradation rate is observed for temperatures around
room temperature. In addition, a decreasing B>(T') shows that the effect of
current rate decreases at higher temperatures. The shown results are obtained
for NMC-LMO cells cycled at 50% DoD and 1 C.

where the letters H and L denote the found parameters for
high and low temperatures.

Waldmann et al. [128] showed, using postmortem analysis,
that different aging mechanisms are dominant above and below
20 °C for an NMC-LMO blended cathode cell. Their results
show that lithium plating is the dominant aging mechanism
at low temperatures, caused by an increasing polarization
near the electrode due to the slow diffusion and low ionic
conductivity [43], whereas, at higher temperatures, transition
metal dissolution and SEI growth are the dominant aging
mechanisms. Similar results have been found in [130] for LCO
cells.

A couple of studies have even performed aging tests
at subzero temperatures. However, most of them have not
included these results in their models due to the extremely
short cycle life (below 100 equivalent full cycles) [43], [79],
[89], [105]. Huang ef al. [126] showed that the anode’s dif-
fusion rate is the main limiting factor at temperatures below
zero. At temperatures above 20 °C, the intercalation potential
of graphite anodes often prevents lithium plating [130], until
a certain age. At higher temperatures, active material loss
and SEI growth are dominant [58], [75]. Especially, cathode
chemistries containing manganese are sensitive to higher tem-
peratures (and higher SoC) due to Mn-dissolution.

Not only the effect of temperature changes around
20 °C-25 °C but also the interdependence of temperature with
other stress factors, such as C-rate. At higher temperatures,
the impact of C-rates becomes less significant, as shown in
Fig. 14, and the effect of calendar aging becomes more pro-
nounced [81], whereas, for lower temperatures, the detrimental
effect of C-rate increases [80], [81]. More on this is discussed
in Section III-BS.

c) Key insights on the effect of temperature (cyclic): The
most important insights on the effect of temperature can be
summarized as follows.

1) The majority of papers model the degradation rate to be
exponentially dependent on temperature.
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2) Temperatures around 20 °C-25 °C are a tipping
point below which a lower temperature increases the
impedance and above which a higher temperature
increases the battery’s impedance.

3) As a result, models utilizing an exponential relationship
to model the temperature dependence for cells cycled
above room temperature might lead to significant under-
estimations when used for temperatures below room
temperature. A possible solution could be to use both
positive and negative activation energies (or exponential
factors).

5) C-Rate: The C-rate or the rate of (dis)charge is defined
as the ratio of power (W) to energy capacity (Wh). Generally,
higher C-rates are believed to be more detrimental to battery
degradation. This has been confirmed in the majority of the
reviewed studies, for C-rates above 2-3 C. Ning ef al. [131]
cycled LCO cells with 1, 2, and 3 C at room temperature.
Using an electron microscope and impedance analysis, they
showed that the increasing C-rates caused structural damage
on the graphite anode of an LCO cell, resulting in the crack
and repair of the SEI layer. The rate of capacity and resistance
degradation was proportional to the C-rate. Similar results
were found in [121] and [122].

a) Modeling techniques (C-rate): In [80], [81], [106],
[107], and [115], among other studies, the authors modeled
an exponential increase in degradation with respect to C-rate,
often combined with an Arrhenius like equation, where the
activation energy (or, in general, the exponential component)
is modeled as a linear function of C-rate, as shown in (11) [96].
Others also included a linear dependence on the C-rate in the
preexponential factor [115], [122], as shown in the following
equation:

Oloss = A(C)e #1074 (18)
with
A(C) — eacz+bC+c (19)
E,(C) = xe’“ +z (20)
where
Oloss lost capacity;
T temperature;
C C-rate;
Ah number of cycles;

a,b,c,x,y, and z curve fit parameters.

Lam and Bauer [89] and Millner [92] inherently incorporated

C-rate by using the normalized standard deviation in SoC

(SoCyey (1)) per time unit, as shown in (21) and (22)
Qloss = k1S0Cqey €Xp kaS0Cyyg + k3 expkyS0Caey  (21)

where

3
S0Cqey = \/AAh /h,/yi’"l (SoC(Ah) — SoCaye)?dAh  (22)
m JA
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where
SoCgev  normalized deviation in SoC;
SoCqy, average SoC of a cycle;
AAh,  amount of charge processed in cycle m;
ki_a curve fit constants.

A different approach was taken in [107] (LFP), for
C-rates of 2, 20, and 28 C at temperatures above 36 °C.
The authors model the effect of C-rate to be more detri-
mental than temperature and SOC. Furthermore, according
to their model, the impact of the C-rate increases at higher
temperatures. However, no accompanying data are shown to
verify this. Note that the effect of cell self-heating becomes
very significant at these C-rates, leading to increased cal-
endar aging due to significantly elevated cell temperature.
Some authors even neglect the effect of C-rate, as it is
incorporated in the temperature dependence [39]. This might
be a valid assumption for lower C-rates, but, for very high
C-rates, the effect of mechanical and kinetic stress might be
nonnegligible.

b) Modeling limitations and challenges (C-rate): Before
discussing any limitations and challenges regarding C-rate-
dependent degradation, the authors would like to point out
the differences between chemistries. LFP cells, for example,
are well-known for their ability to handle large amounts
of power. Furthermore, LIBs using LTO anodes can sustain
extremely high C-rates with negligible degradation. However,
when conducting cyclic aging tests, readers and modelers
should be aware of the effect of energy density on the
C-rate. As for the same cell size, with each equal elec-
trode surface area, higher current densities are experienced
for cells with a higher energy density for the same C-rate,
potentially leading to an unfair comparison between cell
chemistries [36].

Although most of the reviewed studies found an expo-
nentially increasing degradation rate at C-rates above 2 C,
a significant part found a negligible increase in degradation
for C-rates below 2 C and temperatures between 30 °C and
45 °C, for both LFP and NMC chemistries [43], [79], [89],
[100], [105], [114], [115], [120]. In [43], the increase in C-rate
from 1 to 2 C was found negligible at 45° but nonnegligible
at 20 °C, showing the temperature dependence on C-rate. The
authors report that the increased reaction rate and ion diffusion
kinetics at these temperatures might reduce the stress caused
by an increasing C-rate.

To this extend, to adequately explain the effect of
C-rate, a distinction between above and below room tem-
perature should be made. At lower temperatures, the ionic
conductivity and intercalation rate decrease [105], whereas the
higher current density as a result of higher C-rate requires
faster diffusion kinetics [43]. As a result, lower tempera-
tures accelerate the detrimental effects of increasing C-rate,
resulting in increased mechanical and kinetic stress on the
electrodes and an increasing polarization gradient, potentially
leading to lithium plating [132]. Similarly, the effect of C-rate
often decreases for increasing temperatures, as was found by
Wang et al. [80]. Their results are shown in Fig. 15. At 10 °C,
it shows a clear dependence on C-rate, whereas, for an ambi-
ent temperature of 34 °C and 43 °C, the difference between
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Fig. 15. Cycling aging results of the NMC studies in [80]. The results show
the interdependence of C-rate and temperature. At temperatures of 34 °C
and 46 °C, the effect of C-rate decreases, and the least aging is observed
for 2 and 3.5 C.

C-rates decreased. Also, the capacity retention trajectory is
distinctly different at 10 °C and higher C-rates, pointing
to an increasing rate of lithium plating. Finally, it is also
noteworthy that the least aging is not necessarily observed at
the lowest C-rates.’ Nevertheless, also at higher temperatures,
the effect of C-rate can cause detrimental effects, such as
crack propagation of the SEI layer, cathode overcharge (as
a result of an increasing polarization gradient), or structural
damage to the anode and the cathode, such as graphite
exfoliation [31], [133]-[135].

Some authors have accounted for the interdependence
between C-rate and temperature. In [81], NMC and NCA
cells were cycled at temperatures of 40 °C-50 °C and C-rates
of 10 and 20 C. The authors found an exponentially increasing
degradation rate for higher C-rates. However, decreasing at
higher temperatures, the temperature-dependent C-rate effect
was modeled as a linear function of temperature, as shown
in (23). Similar methods have been used in [80]

ke = exp (a(T)I) (23)

SMore studies report less degradation at higher C-rates. In [100] (NMC),
at 60% DoD, the least degradation was observed for 3.5 C, followed by 1 C
than 2 C, whereas, at 100% DoD, no difference was observed between 1 and
2 C, and only a small difference was observed for cells tested with 10% DoD.
All cycling tests were performed at 30 °C. A complex correlation between
C-rate and DoD was found; the authors mention that further investigation is
required to determine this correlation.



2222

where
ke C-rate-induced cyclic aging;
a(T) linear expression to describe temperature
dependence of C-rate;
1 C-rate.

c) Key insights on C-rate: From the above-described
results, several conclusions can be drawn:

1) The effect of C-rate is often modeled to be exponentially
dependent.

2) A strong interdependence with temperature is observed.
Therefore, models obtained using temperatures above
20° are likely not to be valid at temperatures below this
threshold due to an increasing impedance.

3) For temperatures above 20°, the effect of C-rate
decreases. Some studies even report that less aging
is observed at higher temperatures or higher C-rates.
Modeling C-rate as a temperature-dependent function
can, therefore, increase accuracy.

4) When performing cycling tests at very high C-rates, cell
self-heating should be taken into account.

5) Readers and modelers should be cautious when
using exponential relationships with respect to C-rate,
at C-rates below 2. Several studies have shown that
this relationship is not valid for C-rates below the
2-C threshold.

6) State of Charge (Cyclic): Table III demonstrates that a
considerable amount of studies did not investigate the effect
of SoC on cyclic aging but, instead, always start their cycle at
100%. These studies are likely to have a larger calendar aging
superposition. In addition, users should check whether this is
suitable for their application, as battery management systems
do not always charge the cells up to this point. The reviewed
studies are divided into two categories: 1) studies investigating
the influence on end-of-charge voltage (EOCV) and 2) studies
investigating the influence of average SoC.

a) Modeling techniques (end-of-charge voltage): The
final voltage at which the battery is maintained during the
constant voltage (CV) charging region is the EOCV. In [131],
it was found that 90% of cycling losses resulted from the
CV charging region. In [108], [116], [118], [121], and [124],
the effect of EOCV was investigated for LFP, LCO, and
NCA chemistries. In these studies, the EOCV ranged from
4.1 to 4.3 V, and all studies concluded that a higher EOCV
leads to increased aging. According to Su et al. [118], a high
cell voltage causes a higher potential in the cathode and a
lower potential in the anode, which increases the electrolyte
oxidation and reduction rates at the cathode and the anode,
respectively, resulting in surface film layer formation. Fur-
thermore, in [121], a significant increase in degradation was
found with an EOCV of 4.3 V compared to 4.1 and 4.2 V,
respectively. The results of [121] are shown in Fig. 16. Based
on a DVA, the authors conclude that lithium plating is the
cause of the increased degradation rate. At this very end of the
charging process, the reduced diffusion capability of lithium
into the graphite anode is said to cause lithium plating.

All of the above mentioned studies use different methods to
model the degradation due the EOCV or EODV. Li et al. [108]
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Fig. 16. Comparison of (a) capacity degradation and (b) resistance increase
of LCO cells tested at 1 C, 25°C, and various EOCVs. significant increase
in degradation is observed for the cells cycled up to 4.3 V, and therefore, too
high EOCV should be avoided. Based on data obtained from [121].
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Fig. 17. (a) Aging results for three different cells cycled with 35% DoD
and 4 C at 42.5 °C around an average SoC of 27.5%, 50%, and 72.5%.
(b) Curve fitting coefficient b(SoC) in (24) for the three different aging tests.
Based on data obtained from [68].

develop an aging model based on the addition of multiple
single factor stress models. The total cycle life CL is calculated
according to the following equation:

CL

1 1 1 1 1 1
— + + + +
SSFO(SSFT SSF;q avggDV SSFyc CDI;(()ICV)

where

CL total cycle life;

SSF, single stress factor model of x, where x =
14, 1., charge and discharge current rates;

a,b,c, and d curve fit parameters.

b) Modeling techniques (average SoC): Other studies
have investigated the effect of different starting or average
SoC. In [68], three different average SoCs were investigated,
27.5%, 50%, and 72.5%, all cycled with 35% DoD, 4 C. Their
results shown in Fig. 17 show an increasing degradation rate
for lower SoC, modeled as inversely exponentially dependent
on SoC, as follows:

b(SoC) = 0.2943 exp(—0.01943S0C). (24)

This increasing degradation rate at lower SoC can be explained
by the fact that the impedance of the cell increases as the cell
is discharged [21], [131], [136]. This results in reduced power
capabilities and more self-heating. This is also temperature-
dependent, and higher C-rates might aggravate its effect.

In [114], the effect of minimum SoC on various CS cycles
for PHEVs was tested on NMC-LMO cells at 30 °C and
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25%-45% minimum SoC with varying C-rate. Their results
show an exponentially increasing degradation at higher SoCs.
Similar results are found in [89] for LFP cells cycled at
1-1.8 C, 30 °C. In [89] and [114], the calendar aging was
not subtracted, which might be a possible explanation for their
results. In [107], a very slight increase in aging was observed
at higher SoC for cells cycled with a C-rate of 10 C, whereas,
for lower temperatures and lower C-rates, the effect of SoC
was found negligible. The authors followed an Arrhenius
equation, where the degradation was linearly dependent on
SoC, as follows:

R(273.15.+ T)

Schmalstieg et al. [13] cycled NMC cells with various DoDs
at 1 C, 35 °C, and subtracted the expected calendar aging
results from their cycling aging results. The resulting data
showed the lowest aging around an average SoC of 50%.
Similar results were found in [79] and [81].

¢) Modeling limitations and challenges [SoC (cyclic)]:
Concerning the effect of EOCV, a consensus exists that
a higher EOCV leads to increased degradation. However,
at these high SoC levels, battery chargers charge with a
decreasing average current to maintain a CV instead of
constant current charging in the majority of the SoC range.
Therefore, the effect of EOCV might be attributed primarily
to calendar aging mechanisms.

Less consensus on the effect of average SoC on LIB
aging is observed partially due to the influence of other
parameters, such as temperature, DoD, C-rate, and chemistry,
but also due to the other mechanical and kinetic changes
inside the cell, such as an increased impedance at lower
SoC and volume changes due to the different electrode
intercalation compounds [137], [138], as shown in Fig. 10.
Gantenbein ef al. [137] analyzed five NCA cells each cycled
with 20% DoD around evenly distributed SoC intervals. The
highest degradation was observed for the cells cycled in stage 2
(see Fig. 10).

A similar investigation was done in [43], where 10% DoD
cycles are spread out evenly over the entire SoC range. The
results are shown in Fig. 18 and are in line with what was
found in [137]. Here, the bars show the total degradation per
SoC range, whereas the lines show the DVA of both electrodes
and the complete cell. However, the results of Fig. 18 oppose
their results for cells cycled with a DOD of 50%, which
showed the least aging with an average SoC 75%. This shows
that SoC and DoD’s effects have strong interdependencies that
are hard to capture in empirical aging models, as the effect
will always be different depending on the starting point and
cycle depth. Aside from a high interdependence, testing for
only a limited amount of time or cycles may also lead to false
conclusions on total lifetime, as was demonstrated in [43].
Here, NMC cells were tested around 25%—-75% SoC with 1 C
at 20 °C. In the first 300 full equivalent cycles (FECs), the
most aging was observed at the highest SoC. Nevertheless,
the highest cycle lifetime was observed at the highest average
SoC as well. Further investigation showed that a more stable
SEI is formed at higher cell voltages, whereas the SEI formed

Qloss = (aSoC + p) exp Ah*. (25)
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Fig. 18. Left: DVA of an NMC cell and right: the degradation rate of cycles
with 10% DoD for ten different SoC intervals. The orange bars illustrate
the strong SoC dependence on the effect of DoD. The most degradation is
observed at the place where the anode potential is the lowest or where there
is a phase transition at the anode. These cells are cycled with 10% DoD,
1 C, and 45 °C, around ten different SoC regions. Based on data obtained
from [43].

at lower cell voltages evolves to be more porous. Especially,
the SEI formed in the CV region is said to better protect the
anode material from the electrolyte. As a result, longer cycle
lives were observed for higher cell voltages.

d) Key insights on SoC (cyclic): The following key
insights can be summarized based on the above review.

1) A higher EOCV results in increased aging; due to the
reduced current rate in the CV region, this is expected
to be due to increased calendar aging.

2) The effect of SoC is strongly dependent on other oper-
ating conditions, such as C-rate, temperature, and DoD.
More specifically, cells tested at low C-rates, higher
voltages, and higher temperatures are likely to have a
significant calendar aging superposition, resulting in less
aging at lower SoC. In contrast, cells cycled with higher
C-rates or higher DoD appear to be more affected by the
lower impedance at lower SoC. Probably having a higher
cycle life when cycled around 50% SoC.

3) A fast initial decrease in capacity due to high cell
voltages does not necessarily have to result in a reduced
lifetime, as higher cell voltages may lead to a more
stable SEI layer.

7) Depth of Discharge: The final stress factor to be dis-
cussed is the DoD, sometimes also called cycle depth.’ In this
study, DoD is defined as the percentage of extracted charge
with respect to the maximum available amount of charge.
A usual rule of thumb is that an increasing DoD reduces the
cycle lifetime [21], [74], [106]. However, as will be discussed,
this is not valid for all reviewed studies. Generally, two
different testing approaches exist to determine the detrimental
effect of DoD: 1) starting from 100% SoC or 2) cycling

6Existing DoD definitions in the literature are contradictory, and at least
four conflicting definitions are used, namely, 1) the inverse of the SoC; 2) the
energy discharged from the battery compared to 100% SoC; 3) the full cycle
consisting of one equal discharging and charging event; or 4) the half-cycle
consisting of one charging or discharging event [139].
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Fig. 19. Comparison of the effect of DoD in two different studies. Top:

DoD versus cycles. Bottom: DoD versus FECs. Even though many studies
find a good correlation with the Wohler curve in terms of number of cycles,
in terms of total charge throughput, cycle life does not necessarily decrease
for higher DoD.

around a mean SoC. Both methods are limited because the
starting point of the cycle determines the corresponding effect
of DoD, as discussed in Section III-B6. Depending on the
application of the model, one of the two methods can be
preferred.

a) Modeling techniques (DoD): An often found correla-
tion between DoD and degradation follows the Wohler curve,
also known as the S—N curve or the Palmgren—Miner rule [26].
Originating from mechanical stress in railway engineering,
this curve describes an object’s lifetime, expressed in terms
of the number of cycles (N) and cyclic stress (S) [88].
For LIB degradation, it is frequently used to describe the
battery cycle life as a function of DoD. Here, the degradation
rate decreases as the DoD increases. Various papers have
found good correlation with this dependence [42], [68], [74],
[92], [93], [106], [117]. Some of their results are shown in
Fig. 19(a) and (b).

When plotted as a function of the number of cycles, a good
correlation with the Wohler curve is observed. However, when
plotted as a function of FECs, this behavior is not always seen.
Therefore, in terms of total charge throughput, cycle life does
not necessarily have to decrease for a higher DoD.

Based on the Wohler curve, several studies have modeled
the degradation to be exponentially dependent on DoD [89],
[92], [106]; an example from [106] is shown as follows:

CL(DoD) = ae?PP 4 ¢edPoP (26)
where
CL(DoD) cycle life as function of DoD;
a, b, c,and d curve fit parameters.

Others, such as [68], have modeled the DoD dependence using
a power-law relationship, as follows:

Crage = 0.0123 - ¢d%0716% . 505 @7
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Fig. 20. Differential voltage curve for an NMC cell under slow charge and
discharge rates. The number of phase transitions depends on the DoD and the
starting SoC, as indicated by the different intervals.

where

Crge  percentage capacity fade;
cd cycle depth/depth of discharge;
nc number of cycles.

b) Modeling limitations and challenges (DoD): Even
though the Wohler curve has shown a good correlation with
aging data in several studies, readers and modelers should be
aware that these results are also dependent on other stress
factors and, therefore, cannot be generalized or extrapolated
to other operating conditions.

In fact, in [81], [88], and [137], it is argued that one of the
causes of degradation due to DoD is the traversing between
different phases of the anode and the cathode. As a result,
the effect of DoD is heavily SoC-dependent. Following this
analysis, for a given DoD, it could be possible that the battery
stays in the same voltage plateau, resulting in negligible effects
between various DoD, or a slight change in SoC might lead
to a considerable capacity decrease (or resistance increase),
as shown in Figs. 18 and 20. Two observations are made: 1) the
most degradation is observed at higher SoC, where the anode is
in its second stage according to Fig. 10 and the largest change
in anode volume is observed [137] and 2) second, regions
where phase transitions occur lead to additional degradation.
In [140], it was confirmed for an NMC cell that traversing
of the voltage plateaus resulted in more volume changes of
the cell, whereas the volume change is low if the cycle stays
within a particular plateau region. These volume changes can
cause particle cracking, resulting in accelerated growth of the
SEI layer [43], [141]. Therefore, Oh et al. [140] conclude that
the stresses per FEC are dependent on the number of voltage
plateaus traversed.

Similar conclusions for NMC cells were drawn in [88],
where an increased DoD showed an increased degradation. For
all cases resulting in an almost linear course of degradation
for both resistance and capacity, DVA showed that cycles that
cross anode voltage plateaus caused additional degradation due
to mechanical stress. Over time, the voltage peaks decreased.
The authors conclude that the disordering of the anode lattice
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could be a possible explanation. Another explanation could be
an inhomogeneous load over the electrode, as was shown in
simulations in [142] and [5]. Overall, the lowest degradation
was observed for cells cycled around an average SoC of
50%, probably caused by a strong superposition of other
SoC-dependent mechanisms caused by cell voltage or
impedance.

A similar linear course of degradation was observed in [42],
where the cycle life of batteries for satellite applications was
investigated by cycling NCA cells with only one to four cycles
per day. The authors noticed that, as the cycling frequency
increased, a linear component on top of «/time behavior started
to arise. This linear degradation of capacity and resistance
increased as the DoD increased. Based on a destructive
physical analysis, the authors argued that damage to the
cathode’s active material reduced lithium adsorption capability.
Furthermore, transmission electron microscopy showed that,
compared to calendar aging, the amorphous’ layer was less
thick and consisted of two layers of active material. A linear
component as a result of cyclic aging was observed in other
studies as well [13], [42], [79], [106], [122]. An example of
this is shown in Fig. 12, where an increasing DoD results
in an increasing linear degradation. Unfortunately, no further
investigation on the root cause of DoD-dependent degradation
was performed in [13], [42], [79], [106], and [122].

Due to the complex correlations between SoC and DoD,
it is incredibly challenging to model their correlations. To this
extend, none of the above described models can accurately
model these effects outside the conditions at which these
models are tested, which shows the importance of carefully
selecting test conditions.

So far, all studies discussed have reported an increase in
degradation for higher DOD, given that all other conditions
are equal. However, in [43] and [100], a higher DoD actually
leads to less aging. In [43], significantly less degradation
was observed for cells cycled with 100% DoD compared to
other DoDs, independent of C-rate and temperature. Using
electrical impedance spectroscopy, the authors discovered that
the resistance remained constant for a long time despite a
fast initial increase. The cells cycled with a DoD of 50%
showed a more linear increase in resistance. As a result, it also
reached the critical SEI layer resistance earlier, causing lithium
plating and a reduced lifetime. Further investigation showed
that the CV region played an important role in forming a stable
SEI layer, indicating that its formation is strongly voltage-
dependent and kinetically slow. Therefore, the cells cycled at
100% DoD might have a more stable SEI layer resulting in
longer cycle life.

The effect of DOD on an LFP cell’s cycle life was also
tested in [100]. Their results are shown in Figs. 21 and 22. The
DoD dependence on cycle life is shown in Fig. 19(b), showing
an increased cycle life for a DoD > 50% around an average
SoC of 50%, at 1 C at 30 °C. In contrast to some of the studies
mentioned above, the authors did not find any clear correlation
between the anode staging phenomena and the DoD-dependent
degradation. Note that these cells were tested at a starting SoC

7Without a clearly defined shape or form.
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Fig. 21.  Number of FECs for different DOD ranges obtained in [100],
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for high DoD cycles. The cells have been cycled with 1 C at 30° around 50%
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Fig. 22.  Degradation of LFP cells cycled with varying DoD, 1 C, and
30°. The results show a reduced degradation for cells cycles with a DoD
above 50% [100]. However, the increase in resistance for the cells cycled
with 100% DoD around 3000 FEC could indicate the onset of lithium plating
and, therefore, significantly reduce its lifetime.

of 100%. Therefore, the reduced degradation at higher DoD’s
might result from a lower average cell voltage. Also, following
the results of [43], it could be argued that a higher average
voltage results in the faster but more stable growth of the
SEI layer. The total cycle life of these cells could, therefore,
be improved in the long term. This is supported by the fact
that only the cells cycled at 100% DoD showed an increase
in degradation (both capacity and resistance) after 3000 FEC,
possibly resulting from electrolyte depletion or lithium plating.

Fig. 22 also shows that the cells with a moderate increase
in resistance only experienced low structural damage due to
cycling [58]. Another possible explanation for the discrepancy
in the results of [100] can be that the lattice structure of LFP
cells better allows for complete delithiation compared to NMC
cells, resulting from higher stability [143], [144]. Furthermore,
manganese-containing chemistries, such as the cells studied
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in [43], [88], and [140], are more prone to SoC-induced aging.
Due to aging mechanisms, such as the Jahn—Teller distortion,
transition metal dissolution, structural damage due to complete
delithiation, and electrolyte oxidation [2], [21], [49], of course,
additional testing and analysis should be carried out to pinpoint
the exact cause of degradation.

c) Key insights on the effect of DoD: The following key
insights on the effect of DoD on LIB aging can be summarized.

1) Most often, the cycle life decreases as DoD increases.
However, in terms of total charge throughput, different
optima are observed at various DoD’s.

2) The DoD effect can also be perceived differently due
to the coexistence of various aging mechanisms and the
interdependence with other stress factors, such as high
and low cell voltage, different temperatures, or various
current rates. As a result, assessing DoD-dependent
degradation can be very difficult, especially for highly
varying power profiles.

3) The effect of DoD is strongly SoC-dependent. More
specifically, the traversing of voltage plateaus, or the
transitioning between electrode phases, has increased
mechanical stress due to volume changes. Often result-
ing in a linear component in aging behavior. In addition,
the CV region can play a significant role in providing
a stable SEI layer and, therefore, affect the degradation
due to DoD.

IV. CURRENT CHALLENGES AND FUTURE TRENDS

This section provides an overview of the current chal-
lenges and future trends with respect to LIB aging and aging
modeling.

A. New Battery Chemistries

For EV and RES applications, two of the most common
cathode materials are lithium NMC oxide and LFP [145],
with graphite as anode material. The main objective in the
development of new chemistries is to improve performance.
However, also, the environmental and societal footprint of the
raw materials will start to play a more significant role as the
LIB market increases. Therefore, the use of rare and toxic
elements, such as cobalt and nickel, should be avoided as much
as possible [145]-[147]. In the future, some promising new
anode materials could be based on LTO, silicon (Si), or Tin
(Sn), or other carbon-based structures, such as graphene or
carbon nanotubes [146]. The list of future cathode materials
is smaller and will probably involve new combinations of
the existing materials mentioned in Section II [147]. Another
possible improvement could be the use of nanostructures.
Besides incremental changes to existing technology, other
more disruptive chemistries include Li-air and Li-sulfur,
which achieves very high energy densities. Modeling the aging
behavior of these new chemistries will play an important role
in quantifying their performance. Si-C-based anode materi-
als, for example, provide exceptional energy density at the
expense of a significantly reduced lifetime due to structural
damage [32]. For more information, interested readers are
directed to [32], [146], and [147].
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B. Second-Life Batteries

Besides new battery chemistries, another way to reduce
the cost and environmental impact of LIBs is to use second-
life batteries (SLBs). SLBs are repurposed EV batteries
deemed unfit for EV applications but still have sufficient
capacity for other stationary applications, such as grid rein-
forcement. Reusing these batteries lowers the cost of LIBs
while also lowering the environmental impact by reducing
the demand for raw materials. Martinez-Laserna et al. [148]
and Neubauer er al. [149] showed that first-life battery per-
formance is a critical parameter to assess the remaining value
and SoH for second-life applications. As a result, modeling
and optimizing battery aging in both first life and second life
can reduce the environmental impact of LIBs. However, most
of the studies currently only investigate aging behavior in the
first part of LIB life. For example, studies that model the aging
behavior as a function of +/time or ~/A/ tend to miss out on
aging effects in the latter part of their life, such as lithium
plating, and are, therefore, less or not suitable for second-life
applications.

C. Fast Charging

Range anxiety and long charging times are two of the main
challenges for EVs at this moment [150]. Fast charging is an
effective tool for relieving EV users’ range anxiety. Currently,
most EVs can withstand maximum charging powers in the
range of 50-150 kW. However, new top-end vehicles, such as
the Porsche Taycan or Audi e-tron GT, can charge with powers
up to 350 kW [151]. These maximum charging rates and
total charging time are currently limited by the battery’s rate
capability and the thermal management of the EV. Naturally,
charging at these high rates is far more damaging to the
battery, and to mitigate this, more and more EVs have ther-
mally managed battery packs. Therefore, correlating the effects
of temperature, C-rate, and DoD is important to accurately
calculate the deteriorating effect of fast charging.

D. Thermally Managed Systems

Thermal management is becoming more common as a way
to improve the lifetime of LIB systems. Thermal management
for fast charging is an example of this. However, thermal
management is also used at lower charging rates to prevent
lithium plating at low temperatures. Other applications include
stationary applications, such as RES integration or ancillary
services. These systems generally have climate control systems
that control the temperature to be around 20 °C-25 °C to have
optimal cycling performance. To this extend, extensive testing
of aging behavior around room temperature could be argued
to be vital for good modeling accuracy.

E. Artificial Intelligence for Aging Estimation

As mentioned in the introduction, the different aging esti-
mation techniques, such as PBMs, ECMs, or Ems, all provide
different tradeoffs between modeling accuracy, complexity,
and computational demand. Recently, various Al techniques
have been investigated as ways to achieve high accuracy
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with low computational demand. These techniques can be
differentiated into two groups. The first group trains their Als
on model-fit features, such as internal resistance and SoC,
to estimate the SoH. These models then require other models
to extract these internal parameters. The second group uses
external features, such as open-circuit voltage and incremental
capacity curves, to estimate SoH [20]. The latter does not
rely on other models to calculate the internal parameters and,
therefore, has lower computational complexity, and, as a result,
is better suited for real-time applications.

V. CONCLUSION

Due to their critical role in the electrification of transporta-
tion and the integration of RESs, lithium-ion batteries are
recognized as a key technology in achieving the goals set in
the Paris climate agreement. Understanding battery aging is
one of the main scientific problems related to LIBs and vital
to understand better the tradeoffs between characteristics, such
as performance, cost, and lifetime.

In this article, a review of the behavior and empirical mod-
eling of LIB aging was presented, focusing on the effect and
interdependence of operational stress factors. The presented
review concludes that it is very difficult to generalize aging
behavior, with respect to the effect of operational conditions.
Usually, the resulting aging is caused by a combination of
stress factors rather than attributable to a single stress factor.
To this extent, users of empirical and semiempirical battery
aging models should be cautious of their models’ limitations
and the correlations between the stress factors. To summarize
some of the key findings, the following is given.

1) SEI growth is considered to be the most important

aging mechanism for both cycling and calendar aging.
A strong correlation with anode potential is observed
during idle conditions: a higher SoC results in increased
SEI layer growth. However, other kinetic effects during
cycling can accelerate aging at low SoC. SoC-dependent
calendar aging is often modeled to exponentially depen-
dent, whereas its effect on cyclic aging can have differ-
ent forms depending on the operating conditions.

2) Because of the passivation character of the SEI layer, the

aging behavior is most commonly modeled using a #* or
Ah® relationship, with 0.5 < z < 1. Unfortunately, many
cyclic aging models do not differentiate between cyclic
aging and calendar aging and, therefore, measure their
combined effect. Others have subtracted calendar aging
from their cyclic aging results to model the effect of
cyclic aging only, resulting in higher modeling accuracy.

3) The Arrhenius law is an effective model for the tem-

perature dependence of calendar aging. However, dur-
ing cycling, different aging mechanisms are observed
above and below room temperature. These should be
considered when modeling cyclic aging below room
temperature. Since most studies are based on accelerated
test conditions, this is frequently overlooked. Possible
solutions include combining positive and negative acti-
vation energy in Arrhenius laws or including parabolic
temperature dependencies.
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4) The effect of C-rate is often modeled to be exponen-
tially dependent. Several studies, however, have found
insignificant differences at C-rates less than 2. Further-
more, multiple studies have found a strong correlation
between C-rate and temperature; as temperature rises,
the impact of C-rate decreases significantly. Many mod-
els do not take this into account, which is in part due to
accelerated testing conditions.

5) Several studies modeled the DoD-dependent degradation
based on Wohler curves or other exponential curves.
However, the effect of DoD is directly related to other
SoC-associated mechanisms and is, therefore, probably
the most difficult stress factor to model. In addition, the
impact of DoD is affected by volume change due to
electrode phase transitions and is, thus, also related to
C-rate and temperature.

The summation of conclusions is all examples of the chal-
lenges involved in modeling LIB aging behavior. Readers
and modelers can mitigate these challenges by improving
the design of aging tests, aging models, and aging model
applications using the knowledge provided in this article. The
authors hope that, by doing so, they can help with overcoming
the challenges of LIBs.
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