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There is always more than what meets the eye...

... for the eye cannot see wavelengths beyond 750 nm.



Acknowledgements

This thesis project is the culmination of my two-year journey as an electrical engineering master’s
student at TU Delft. Over the project duration of nine months starting in November 2023, it is only
through the guidance and selfless support of my supervisors and peers at the Image Sensors group,
Electonic Instrumentation Laboratory and the Else Kooi Laboratory that I have managed to successfully
navigate my project around the theme of wideband image sensors to a conclusion.

First and foremost, I would like to express my heartfelt gratitude to Dr. Padmakumar Rao. My introduc-
tion to the field of image sensors was at his course ”Introduction Imaging Sensors”, which inspired me
to explore deeper into this field. Frommy first meeting with Dr. Rao to discuss of the focus of the project
all the way up to the end, Dr. Rao’s expertise, experience and enthusiasm has always motivated me
to strive harder. Through the weekly meetings every Friday, I not only could get technical insights and
pointers, but I also got to meet various experts in the domain of image sensing. I owe gratitude to Dr.
Rao for tirelessly answering all the late night questions over teams and his patience in addresses all
issues that I had.

I would like to thank Dr. Michiel Pertijs for his supervision over the project. Despite his busy schedule,
Dr. Pertijs has always ensured all university procedures could be completed without any difficulty and
that the project aligns with the requirements of the department.

A special thanks to Dr. Sandra Kanjirakkat Raveendran for her invaluable support. Dr. Sandra in-
troduced me to prospect of this project at the EI lab MSc Thesis market, helped me set the project
time, helped co-ordinate the various groups involved in the project, supervised me daily and provided
assistance any time I hit a roadblock - despite her challenges

Special mentions to Francesco Stallone and Hande Aydoğmus from the Else Koi Laboratory who han-
dled all the fabrication processes and communications with the vendors for the fabrication of the test
devices. A huge thanks to Poonam Devi, Lucia Crocetto as well as other members of the Image Sen-
sors Group for their continuous support and joyful company. Last but not the least, I would like to thank
my family: my mother, my father and my brother for always supporting my every endeavour.

Tejus Vidyadhar Kusur
Delft, August 2024

ii



Abstract

The bandgap limitation of silicon (Si) limits the imaging capabilities of conventional Si CMOS Image
Sensors to wavelengths below 1100 nm and thus are inadequate for near-infrared (NIR) / short-wave
infrared (SWIR) imaging applications such as metrology, medical imaging and computer vision. Cur-
rent SWIR image sensors, while capable of detecting wavelengths up to 2000 nm, suffer from several
critical drawbacks: they are incompatible with CMOS technology, lack the scalability inherent to CMOS
processes, and are prohibitively expensive.

This thesis presents the design and simulation of a CMOS-compatible microstructured germanium-on-
silicon (Ge-on-Si) visible and SWIR wideband image sensor. The proposed design uses light-trapping
microstructures on the sensor’s surface to help enhance the optical efficiency of the infrared-sensitive
germanium layer while maintaining compatibility with standard CMOS fabrication techniques. The pro-
posed design is highly scalable, with diffusion-drift and finite-difference time-domain (FDTD) simula-
tions of pixels with 5 um, 15 um and 55 um pitches demonstrating a quantum efficiency of 28% at 1000
nm and 2% at 1300 nm using only a 100 nm Ge layer while also being compatible with the 4T-pixel ac-
tive pixel sensor (APS) architecture. With future developments using 1 µm Ge layer potentially allowing
for QE over 40% across the entire visible+NIR/SWIR spectrum, such a design will enable integrated
wideband integrated imaging applications that can utilize the developments of existing CMOS image
sensors.

Keywords - CMOS-compatible, Wideband, Short-Wave Infrared, Ge-on-Si, Image Sensor

iii



Contents

Acknowledgements ii

Abstract iii

List of Figures vi

List of Tables viii

Nomenclature ix

1 Introduction 1
1.1 Research Statement and Auxillary Questions . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Report Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Background - CMOS Image Sensors 5
2.1 Developments leading up to the CMOS Image Sensor . . . . . . . . . . . . . . . . . . . 5
2.2 The CMOS Active Pixel Sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

3 Fundamental Theory 10
3.1 Introduction to Semiconductors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3.1.1 Introduction to semiconductors and bandgap . . . . . . . . . . . . . . . . . . . . 10
3.1.2 Direct-Indirect Semiconductors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.1.3 Absorption Coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.1.4 Beer-Lambert Law . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.1.5 Doping concentration and the PN junction diode . . . . . . . . . . . . . . . . . . 15
3.1.6 Poisson Equation, Electric Field and Potential across the pn junction . . . . . . . 19
3.1.7 Diffusion and Drift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2 Generation and Recombination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3 The Ambipolar Transport Equation / Continuity Equation . . . . . . . . . . . . . . . . . . 24
3.4 Spectral Response and Quantum Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.4.1 Spectral Response . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.4.2 Quantum Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.5 Dark Current . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.6 Noise in Image Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.7 Pixel Architectures - 3T and 4T pixels . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.7.1 3T Pixel architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.7.2 4T Pixel architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.8 CMOS Fabrication Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4 Review of current NIR/SWIR image sensors 33
4.1 Indium-Gallium-Arsenide (InGaAs) Image sensors . . . . . . . . . . . . . . . . . . . . . 33
4.2 Lead-sulphide (PbS) Colloidal Quantum Dot (QD) Image sensors . . . . . . . . . . . . . 35
4.3 Germanium-on-Silicon NIR Image sensors . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

5 Proposed CMOS-compatible NIR/SWIR enhancement techniques for CMOS Image sen-
sors 40
5.1 Depostion of Germanium through low-temperature processes . . . . . . . . . . . . . . . 40
5.2 Micro-structured surface for NIR/SWIR enhancement . . . . . . . . . . . . . . . . . . . 41

6 Complete Design and Simulation Results 42
6.1 Complete Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
6.2 About the simulators: AFORS-HET, SPECTRA and TOCCATA . . . . . . . . . . . . . . 44

iv



Contents v

6.3 The Ge-Si Heterojunction and Band diagram of the proposed design using AFORS-HET 44
6.4 SPECTRA simulation of NIR/SWIR Enhancement through low-temperature-deposited Ge 46
6.5 Effect of Ge-layer doping on QE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.6 Effect of Ge layer thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.7 FDTD Simulation of pyramidal microstructures . . . . . . . . . . . . . . . . . . . . . . . 52
6.8 QE of complete proposed image sensor design . . . . . . . . . . . . . . . . . . . . . . . 54
6.9 Temporal Simulation and Time Constant . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

7 Conclusion and Future Recommendations 56
7.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
7.2 Future works and Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

References 59

A Appendix: Layout 68



List of Figures

1.1 a) The electromagnetic spectrum, highlighting the visible and Infrared spectra. (b-e)
Applications of visible + NIR/SWIR imaging. . . . . . . . . . . . . . . . . . . . . . . . . . 2

2.1 (a) Timeline of developments in image sensing technologies - Camera Obscura [39], Da-
guerreotype [40], Kodak Camera [41], Single Lens Reflex (SLR) [42], Charged Coupled
Device (CCD) [43] and the CMOS Image Sensor (CIS) [44]. (b) Market share as CIS
and CCDs for different commercial applications by shipment. [35] (c) Scaling of CIS and
CCDs by pixel pitch. [35] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 (a) The typical CMOS Active Pixel Sensor. (b) The single CMOS Active Pixel with the
photodiode, source follower and row select transistor. (c) The Sony IMX 675 [46] . . . . 7

2.3 Schematic of (a) Front-side illuminated, (b) Back-side illuminated, and (c) stacked image
sensors [53]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

3.1 (a) Band-splitting in silicon [58], (b) Generation of hole-electron pair by absorption of
incident photon, (c) Band diagrams of conductors, insulators and semiconductors . . . . 12

3.2 E-k diagrams [59] of (a) Direct bandgap semiconductor, (b) Indirect bandgap semicon-
ductor with phonon absorption (c) Indirect bandgap semiconductor with phonon emission 13

3.3 Absorption coefficients of Si, Ge, InGaAs and InP calculated from the refractive indexes
[63, 64] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.4 Photon flux vs depth in silicon substrate for 780 nm and 1000 nm wavelength light . . . 15
3.5 (a) The pn-junction in the absence of external bias (b) Band diagram of pn-junction in

the absence of external bias (c) Reverse biased pn-junction and its band diagram, (d)
Forward biased pn-junction and its band diagram [58]. . . . . . . . . . . . . . . . . . . . 17

3.6 (a) The pn-junction in the absence of external bias (b) Volume Charge Density (c) Electric
Field, (d) Potential [58]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.7 The diffusion and drift currents of photogenerated electrons and holes in a pn-junction . 22
3.8 (a) The Shockley-Read-Hall (SRH) Recombination mechanism with shallow and deep

traps, (b) The Auger recombination [58] . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.9 Typical vertically-oriented photodiode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.10 Factors affecting the internal and external QE of an image sensor . . . . . . . . . . . . 26
3.11 (a-b) Schematic of the (a) 3T pixel, (b) 4T pixel. (c-d) Timing diagram of (c) 3T pixel, (d)

4T pixel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.12 Fabrication process of the lowest layer in an integrated circuit. [73] . . . . . . . . . . . . 32

4.1 Wavelength range of different commonly used materials for NIR/SWIR imaging applica-
tions [74] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.2 (a) Structure of a typical InGaAs sensor [82], (b) Quantum Efficiency of the Sony IMX991
[75] sensor in the visible+NIR/SWIR spectrum . . . . . . . . . . . . . . . . . . . . . . . 34

4.3 (a) Quantum Confinement effect of the bandgap of quantum dot nanocrystals [93], (b)
Absorption spectra peaks of PbS CQD for different sizes [94], (c) Photograph of PbS
CQDs [95], (d) Typical structure of a PbS CQD NIR image sensor [90] . . . . . . . . . . 36

4.4 Design of Ge-on-Si NIR image sensors fabricated using (a) wafer-bonding [108], (b) MBE
[98], and (c) CVD (specifically LEPECVD) [102] (Right) SEM cross-section of the Ge-Si
diode. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

5.1 Schematic of the BEOL deposition of Ge thin-films to build Ge-on-Si image sensor . . . 40
5.2 Schematic of the proposed use of pyramidal micro-structures for the NIR/SWIR enhance-

ment of the Ge-on-Si image sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

vi



List of Figures vii

6.1 (a-b) Schematic of the proposed image sensor. (c) Biasing on the image sensor and
transport of the generated charge carriers. . . . . . . . . . . . . . . . . . . . . . . . . . . 43

6.2 AFORS-HET simulation of a 2 mm Ge-Si heterojunction showing the band-bending and
valence band offset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

6.3 AFORS-HET simulations of (a-b) Band diagram of the Ge and Si epitaxial layers of
the proposed image sensor for different Ge doping types: (a) 1e18 p-doped Ge layer,
(b) 1e18 n-doped Ge layer, (c) E-field across the photodiode. The p-type doping is
favourable over the n-type doping of the Ge layer in the facilitation of charge transport
across the Ge-Si heterojunction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

6.4 (a) Simulated image sensor design with Ge-layer (without microstructures) (b) SPEC-
TRA simulation of the image sensor, showing the impurity concentrations (b) Internal
QE comparison of the image sensor using SPECTRA with and without 100 nm Ge-layer 47

6.5 QE vs Wavelength for n-type doped Ge layer at different doping concentrations . . . . . 48
6.6 QE vs Wavelength for p-type doped Ge layer at different doping concentrations . . . . . 49
6.7 Beer Lambert Simulation of the image sensor for different Ge layer thicknesses. The

absorption corresponds to the ideal QE neglecting all losses . . . . . . . . . . . . . . . 50
6.8 Internal QE vs Wavelength for different Ge layer thickness, obtained through SPECTRA

simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.9 (a) Section of the image sensor with single 1 µm pyramidal microstructure used for FDTD

simulations. (b) TOCCATA FDTD simulation showing light intensity at different regions
of the microstructure. (c) The plot of generation current obtained with and without 1
µm pyramidal microstructure (with and without the low-temperature-deposited Ge-layer).
The incident light power is 10−2 W/cm2 over a photosensitive region of width 2 µm, and
light propagation time of 5× 10−13 s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

6.10 Percentage improvement in internal QE obtained through the use of pyramidal microstruc-
tures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

6.11 QE of complete proposed design with and without 1 µm pyramidal microstructures . . . 54
6.12 Temporal response of the image sensor at light wavelength of 1000 nm . . . . . . . . . 55

7.1 OpenFilter simulation of absorption in 100 nm Ge layer with different SiO2 AR coating
thicknesses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

7.2 OpenFilter simulation of absorption in 1 µm Ge layer with different SiO2 AR coating thick-
nesses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

A.1 Layout of the (a) 55 µm and (b) 10 µm pixel. The 55 µm is the true pixel layout consisting
of the cathode and anode contact pads and DP boundary barrier. The 10 µm pixel
does not contain contact pads or the DP boundary barrier, and instead uses reflective
boundary properties within the simulator to mimic the boundary barrier behaviour. . . . 68



List of Tables

3.1 Bandgap and cut-off wavelengths for common direct and indirect semiconductors used
in image sensors and photovoltaic cells . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

4.1 The Bohr Raddi of excitons in different semiconductors . . . . . . . . . . . . . . . . . . 36

6.1 Device simulation parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.2 % Improvement in QE at 1200 nm with pyramidal and cylindrical holes . . . . . . . . . . 53

viii



Nomenclature

Abbreviations
Abbreviation Definition

APS Active Pixel Sensor
BEOL Back End of Line
CMOS Complementary Metal-Oxide-Semiconductor
FDTD Finite Difference Time Domain
FEOL Front End of Line
MP Megapixel
NIR Near Infrared
QE Quantum Efficiency
RoHS Restriction of Hazardous Substances Directive
ROIC Read-Out Integrated Circuit
SR Spectral Response
SRH Shockley-Read-Hall
SWIR Short-wave Infrared

Symbols
Symbol Definition Unit

αabs Absorption Coefficient [cm−1]
A Area [µm2]
n Refractive Index [-]
k Extinction Coefficient [-]
λ Wavelength [nm]
µn,p Charge carrier mobility [cm2s−1V −1]
t Time [s]
εr Relative permittivity [-]
Eg Energy band gap [eV]
EC Conduction band energy [eV]
EV Valence band energy [eV]
EFn Fermi energy level [eV]
FF Fill Factor [%]
Je,h Current density of charge carriers [A/cm2]
NA,D Dopant density [cm−3]
τ RC Time constant [s]

Physical Constants
Symbol Definition Value
c Speed of light 3× 108 m/s
q Electron charge 1.602× 10−19 C
ε0 Permittivity of free space 8.854× 10−14 F cm−1

h Planck’s constant 6.626× 108 m/s

ix



List of Tables x

Symbol Definition Value

kB Boltzmann’s constant 1.381× 10−23JK−1

m0 Free electron mass 9.1× 10−31

T0 Reference temperature 293 K



1
Introduction

The human eye, a marvel of evolution, through which all visual information over the history of humanity
has been processed with remarkable efficiency, is fundamentally limited to only a narrow band of the
electromagnetic (EM) spectrum, referred to as visible light, spanning from approximately 400 nm to
700 nm (Fig. 1.1(a)) [1]. The visible light spectrum, from violet to red, corresponds to the peak of solar
radiation that reaches the earth’s surface, with earth’s atmosphere filtering out much of the ultraviolet
and infrared radiation [2]. Thus the human vision has evolved to maximize the use of available light in
our environment. Interestingly, silicon, the material that forms the backbone of modern electronics and
image sensing technologies, exhibits a spectral response that closely mirrors human vision. Silicon-
based photodetectors are typically sensitive to wavelengths up to about 1100 nm, just slightly beyond
the visible spectrum [3]. This alignment between human vision and silicon’s photoelectric properties
has been instrumental for the development of digital imaging technologies, as it has allowed for the
creation of cameras that capture images in a way that closely approximates human visual perception.

While the visible spectrum has served human needs admirably throughout our evolutionary history and
continues to be crucial for our day-to-day experiences, there are significant advantages to expanding
our sensing capabilities beyond this limited range. The near-infrared (NIR) and short-wave infrared
(SWIR) regions of the spectrum, which lie just beyond visible light, offer unique properties that can
greatly enhance the capabilities of current digital imaging applications.

NIR typically refers to wavelengths from about 750 nm to 1000 nm, while SWIR extends from about
1000 nm to 3000 nm [4]. This region of the EM spectrum has a distinctive characteristic that makes it
particularly useful for imaging applications: the low photon energy of the NIR/SWIR spectrum allows
for the selective penetration of materials that are opaque to visible light, as well as not being scattered
in poor-visibility atmospheric conditions. Thus development of a visible + NIR/SWIR wideband sensor
can have far-reaching implications across numerous fields:

• Consumer electronics: Smartphones and other portable devices could incorporate NIR/SWIR
imaging capabilities, enabling improved low-light imaging capabilities, biometric authentication,
and environmental sensing [5, 6].

• Environmental Imaging: Wideband sensors could improve our ability to detect and measure vari-
ous environmental parameters from crop health in agriculture to pollution levels in urban areas, as
well as image through smoke and haze during disasters such as fire or earthquakes (Fig. 1.1(b)
[7]) [8, 9].

• Metrology: NIR/SWIR radiation can pass silicon but is opaque to other materials such as metal in-
terconnects on an integrated circuit, thus allowing for through-silicon metrology for the inspection
of buried layers (Fig. 1.1(c) [10]) [11].

• Automotive safety: A visible + NIR/SWIRwideband sensor can be integrated into automobiles, im-
proving visibility through smoke, haze, and poor lighting conditions and enhancing overall safety
in autonomous and assisted driving systems (Fig. 1.1 (d) [12]).

1
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• Medical Imaging: Non-invasive diagnostic tools could be developed using visible + NIR/SWIR
imaging, potentially allowing for earlier detection of certain diseases or more accurate monitoring
of physiological processes (Fig. 1.1 (e) [6]) [13, 14]

• Industrial automation: Low-cost, compact NIR/SWIR sensors could enhance quality control pro-
cesses, material sorting, and machine vision systems in manufacturing environments [15].

• Security and surveillance: Enhanced night vision capabilities and the ability to see through ob-
scurants could significantly improve security systems and law enforcement tools [16].

Figure 1.1: a) The electromagnetic spectrum, highlighting the visible and Infrared spectra. (b-e) Applications of visible +
NIR/SWIR imaging.

The potential applications of visible + NIR/SWIR imaging are vast and diverse, underscoring the impor-
tance of overcoming the current limitations of visible and NIR/SWIR imaging technology. By developing
CMOS-compatible wideband image sensors, we can bridge the gap between the specialized, high-cost
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NIR/SWIR image sensors currently available and the widespread, low-cost, visible-spectrum CMOS
image sensors needed to unlock the full potential of wideband imaging across various industries and
applications.

1.1. Research Statement and Auxillary Questions
The development of a CMOS-compatible wideband image sensor capable of detecting both visible and
NIR/SWIR radiation presents a formidable challenge at the intersection of materials science, semicon-
ductor physics, and electronic engineering. This challenge is compounded by the stringent require-
ments of CMOS compatibility and the unique properties of NIR/SWIR radiation. The overwhelming
majority of image sensors currently used are silicon-based CMOS and CCD sensors - leveraging the
scalability and precision of integrated-circuit (IC) fabrication processes has resulted in low-cost, high-
speed, high-resolution and low-noise image sensors that can be integrated with other electronics onto
an IC [17]. However, due to the inherent bandgap limitation of silicon, with sensitivity only up to wave-
lengths of 1100 nm [18], CMOS image sensors are incapable of NIR/SWIR imaging. Although extensive
research has been carried out into developing highly efficient NIR/SWIR image sensors using tech-
nologies such as Indium-Gallium-Arsenide (InGaAs) [19] and quantum dots [20], these technologies
are incompatible with the CMOS-fabrication processes and thus cannot be integrated into the standard
CMOS IC flow. As these NIR/SWIR image sensors have to be fabricated separately, they then need to
be connected to read-out circuits using highly complex 3D integration processes [21, 22]. This results
in complexity in design, larger dies, lower reliability, slower readout speeds and poor scalability [23,
24].

For any NIR/SWIR image sensor to be CMOS-compatible, this work envisions several critical con-
straints that the development process must adhere to:

• Low-temperature fabrication processes: CMOS compatibility demands that all additional process-
ing steps required for NIR/SWIR sensitivity must be carried out at temperatures compatible with
existing CMOS structures. Typically, this means keeping process temperatures below 300°C,
known as the thermal budget, to prevent degradation of metal interconnects and dopant profiles
in the underlying CMOS circuitry.[25].

• RoHS compliance: The sensor must adhere to the Restriction of Hazardous Substances (RoHS)
directive, which restricts the use of certain hazardous materials in electrical and electronic equip-
ment. This requirement excludes the use of many traditional infrared-sensitive materials, such
as lead-based compounds, which have been commonly used in IR detectors [26].

• Back-End-Of-Line (BEOL) integration: All SWIR-enhancing processes must be implemented in
the Back-End-Of-Line stages of fabrication to maintain compatibility with standard CMOS front-
end processes foundaries. This constraint means that any additional layers or structures for
NIR/SWIR detection must be added after the formation of transistors and initial metal interconnect
layers.

Given these constraints and the potential benefits of such a sensor, the main research statement of
this thesis can be articulated as follows:

”Can a CMOS-compatible image sensor be designed and fabricated for visible + SWIR
wideband imaging applications, while adhering to low-temperature processing, RoHS

compliance, and BEOL integration requirements?”

This overarching question encompasses a wide range of technical challenges and considerations. To
systematically address this question and guide the reader through the fundamental concepts, design
considerations, simulation results, and final conclusions, the following auxiliary questions have been
formulated:

• What are the current state-of-the-art SWIR image sensors, and what key factors make these
image sensors CMOS incompatible?

• What are the different potential CMOS-compatible processes that can be used to expand the
spectrum of an image sensor into the SWIR spectrum?
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• How can an image sensor be designed to incorporate the shortlisted CMOS-compatible pro-
cesses?

• What is the expected performance of an image sensor designed using these processes?
• What limitations can be identified in such an image sensor?

By addressing these questions in sequence, this report aims to provide a comprehensive exploration
of the challenges and potential solutions in developing a CMOS-compatible wideband image sensor.

1.2. Report Structure
This report is structured into five chapters. Chapter 1 presents the baseline of the project, as well as
the research statement and auxiliary questions addressed in this thesis. Chapter 2 provides a brief
background and introduction to the development of CMOS image sensors. Chapter 3 comprises of
the complete theory required during the design and performance characterization of a CMOS Image
Sensor, as well as the CMOS fabrication steps. Chapter 4 discusses the different technologies cur-
rently used to build NIR/SWIR image sensors, providing their respective advantages and drawbacks.
Chapter 5 presents the two CMOS-compatible processes identified as part of this project that can po-
tentially enhance the SWIR sensitivity of a CMOS image sensor. The design and simulation of the
proposed image sensor that incorporates the processes identified is presented in chapter 6, detailing
the device-physics and optical simulation results. The final chapter 7 presents the main conclusion
and recommendations of this research. The Appendix includes all additional figures not included in the
main text, such as the mask-layout designed for fabrication.



2
Background - CMOS Image Sensors

In this chapter, the background of development that lead to the CMOS image sensors, as well as
different NIR/SWIR Image sensors is discussed to provide an understanding of the interest and potential
of the image sensing market. This chapter provides elaboration on the motivation of this project that
has been previously discussed.

2.1. Developments leading up to the CMOS Image Sensor
The history of modern digital image sensors is deeply rooted in the evolution of photography and imag-
ing technology, dating all the way back to the 4th century BCE Chinese text describing the the camera
obscura - darkened room with a small hole that projected an image on the opposite wall. However,
interest in the development of a practical image sensor began with the discovery of phenomenon of
silver salt darkening upon exposure to sunlight by Johann Heinrich Schulze in the early 18th century.
Schulze’s work laid the groundwork for the development of the pin-hole camera, a simple yet revolu-
tionary device that captured images through a small aperture, projecting them onto a darkened interior
surface [27].

The invention of the daguerreotype in 1839 by Louis Daguerre marked a significant leap forward. Us-
ing a silver iodide (AgI) plate, the daguerreotype process produced detailed and stable images. This
method dominated early photography until the introduction of glass plate negatives in the 1850s, which
used a wet-collodion process developed by Frederick Scott Archer. These glass negatives were more
versatile and provided higher quality images than their predecessors [28].

The late 19th and early 20th centuries saw further advancements with the introduction of film develop-
ment. George Eastman’s development of roll film in 1884 and the Kodak camera in 1888 democratized
photography, making it accessible to the masses [29]. Motion cameras, introduced by Thomas Edison
and the Lumière brothers, brought about the era of cinematography, capturing moving images on film.

Single-lens reflex (SLR) cameras emerged in the mid-20th century, offering photographers greater
control over composition and exposure. These cameras used a mirror and prism system to allow the
photographer to see exactly what would be captured on film. The advent of color film further enhanced
the capabilities of photographic technology.

The transition from analog to digital imaging began with the invention of the charge-coupled device
(CCD) in 1969 by Willard Boyle and George E. Smith. CCDs offered high-quality imaging and were ini-
tially used in astronomy and scientific applications - primarily due to its independence of performance
from the lithographic process used, which allowed for the development of application specific archi-
tectures [30]. However, they were limited by very high power consumption and complex fabrication
processes - restricting widespread consumer adoption [31].

Complementary metal-oxide-semiconductor (CMOS) image sensors (CIS), developed in the late 20th
century by Eric Fossum [32], addressed many of the limitations of CCDs. CMOS sensors integrated

5
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the image sensor and signal processing on a single chip, reducing power consumption and manufac-
turing costs. Early CMOS sensors faced challenges in image quality and noise, but advancements in
technology have significantly improved their performance, nearly matching CCDs in most applications
[33]. With the advantages of low-cost and high scalability of CMOS image sensors with advancements
in the fabrication processes, CMOS Active Pixel Sensors (APS) overtook CCDs in market share of
consumer image sensors, with the current market size of $ 22.85 Billion and is expected to grow to
$32.22 Billion in the next 5 years [34]. Fig. 2.1(b) shows the commercial shipments of CIS and CCD
image sensors for different applications over the years [35].

The rapid advancement of CMOS technology enabled the development of high-resolution sensors.
In 2016 Phase One introduced the world’s first 100 megapixel (MP) medium format CMOS sensor
only to surpass it in 2 years with the introduction of a 150MP medium format CMOS sensor [36, 37],
showcasing the technology’s scalability and capability to produce extremely detailed images. Fig. 2.1(c)
shows the shrinking of the pixel pitch sizes of CIS and CCD sensors over the years [35].

The introduction of stacked CMOS sensor technologymarked another significant advancement. By sep-
arating the photodiode layer from the readout circuitry, stacked sensors achieve higher performance in a
more compact form factor. Sony’s introduction of stacked CMOS sensors in 2021 revolutionized smart-
phone camera capabilities [38]. This technology has since become a standard in high-performance
imaging devices, enabling remarkable improvements in speed, dynamic range, and low-light perfor-
mance. Fig. 2.1 (a) shows the timeline of developments in image sensing technologies.

Thus, as CMOS image sensors continue to evolve, it is of great interest to expand the sensing capabili-
ties into the NIR/SWIR spectrum while retaining the technological advantages of CMOS image sensors,
which is the focus of this project.

Figure 2.1: (a) Timeline of developments in image sensing technologies - Camera Obscura [39], Daguerreotype [40], Kodak
Camera [41], Single Lens Reflex (SLR) [42], Charged Coupled Device (CCD) [43] and the CMOS Image Sensor (CIS) [44]. (b)
Market share as CIS and CCDs for different commercial applications by shipment. [35] (c) Scaling of CIS and CCDs by pixel

pitch. [35]
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2.2. The CMOS Active Pixel Sensor
CMOS Active Pixel Sensors (APS) have revolutionized digital imaging with their ability to integrate
light-sensing elements and signal processing circuitry on a single chip. This integrated operation has
allowed for a wide-range of applications - smartphone cameras, computer vision in autonomous vehi-
cles, astrophotography, medical imaging, etc. Before delving into the theoretical models and perfor-
mance parameters required to evaluate a CMOS APS, discussed in the next chapter, it is important to
explore the key components of CMOS image sensors and the advancements that have propelled their
widespread adoption.

At the heart of every CMOS image sensor is the ”pixel array”, composed of millions of individual ”pix-
els”. Each pixel consists of a photodiode, which converts incoming light into electrical charges, and
several transistors that control charge accumulation, reset, and readout operations required to obtain
the signal. CMOS APS architectures are of two architectures - the 3T (three-transistor) and the more
recent 4T (four-transistor) design. The 3T architecture includes a reset transistor, source follower, and
row select transistor in the readout circuit, while the 4T architecture includes an additional transfer gate
[45]. Differences between the 3T and 4T architecture will be discussed in the next chapter. Fig. 2.2
shows the schematic of a standard CMOS image sensor floorplan as well as a picture of a commercial
CMOS sensor (the SONY IMX675) [46].

Figure 2.2: (a) The typical CMOS Active Pixel Sensor. (b) The single CMOS Active Pixel with the photodiode, source follower
and row select transistor. (c) The Sony IMX 675 [46]

The photodiode is typically made of silicon and is responsible for the photon-to-electron conversion
process. When photons strike the photodiode, they generate electron-hole pairs. The electrons are
collected in a potential well, while the holes are swept away to the substrate. The number of electrons
collected is proportional to the intensity of the incident light, forming the basis of the image signal.

The biggest advantage of CMOS Image sensors has been the ability to integrate the readout electronics
and the light-sensitive pixel array onto a single die on an IC. Surrounding the pixel array are various
supporting circuits that enable the sensor to function. These include:

1. Row and column decoders: Used to select specific rows and columns of pixels for readout.
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2. Analog-to-Digital Converters (ADCs): Convert the analog signal from each pixel into a digital
value. Modern CMOS sensors often employ column-parallel ADCs for faster readout speeds.
[47]

3. Timing and control circuits: Thesemanage the sequence of operations within the sensor, including
exposure timing, readout, and reset cycles.

4. Signal processing circuits: These manage On-chip processing, including functions such as noise
reduction, colour interpolation, and basic image enhancement.

5. Interface circuits: These manage communication between the sensor and the host device. They
may not be present on the same die.

The integration of on-chip image signal processors (ISPs) has been another significant advancement.
These processors can perform complex operations such as multi-frame noise reduction, high dynamic
range (HDR) processing, and advanced colour correction, all within the sensor package. This integra-
tion has enabled improvements in image quality while reducing the processing load on the host device
[48].

Colour imaging in CMOS sensors typically employs a colour filter array (CFA) placed over the pixel
array. The most common arrangement is the Bayer pattern, which uses a repeating 2x2 grid of red,
green, and blue filters. However, recent developments have explored alternative CFA patterns and the
use of additional color filters to improve color accuracy and light sensitivity [49].

Another significant advancement in CMOS sensor technology has been the development of backside-
illuminated (BSI) sensors, first introduced by Sony in 2009 [50]. In traditional front-side illuminated
sensors, light must pass through the metal wiring layers before reaching the photodiode. BSI sensors
flip this arrangement, allowing light to strike the photodiode directly without obstruction. This results
in improved light sensitivity and reduced noise, particularly in low-light conditions [51]. Fig. 2.3(a-b)
shows the schematics of a front-side and back-side illuminated sensor.

A recent innovation has been the introduction of stacked sensor designs. In these sensors, the photodi-
ode layer is separated from the readout circuitry, with the two layers connected by through-silicon vias
(TSVs). This architecture allows for more complex circuitry without compromising the light-gathering
area of the pixels. It has enabled features such as high-speed readout, on-chip memory, and advanced
noise-reduction techniques [52]. Fig. 2.3(c) shows the schematics of a 2-layer-stacked BSI sensor.

Figure 2.3: Schematic of (a) Front-side illuminated, (b) Back-side illuminated, and (c) stacked image sensors [53].
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The pixel size in CMOS sensors has steadily decreased over the years, driven by the demand for
higher resolution in compact devices. However, this miniaturization presents challenges in terms of light
sensitivity and noise performance. To address these issues, manufacturers have developed various
light-concentrating structures, such as micro-lenses and light guides, to improve the light collection
efficiency of small pixels [54].

As CMOS sensor technology continues to advance, we are seeing the emergence of new capabilities
such as global shutter operation, which eliminates rolling shutter artifacts, and time-of-flight sensors for
3D imaging. Currently, there is great research interest in extending the spectral sensitivity of CMOS
sensors beyond the visible range into the near-infrared and even the short-wave infrared regions [55,
56, 57], however integrated visible+NIR/SWIR CMOS Image sensors has remained a challenge.



3
Fundamental Theory

In the previous chapter, the history and structure of a CMOS image sensor were briefly introduced to
provide an understanding of the most widespread image-sensing technology currently used, which is
also the basis of this project. As this project aims to develop a CMOS-compatible Visible+NIR/SWIR
wideband image sensor, it would be interesting to get an insight into the state-of-the-art NIR / SWIR
Image sensor developments, their specific CMOS-integration incapabilities as well as the techniques
to develop a CMOS-compatible wideband image sensor. However, it is important to have a firm under-
standing of the fundamental theory involved in creating an image sensor, which would later simplify the
discussions of the state-of-the-art NIR/SWIR technologies.

3.1. Introduction to Semiconductors
Image sensors and photovoltaic cells are similar in the way that both produce electric current due to
the photovoltaic effect. Edmond Becquerel, a french scientist discovered the effect in 1839 where
a voltage or electric current was observed when certain materials were exposed to light or radiant
energy. These certain materials, now called semiconductors, form the backbone of all electronics and
sensing applications in the modern world. A CMOS Image Sensor detects incident light by generating
free charges as the photon energy excites electrons to higher energy states, after which the resultant
current is current is measured. Thus, the operation of CMOS image sensors depends on the electrical
properties, such as the bandgap and conductivity, of these semiconductors for the generation and
transportation of free charges. The bandgap is an intrinsic property of a semiconductor, while the
conductivity of a semiconductor can be manipulated by the process of introducing impurities into the
crystal lattice, called doping.

3.1.1. Introduction to semiconductors and bandgap
In any bulk substance, only discrete values for electron energies are allowed due to the Pauli exclusion
principle. However, these discrete quantized energy levels split into two discrete energy levels due to
the interaction and perturbation of atoms in close proximity to each other, a process known as Band-
splitting (Fig. 3.1(a). The two energy levels are called the valence band (lower energy band where
all the electrons are bound), and the conduction band (higher energy band where electrons can freely
move) while the forbidden gap is known as the bandgap - EG expressed as:

EG = EC − EV (3.1)

where EG is the bandgap energy, EC is the energy at the bottom of the conduction band, and EV is
the energy at the top of the valence band (expressed in eV)

The average energy of electrons in a material Ef , known as the fermi-energy or fermi-level, is deter-
mined by the Fermi-dirac distribution and is expressed for intrinsic semiconductors as:

10
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Ef =
EC + EV

2
(3.2)

where Ef is the fermi energy (expressed in eV).

At absolute zero temperature, semiconductors behave like insulators, with all electrons in the valence
band and an empty conduction band. However, as the temperature increases, some electrons gain
enough energy to jump across the bandgap from the valence band to the conduction band. Once in
the conduction band, these electrons can move freely and contribute to electrical conduction. This
jump can also take place by the photovoltaic effect, when an incident photon provides sufficient energy
to an electron to move to the conduction band. The excited electron then leaves behind an empty
hole, which behaves like the positive charged equivalent of an electron - thus the absorption of incident
photon generates hole-electron pairs in the semiconductor. Fig. 3.1(b) shows the generation of hole-
electron pairs due to the photovoltaic effect. This is not possible for insulators with too large bandgaps
or conductors, where most charges are mobile without the need of incident light (Fig. 3.1(c)).

The photon energy required to generate hole-electron pairs in a semiconductor is expressed as:

Ephoton =
hc

λ
> EG (3.3)

where Ephoton is the photon energy (expressed in eV), and λ is the wavelength of light.

The bandgap of silicon is 1.12 eV, capable of detecting wavelengths up to 1100 nm [58]. As photo-
voltaic effect is fundamentally related to the bandgap of the semiconductor, a material property, detect-
ing of longer wavelengths - particularly in NIR/SWIR requires the selection of materials with smaller
bandgaps.
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Figure 3.1: (a) Band-splitting in silicon [58], (b) Generation of hole-electron pair by absorption of incident photon, (c) Band
diagrams of conductors, insulators and semiconductors

3.1.2. Direct-Indirect Semiconductors
In the previous section, the relation between the wavelength of the incident light and the bandgap of the
semiconductor was introduced. However, this relation holds only for materials in which the momentum
of electron (given by k-values) is the same in both the valence and conduction band, known as direct
bandgap semiconductors. This is not the case for indirect bandgap materials, where for an electron
to move from the valence band to the conduction band requires the assistance of a phonon - quanta
of lattice vibration to conserve momentum. Fig. 3.2 shows the E-k diagrams of direct and indirect
semiconductors.
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Figure 3.2: E-k diagrams [59] of (a) Direct bandgap semiconductor, (b) Indirect bandgap semiconductor with phonon
absorption (c) Indirect bandgap semiconductor with phonon emission

While the details of phononmechanics is not of importance in this project (for full details, refer Böer [59]),
a key takeaway from this is that indirect bandgap semiconductors require more energy for electron-hole
pair generation as compared to direct bandgap semiconductors - thus results in significantly larger wafer
thickness requirements for indirect bandgap semiconductors while direct bandgapmaterials can be only
a few micron thick. On the other hand, direct bandgap materials are challenging to integrate in CMOS
electronics due to lattice mismatch, thermal expansion coefficient differences leading to stresses and
polarity issues [60, 61]. This particular result will play an important role in this project in the performance
analysis of NIR/SWIR layers.

Material Direct/ Indirect
Bandgap

Bandgap (eV) Cutoff-Wavelength
(nm)

Silicon Indirect 1.12 1100
Germanium Indirect 0.6 1840

Gallium Phosphide Indirect 2.24 551
Gallium-Arsenide Direct 1.42
Indium-Phosphide Direct 1.35 915
Lead-Selenide Direct 0.27 4570

Aluminium-nitride Direct 6 205
Indium-Gallium-Arsenide Direct 0.75 1650

Mercury-Cadmium-Telleride 1 Direct 0.09-1.6 800-1400
Lead-sulphide 2 Direct/ Indirect 0.42 (bulk) /

0.37-2.5 (QD)
Cadmium-Telluride Direct 1.49 832
Indium-Antimonide Direct 0.225 5500

Table 3.1: Bandgap and cut-off wavelengths for common direct and indirect semiconductors used in image sensors and
photovoltaic cells

1HgxCd1−xTe bandgap depends on Hg-Cd ratio
2Bulk PbS is a direct bandgapmaterial but nanoparticle PbS used in Quantum-Dot (QD) Image sensors behaves as an indirect

bandgap material with a dependence on the size of the quantum-dot
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3.1.3. Absorption Coefficient
While the bandgap of a material determines the cut-off wavelength of light beyond which no electron-
hole pairs are generated in the substrate, this relation does not provide complete information on the
thickness of the material required to completely absorb wavelengths shorter than the cut-off wavelength.
To obtain this information, a term known as absorption coefficient of a material - α is first introduced,
quantifying how much light is absorbed per unit distance as it travels through the material. The absorp-
tion coefficient is a function of the wavelength of incident light and the refractive index of the material
(which is dependent on the direct or indirect bandgap of the material).

The absorption coefficient is given by the following equation [62]:

αabs =
4πk

λ
(3.4)

where αabs is the absorption coefficient (in cm−1), k is the extinction coefficient (complex part of the
complex refraction index of the material). Fig. 3.3 provides the graph of absorption coefficients of
different semiconductors.

Figure 3.3: Absorption coefficients of Si, Ge, InGaAs and InP calculated from the refractive indexes [63, 64]

3.1.4. Beer-Lambert Law
Using the absorption coefficient of the material, it is now possible to calculate the attenuation of light as
it passes through an absorbing medium using the Beer-Lambert Law, which in turn provides information
on the thickness of the semiconductor substrates required while designing the image sensor to detect
the desired wavelength of light.

The Beer-Lambert Law is mathematically expressed as [62]:
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F (x) = F0e
−αabsx (3.5)

where F (x) is the photon-flux at a distance x from the surface of the semiconductor in (photons/(cm2·s)),
F0 is the incident photon flux (photons/(cm2·s)), αabs is the absorption coefficient of the material (cm−1)
and x is the distance from the surface of the material (cm).

From equation 3.5 it can be observed that the photon flux intensity decreases exponentially with the
thickness of the material. For silicon with an absorption coefficient of 1000 cm−1 for wavelengths of
780 nm and 50 cm−1 for wavelengths of 1000 nm, the thickness of the silicon epitaxial layer required
to absorb 63% of the incident photons is 10 µm for 780 nm and 200 µm at 1000 nm (Fig. 3.4.

Figure 3.4: Photon flux vs depth in silicon substrate for 780 nm and 1000 nm wavelength light

3.1.5. Doping concentration and the PN junction diode
In the previous sections, the effect of the bandgap of the semiconductor on the absorption of light at
different wavelengths and the subsequent generation of electron-hole pairs was seen. While this is
one important factor in the design of an image sensor, it is equally important to transport these charges
through a circuit either through a charge concentration gradient or under the influence of an electric
field. Without this, the generated electron-hole pairs will recombine, and no signal is obtained while
also contributing to noise in the form of dark current.

The electrical properties of an intrinsic (pure) semiconductor are altered by the process of introducing
impurities in the crystal lattice, called doping. All semiconductors belong to Group-IV of the periodic
table with 4 valence electrons; thus, replacing some semiconductor atoms with Group-III (3 valence
electrons) or Group-V elements (5 valence electrons) makes the semiconductor p- or n-type with excess
holes or electrons respectively. These excess holes or electrons can freely move through the p- or
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n-doped semiconductor, respectively, and are called majority carriers. In a p- or n-doped substrate,
electrons and holes then become theminority carriers respectively, resulting in aminority current flowing
through the substrate.

The concentration of dopants introduced is known as the doping concentration. The doping concentra-
tion for n-type (ND) and p-type (NP ) are then used to calculate the following electrical properties of the
semiconductor:

Charge Concentration
1. Electron concentration in n-type: n ≈ ND (expressed in cm−3)
2. Hole concentration in p-type: p ≈ NA (expressed in cm−3)

For an intrinsic semiconductor, the concentration of electrons in the conduction band is equal to the
concentration of holes in the valence band, i.e., ni = pi. As the terms are equal, only ni is referred to
as intrinsic carrier concentration. For silicon, the intrinsic carrier concentration ni at room temperature
is 1.5 ×1010.

For a doped semiconductor, the concentration of carriers is given by the Mass-Action law:

n · p = n2
i (3.6)

PN Junction
Just a single type of doped semiconductor is insufficient for image-sensing applications. The funda-
mental building block of an image sensor is the pn-junction. A pn-junction is formed at the interface
of the p-typed doped region and a n-type doped region. At this interface, the excess electrons from
the n-doped region diffuse into the p-type region, while the holes from the p-doped region diffuse into
the n-doped region. These diffused charges then recombine with the present majority charges in the
region, resulting in no more free carriers at the interface. Thus a depletion region is formed.

Doped semiconductors are neutral in the absence of any external influence. However, the diffusion of
charges at the interface leaves behind fixed charges with give rise to an electric field. The diffusion of
charges continues, and the depletion region widens until the electric field inside the depletion region is
sufficiently large to block any further diffusion of charges, and thus an equilibrium is formed. The region
outside the depletion region remains neutrally charged, and no electric field is present in this region,
thus the region is called quasi-neutral region (the neutrality assumption can only be made at bulk scale
in thermal equilibrium) [65] (Fig. 3.5(a)).

Fig. 3.5(b) shows the band diagram of the pn-junction. In the absence of externally applied voltage
or induced current, the Fermi level across the junction is constant. The depletion region is completely
devoid of any mobile charges, and the presence of the electric field serves as a barrier to any movement
of charges across the pn junction. This barrier, in the form of a Built-in potential, occurs only at the pn-
junction interface and cannot be measured using a voltmeter.

The built-in voltage (Vbi) of a pn-junction is given by:

Vbi =
kBT

q
ln(

NaNd

n2
i

) (3.7)

where Vbi is the built-in voltage (expressed in V), and Na and Nd are the doping concentrations of the
p-type and n-type regions of the junction.



3.1. Introduction to Semiconductors 17

Figure 3.5: (a) The pn-junction in the absence of external bias (b) Band diagram of pn-junction in the absence of external bias
(c) Reverse biased pn-junction and its band diagram, (d) Forward biased pn-junction and its band diagram [58].
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Biasing, Width of Depletion Region and Junction Capacitance
When an external voltage is applied to the pn-junction, the pn junction is biased. The pn-junction is
forward biased when the positive voltage is applied to the p-doped material and the negative voltage to
the n-dopedmaterial. Similarly, the pn junction is reverse biased when the negative voltage is applied to
the p-doped material and the positive voltage is applied to the n-doped material. When the pn-junction
is biased, the Fermi level is no longer equal in the p-doped and n-doped regions. Fig 3.5 (c-d) shows
the pn-junction in reverse and forward-biased conditions.

In the forward-biased condition, the electric field inside the depletion region is opposite to the external
electric field. This results in the shrinking of the depletion region. At sufficiently large applied voltage,
charged carriers can move across the depletion region, and a forward current is set up.

The situation is reversed for the reverse-biased condition. The depletion region electric field is in the
same direction as the applied electric field, and the depletion region width increases. No charges can
move across the depletion in this condition, and no current is set up. When the reverse bias voltage is
sufficiently high, the electric field inside the junction is so high that an avalanche of charges is triggered,
which causes the junction to break down. As the pn-junction allows for the current to pass through only
in one direction, it also also referred to as a diode. pn-junction diodes specifically made sensitive for
photon detection are referred to as photodiodes.

The depletion region width in the n-type of a homogeneously doped pn-junction is given by:

xn =

√
2ε0εr(Vbi − Va)

q

Na

Nd

1

Na +Nd
(3.8)

where xn is the depletion region width in n-type, Va is the external applied voltage, Vbi is the built-in
voltage, εr is the relative permittivity and Na and Nd are the doping concentrations.

Similarly, the depletion region width in the p-type of a homogeneously doped pn-junction is given by:

xp =

√
2ε0εr(Vbi − Va)

q

Nd

Na

1

Na +Nd
(3.9)

where xp is the depletion region width in p-type, Va is the external applied voltage, Vbi is the built-in
voltage, εr is the relative permittivity and Na and Nd are the doping concentrations

Combining equation 3.8 and 3.9, the total width of the depletion region in a pn-junction is calculated
as:

W = xn + xp =

√
2ε0εr(Vbi − Va)

q

Nd +Na

NaNd
(3.10)

where W is the total width of the depletion region, Va is the external applied voltage, Vbi is the built-in
voltage, εr is the relative permittivity and Na and Nd are the doping concentrations

The depletion region behaves as a capacitor in that the depletion regions (also referred to as space-
charge regions at the p-doped and n-doped regions behave as two oppositely charged plates through
which no free charges can cross. The junction capacitance of a homogeneously doped pn-junction is
given by:

C ′ =

√
qε0εrNaNd

2(Vbi − Va)(Na +Nd)
(3.11)

where C ′ is the junction capacitance, Va is the external applied voltage, Vbi is the built-in voltage, εr is
the relative permittivity and Na and Nd are the doping concentrations.

The detailed derivation of all the pn-junction equations can be found in Neamen [58].
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3.1.6. Poisson Equation, Electric Field and Potential across the pn junction
In the previous section, it was mentioned that an electric field is formed across the depletion region
due to the diffusion of majority charges. to calculate the electric field in the the depletion region, the
Poisson’s equation is used.

The term ε0εr can be expressed as a single term, defined as the permittivity of the semiconductor εs

εs = ε0εr (3.12)

The Poisson’s equation for one-dimensional analysis is given by:

d2Φ(x)

dx2
= −dE(x)

dx
= −ρ(x)

εs
(3.13)

where Φ(x) is the electric potential, E(x) is the electric field, ρ(x) is the volume charge density, εs is
the permittivity of the semiconductor and x is the distance from the interface at the pn junction

Integrating equation 3.13, and setting the boundary condition E = 0 in the quasi-neutral regions, the
electric field in the depletion region is:

E =

{
−qNa

εs
(x+ xp), −xp ≤ x ≤ 0

−qNd

εs
(xn − x) 0 ≤ x ≤ xn

(3.14)

where E is the electric field, εs is the permittivity of the semiconductor, and xn, xp are the thickness of
the depletion region in the n- and p-doped regions of the pn junction, respectively.

The electric field in the depletion region is continuous, i.e., at x=0. Substituting in equation 3.14 gives:

Naxp = Ndxn (3.15)

Similarly, the potential can be found by integrating substituting equation 3.14 and setting the boundary
condition as zero potential at x = −xp and taking the potential as a continuous function:

Φ(x) =
qNd

εs
(xn · −x2

2
+

qNa

εs
x2
p, (0 ≤ x ≤ xn) (3.16)

From equation 3.16, we can then express the built-in potential as:

Vbi = |Φ(x = xn)| =
q

2εs
(Ndx

2
n +Nax

2
p) (3.17)

Fig. 3.6 shows the volume charge density, electric field and potential across a pn-junction diode.
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Figure 3.6: (a) The pn-junction in the absence of external bias (b) Volume Charge Density (c) Electric Field, (d) Potential [58].
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3.1.7. Diffusion and Drift
The previous section discussed the pn-junction diode at the static condition without any external influ-
ence. In an image sensor, the charges generated by the incident light, i.e., by photogeneration, have
to be efficiently transported to the contacts of the image sensor while avoiding recombination to reduce
signal loss.

There are two primary mechanisms that govern the movement of charge carriers in semiconductors:
diffusion and drift (Fig. 3.7).

1. Diffusion: This process occurs due to the concentration gradient of charge carriers. Electrons and
holes move from regions of high concentration to regions of low concentration. In a pn-junction,
a gradient of the minority carriers exists in the quasi-neutral region as the minority carriers gener-
ated close to the depletion are swept by the electric field. This results in the diffusion of minority
carriers towards the depletion region.

The electron and hole diffusion current is given by:

Jn−diff = qDn
dn

dx
(3.18)

Jp−diff = −qDn
dp

dx
(3.19)

where Jn−diff and Jp−diff are the electron and hole current densities,Dn andDp are the diffusion
constants of electrons and holes respectively, n and p is the electron and hole densities (cm−3)

2. Drift: This process occurs due to the electric field present in the depletion region. Charge carriers
move in response to this electric field: electrons are pulled towards the positive potential, and
holes are pulled towards the negative potential.

The drift velocity of the holes and electrons under the influence of an external electric field is:

vdrift =
qτmE

m
= µE (3.20)

where vdrift is the charge drift velocity, τm is the mean free time between collisions (also referred
to relaxation time), E is the applied electric field, m is the effective mass of the carrier and µ is
knows as the mobility.

The effective electron and hole mass in silicon mn and mp are 0.26 m0 and 0.39 m0 respectively.

Using equation 3.20, the drift current can be found:

Jn−drift = −qnvdrift = qnµnE (3.21)
Jp−drift = qpvdrift = qpµpE (3.22)

(3.23)

where Jn−drift and Jp−drift are the electron and hole drift current densities, µn and µp are the
electron and hole mobilities.

The relation between the rate of diffusion and charge mobility is given by the Einstein relationship:
Dn,p

µn,p
=

kBT

q
(3.24)

The diffusion length Ln,p is related to the carrier lifetimes τn,p as:

Ln,p =
√
Dn,pτn,p (3.25)

where Ln,p is the diffusion length, Dn,p arethe diffusion coefficients, τn,p is the charge carrier
lifetime

Because of the larger effective mass of the holes and shorter relaxation time leading to increased
recombination, both the diffusion and drift current of holes is lower than electrons for equally doped
p- and n-doped semiconductors. Thus an important design consideration in image sensors is the
minimization of reduction in the path length of holes.
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Figure 3.7: The diffusion and drift currents of photogenerated electrons and holes in a pn-junction

3.2. Generation and Recombination
The total diffusion and drift current in an image sensor is the sum of charge carriers generated through
photon absorption as well as the charge carriers lost due to the recombination of an electron-hole pair.

Generation
Charge carriers can be generated through two processes: optical generation and thermal generation

1. Optical Generation: As discussed in Section 3.1.1, pptical generation occurs when photons with
energy greater than or equal to the bandgap energy EG of the semiconductor are absorbed,
exciting electrons from the valence band to the conduction band and creating electron-hole pairs.

The rate of optical generation depends on the intensity and wavelength of the incident light, as
well as the absorption coefficient αabs of the semiconductor material. Using the beer-lambert law
(equation 3.5), the generation rate of hole-electron pairs in the semiconductor layer can then be
calculated as:

G(x) = −dF (x)

dx
= αabsF0e

−αabsx (3.26)

where G(x) is the generation rate of electron-hole pairs (photons/(cm3·s)), F0 is the incident pho-
ton flux, and x is the depth of the semiconductor material.

2. Thermal generation: This process occurs due to thermal energy that excites electrons from the
valence band to the conduction band, creating electron-hole pairs. This process is temperature-
dependent, with higher temperatures increasing the rate of thermal generation. As this generation
generates a current in the absence of light - known as dark current, thermal generation is a
source of noise and must be minimized to obtain high signal-to-noise ratios (SNR) in the image
sensor. Thus high sensitivity image sensors, such as single photon detector are hence operated
at cryogenic temperatures [66, 67]

Recombination
Recombination is the process by which electrons and holes recombine, annihilating each other and
releasing energy. Recombination can occur through several mechanisms: radiative recombination,
non-radiative recombination, and Auger recombination.
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1. Radiative Recombination: Radiative recombination occurs when an electron recombines with a
hole, and the energy released is emitted as a photon. This process is significant in direct bandgap
semiconductors like gallium arsenide (GaAs), where the momentum of the electrons and holes
is conserved. Radiative recombination is the basis for light emission in LEDs and laser diodes.
However, in indirect bandgap semiconductors like silicon, radiative recombination is less efficient
and less significant.

2. Non-Radiative Recombination: Non-radiative recombination occurs when the energy released
during recombination is transferred to other carriers or lattice vibrations (phonons) instead of being
emitted as light. The primary non-radiative recombination mechanisms are Shockley-Read-Hall
(SRH) recombination, surface recombination and Augur recombination.

(a) Shockley-Read-Hall (SRH) Recombination: SRH recombinationmechanism involves recom-
bination through energy states between the conduction and valence band, known as traps,
where electrons and holes can be captured and later re-emitted. These traps are formed due
to imperfections in the semiconductor crystal lattice or impurity atoms. These traps can ei-
ther be shallow, being a few kBT from band edges or deep, being close to the mid bandgap.
These traps can also either be acceptor-type, that are positively charged in the absence
of electrons, or donor-type, that are negatively charged when occupied by electrons. Fig.
3.8(a) shows the SRH recombination mechanism.

The SRH recombination rate (U ) is given by [58]:

U =
pn− n2

i

τn(p+ nie
Ei−Et
kBT ) + τp(n+ nie

Et−Ei
kBT )

(3.27)

where U is the SRH recombination rate, n and p are the charge carrier densities of holes and
electrons (cm−3), τe and τp are the minority carrier lifetime of electrons and holes, ni is the
intrinsic carrier concentration of the semiconductor, Et is the trap energy (eV) and Ei is the
intrinsic fermi energy. Derivation of the SRH recombination rate can be found in Neuman
[58].

(b) Surface Recombination: This process occurs at the surface of the semiconductor where the
crystal lattice is interrupted, creating a high density of recombination centers. The effect
of surface recombination is amplified when the depletion region of the pn-junction is at the
surface boundary. This is one of the major source of dark current in the 3T architecture of
CMOS image sensors, later resolved in the 4T architecture.

(c) Auger Recombination: Auger recombination involves a three-charge-carrier interaction where
the energy released during electron-hole recombination is transferred to a third carrier (an-
other electron or hole), which is then excited to a higher energy state. This process is signif-
icant in heavily doped semiconductors and at high carrier injection levels [68].

The Auger recombination rate for holes and electrons is given as [58]:

Rn = Cnn
2p (3.28)

Rp = Cpp
2n (3.29)

RAuger = Cnn
2p+ Cpp

2n (3.30)

where RAuger is the net Auger recombination rate, Rn and Rp are the Auger recombination
rates for electrons and holes, Cn and Cp are the Auger coefficient for electrons and holes, n
and p are the charge carrier densities of holes and electrons (cm−3). Fig. 3.8(b) shows the
Auger recombination mechanism.
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Figure 3.8: (a) The Shockley-Read-Hall (SRH) Recombination mechanism with shallow and deep traps, (b) The Auger
recombination [58]

3.3. The Ambipolar Transport Equation / Continuity Equation
By combining the generation and recombination rates in a pn-junction with the diffusion and drift cur-
rents, the complete Ambipolar Transport Equation (also known as the continuity equation) of the pn-
junction is obtained.

The Ambipolar Transport Equation for holes and electrons in a pn-junction is given by:

∂n(x)

∂t
= n(x)µn

∂E(x)

∂x
+ E(x)µn

∂n(x)

∂x
+Dn

∂2n(x)

∂x2
+ (Gn(x)−Rn(x)) (3.31)

∂p(x)

∂t
= p(x)µp

∂E(x)

∂x
+ E(x)µp

∂p(x)

∂x
+Dp

∂2p(x)

∂x2
+ (Gp(x)−Rp(x)) (3.32)

Where E is the electric field, Dn,p are the diffusion coefficients, µn,p is the carrier mobility, Gn,p is the
net generation rate, Rn,p is the net recombination rate, and t is time.

3.4. Spectral Response and Quantum Efficiency
In the design and optimization of image sensors, particularly when extending capabilities into the NIR
and SWIR regions, three parameters stand out as critically important: spectral response, quantum
efficiency, and dark current. These parameters will be used as the figure of merit (FoM) for evaluating
image sensor designs.

3.4.1. Spectral Response
Spectral response is a fundamental characteristic of image sensors that describes how the sensor’s
output signal varies with the wavelength of incident light. It is a comprehensive measure that reflects
the sensor’s ability to detect light across different parts of the electromagnetic spectrum and is the key
specification impacting colour reproduction accuracy, low-light performance, and the sensor’s suitability
for specific applications.

Spectral response is quantified as the ratio of the sensor’s electrical output to the optical input power at
each wavelength. It is expressed in units of A/W (amperes per watt) or V/J (volts per joule), depending
on whether the sensor’s output is measured as a current or a voltage.

The mathematical expression for spectral response can be derived using the ambipolar transport equa-
tion (equation 3.31) and solving for diffusion and drift currents using different boundary conditions. The
typical pn-junction photodiode structure used to derive the spectral response is shown in Fig. 3.9
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Figure 3.9: Typical vertically-oriented photodiode

As seen in Fig. 3.9, the typical pn-junction photodiode is vertically oriented. PN-junction photodiode are
fabricated using thin and high-purity epitaxial layers to two reasons: (a) As seen in section 3.1.4, the
percentage of photon flux absorbed by the photodiode depends on the depth of semiconductor layers,
thus photodiodes are required to be fabricated very deep for the detection of longer wavelengths of light,
and (b) from section 3.2, the recombination rate increases with defect density, thus in order to reduce
the recombination rate, high-purity layers are fabricated sequentially. The substrate of a photodiode is
generally a heavily doped wafer that acts as a carrier sink.

From equation 3.26, the current density in the depletion region is

Jdep = qF0(e
−αabsx1 − e−αabsx2)[A cm−2] (3.33)

and using equation 3.18 and the ambipolar equation 3.31, current densities in the upper p-type and
lower n-type quasi-neutral regions are:

Jn,p−type(x = x1) = −q
F0

αabsx1
[1− (1 + αabsx1)e

−αabsx1 ][A cm−2] (3.34)

Jp,n−type(x = x2) =
qF0(e

−αabsx3 − e−αabsx2 + αabse
−αabsx2(x3 − x2))

αabs(x3 − x2)
[A cm−2] (3.35)

Combining equations 3.33, 3.34 and 3.35, we get the total current density, i.e. the spectral resposne
of the photodiode Jphtotal = Jdep + Jn,p−type + Jp,n−type as:

Jphtotal =
qF0(e

−αabsx1(x3 − x2) + x1e
−αabsx2 − x1e

−αabsx3 + x2 − x3

x1αabs(x2 − x3)
[A cm−2] (3.36)

It can be seen through equations 3.33, 3.34, 3.35 that the diffusion current is approximately a factor
αabs greater than the depletion current. Thus, in order to maximize the spectral response of the image
sensor, the depletion region has to be maximized. However, this comes with a trade-off of increased
noise, which will be discussed in section 3.5.
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3.4.2. Quantum Efficiency
Quantum Efficiency (QE) is a pivotal parameter in image sensor performance, directly quantifying the
sensor’s ability to convert incident photons into collected electrons. It is a more fundamental mea-
sure than spectral response, as it describes the sensor’s effectiveness in terms of photon-to-electron
conversion, independent of the energy of the incident photons.

It is defined as the ratio of the number of charge carriers generated to the number of incident photons
at a specific wavelength:

QE =
Number of electrons generated
Number of incident photons

(3.37)

QE =
Jph−total

qF0
electrons/photons (3.38)

QE is critical in determining the sensor’s sensitivity, especially in low-light conditions, and plays a sig-
nificant role in determining the signal-to-noise ratio. In the pursuit of extending sensor capabilities
into NIR and SWIR regions, maximizing quantum efficiency across a broad spectrum becomes a cen-
tral challenge. QE calculations take into consideration all image sensor parameters, such as material
properties such as bandgap and absorption coefficient, surface passivation to reduce recombination,
anti-reflective-coatings to reduce reflections and photodiode physical structure determining how much
light is incident on the light-sensitive area.

QE calculations can be of two types:

1. Internal QE: Charge generation and recombinations within the substrate are considered but sur-
face reflection and absorptions are excluded. Internal QE can be 100%.

2. External QE: Takes into consideration all reflection and absorption losses. External QE is always
lower than 100%.

Fig. 3.10 shows a schematic of factors affecting the internal and external QE of an image sensor.

Fill factor
For the calculation of the external QE, one of the important parameters to be considered is the fill factor,
which is defined as the ratio of light-sensitive pixel area to the total area of the image sensor.

Figure 3.10: Factors affecting the internal and external QE of an image sensor

3.5. Dark Current
The third important parameter to taken into consideration during the design of an image sensor is the
Dark Current. While the spectral response and QE provide vital information of the sensor’s sensitivity,



3.5. Dark Current 27

the dark current sets the lower limit of the sensor’s detectable signal and significantly impacts the
sensor’s dynamic range, especially in low-light imaging conditions.

Dark current is defined as either the current density measured at the output in the absence of light. It
represents the rate at which electrons are thermally generated, the capture and emissions occurring at
the crystal defects and the noise in the sensor’s readout circuitry. As discussed in section 3.2, the main
causes of dark current are the thermal generation in depletion regions, surface generation, diffusion in
the quasi-neutral regions after the light is turned off, trap-assisted tunneling and impact ionization.

The thermally generated dark current for the photodiode shown in Fig. 3.9 can be calculated from the
ambipolar equation 3.31 by setting the generation rate equal to 0 in the quasi neutral region and from
the SRH equation 3.27 for the depletion region:

Dark current in the depletion region is:

Jdark(depletion =
ni

2τ0
(x2 − x1)[A cm−2] (3.39)

(3.40)

while the dark current in the quasi neutral region are:

Jn,dark(p−type) = qDn
n2
i

x1NA
[A cm−2] (3.41)

Jp,dark(n−type) = qBp
n2
i

(x3 − x2)ND
[A cm−2] (3.42)

(3.43)

where Dn,p are the diffusion constants, ni is the intrinsic carrier concentration, τ0 is the minority carrier
lifetime (assuming τn = τp = τ0 in the SRH equation), and NA,D are the doping concentrations.

The total dark current is the sum: Jdark(depletion + Jn,dark(p−type) + Jp,dark(n−type)

Jdark−current =
ni

2τ0
(x2 − x1) + qDn

n2
i

x1NA
+ qBp

n2
i

(x3 − x2)ND
[A cm−2] (3.44)

It can be seen through equations 3.39 and 3.41 that the dark current in the depletion region scales
by a factor of ni and by a factor of n2

i in the quasi-neutral region. As ni (of order 1010 in silicon) is
significantly smaller than NA/ND (of order > 1014), the dark current contribution by the depletion region
is several orders of magnitude greater than the quasi-neutral region. As both the spectral response as
well as the dark current increase with an increase in depletion width, a trade-off must be made on the
size of the depletion depending on the application.

The impact of dark current on the image sensor performance are:

1. Noise: Dark current contributes to shot noise (discussed in the next section), which follows a
Poisson distribution.

2. Dynamic Range: Dark current sets the lower limit of detectable signal, effectively reducing the
sensor’s dynamic range, especially for long exposure times.

3. Fixed Pattern Noise: Non-uniformity in dark current across the pixel array contributes to fixed
pattern noise, which can be particularly noticeable in low-light images.

4. Hot pixels: Pixels with abnormally high dark current, often due to defects, appear as bright spots
in dark images.

5. Dark Signal Non-Uniformity (DSNU): Variations in dark current across the sensor array, contribut-
ing to spatial noise in images.

The following steps can be taken to reduce the dark current:

1. Cooling: As seen in section 3.2, thermal generation is temperature dependent, thus high-performance
scientific image sensors are operated at cryogenic temperatures [66, 67].
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2. Optimized doping profiles: From the dark-current equation 3.44, the depletion region is the largest
contributor to the dark current. Thus, carefully designed doping profiles can minimize depletion
region volume while maintaining good quantum efficiency.

3. Surface passivation: Deposition of high-quality dielectric layers over the surface and greatly re-
duce surface generations.

4. Buried photodiode structures: Preventing surface contact of the depletion region also reduces
the impact of surface generation. This design consideration is the key feature of the 4T pixel
architecture over the older 3T pixel (detailed explanation provided in later sections).

5. High-purity of epitaxial layers: As dark current is caused by the presence of crystal defects, the
high purity of semiconductors and ensuring proper lattice match between the layers reduces the
dark current. This is one of the major challenges in the design of NIR/SWIR sensors [19, 69].

6. Correlated Double Sampling (CDS) The effect of dark current on image quality can be mitigated
by subtracting the image signal from a reference signal for each pixel when the noise is the
correlated for both signals. This has been one of the major advancements in CMOS image
sensor architectures (the 4T pixel architecture, discussed in Section 3.7).

7. Dark current compensation: Dark current can be compensated in the analog read-out circuits
depending on the characterized behaviour of the image sensor.

Dark current in the NIR/SWIR sensors becomes additionally challenging to resolve due to the following
factors:

1. Narrower bandgap materials: Materials like germanium or III-V semiconductors used for SWIR
detection have higher intrinsic carrier concentrations, leading to increased thermal generation
[70].

2. Thicker depletion regions: As discussed by the Beer-Lambert law (section 3.1.4), NIR/SWIR pho-
tons require thicker substrates to be efficiently absorbed, which increase the volume of thermal
generation.

3. New defect types: Alternative materials may introduce additional defects or generation centers
not typically seen in silicon.

4. Heterojunction structures: The interfaces in heterostructure devices - consisting of multiple layers
of different materials (e.g., InGaAs/InP sensors) can introduce additional generation sites at the
interface.

5. Strain effects: Strain introduced to modify bandgap properties can also affect dark current char-
acteristics [20, 71].

3.6. Noise in Image Sensors
While spectral response and quantum efficiency are important parameters that provide information on
the sensitivity of the image sensor, the noise in the image sensor must be taken into consideration to
design high performance image sensors. Noise in image sensors refers to unwanted variations in the
output signal that are not related to the actual light intensity being measured. Noise affects the sensor’s
dynamic range, signal-to-noise ratio (SNR), and ultimately determines the lowest light levels that can
be accurately detected, thus understanding and minimizing noise is critical for achieving high image
quality, particularly in the longer wavelength spectrum.

The types of noises present in an image sensor are:

1. Shot Noise: Also known as Poisson noise, it the the noise that originates at random arrival of
discrete particles, either photons or electrons. The shot noise follows a poison distribution and
the standard deviation of shot noise is given by:

σN =
√
N =⇒ Signal-to-Noise ratio (SNR) = N√

N
=

√
N (3.45)

where N is the number of photons or electrons.
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2. Thermal Noise: Thermal noise is caused by the random thermal motion of charge carriers in
resistive components of the sensor, in particular, the transistors used for the read-out circuit. The
thermal noise is represented by:

σthermal = kBTR∆f (3.46)

where T is the absolute temperature, R is the resistance, and ∆f is the bandwidth
3. Flicker noise: Flicker noise is associated with traps in the semiconductor material and interfaces.

It is inversely proportional to frequency, being prominent in lower frequencies and thus is also
called ”1/f noise”. The flicker noise varies with device geometry and fabrication process and can
only be reduced in the analog readout circuit.

4. Fixed Pattern Noise: Fixed pattern noise is a spatial variation in pixel outputs under uniform illu-
mination conditions. There are two types of Fixed Pattern noise:

(a) Dark Signal Non-Uniformity (DSNU): Variation in dark current from pixel to pixel
(b) Photo Response Non-Uniformity (PRNU): Variation in pixel responsivity to light

While the fixed pattern noise is constant for a given sensor (with some temperature dependence),
they are more noticeable at high signal levels (for PRNU).

5. Random Telegraph Signal (RTS) Noise: RTS noise is characterized by discrete fluctuations in
pixel output between two or more distinct levels. It is caused by the trapping and de-trapping of
charges due to the tunneling effect between the oxide layer to the substrate. While RTS noise
has a 1/f2 dependence, multiple RTS noises have a combined effect similar to 1/f.

3.7. Pixel Architectures - 3T and 4T pixels
The final discussion on the background of image sensors is the read-out architecture used in CMOS
image sensors. While this project does not include the read-circuit of the image sensor, it is important
to understand the different architectures - their features, advantages and disadvantages as well as
the sensor design requirements to ensure the proposed design can efficiently utilize the developments
made in the CMOS image sensor architectures.

3.7.1. 3T Pixel architecture
The 3T (three-transistor) pixel architecture is one of the simplest and earliest designs in CMOS image
sensors. It consists of three main transistors: a reset transistor, a source follower transistor, and a
row-select transistor (Fig. 3.11(a)). The basic components and their functions are as follows:

1. Photodiode: The light-sensitive photodiode in the 3T architecture is a simple 2-layer pn-junction
in which the generated charges are stored in the photodiode built-in capacitance.

2. Reset Transistor MRST : This transistor is used to reset the photodiode to a known voltage level,
typically the supply voltage (VDD), before each integration period. The reset transistor ensures
that the photodiode is cleared of any residual charge from the previous exposure.

3. Source Follower Transistor MSF : This transistor buffers the voltage on the photodiode and pro-
vides a low-impedance output. It acts as a voltage follower, replicating the photodiode voltage at
its source terminal.

4. Row Select Transistor MRS : This transistor is used to connect the pixel output to the column
readout line. It allows the selection of a specific row of pixels for readout during image acquisition.

Operation of the 3T Pixel
The operation of the 3T pixel can be divided into three phases: reset, integration, and readout, during
which the signal and reference voltage are stored in two capacitors CSHS and CSHR respectively.

1. Reset Phase: During this phase, the reset transistor (M1) is turned on, connecting the photodiode
to VDD. This action resets the photodiode to a known voltage level. The reset transistor is then
turned off, isolating the photodiode from the supply voltage. During this time, the reset voltage
level is stored in CSHR. This reset operation, however, introduces a thermal noise (KTC noise)
known as ”reset noise” into the photodiode, and the reset voltage fluctuates between multiple
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frames. The reset noise introduced by the reset transistor in the photodiode can be calculated
from the thermal noise equation 3.46 and is expressed as:

σ2
thermal =

kBT

C
(3.47)

where σthermal is the thermal noise (in V), T is the absolute temperature and C is the photodiode
capacitance.

2. Integration Phase: During the integration phase, the photodiode is exposed to light, and incident
photons generate electron-hole pairs. The electrons are collected in the photodiode, causing its
voltage to drop proportionally to the amount of light received. The integration time is the duration
for which the photodiode collects charge.

3. Readout Phase: During the readout phase, the row select transistor (MRS) is turned on, connect-
ing the source follower transistor (MSF ) to the column readout line. The source follower transistor
buffers the photodiode voltage and the output voltage is stored in the capacitor CSHS .

In the readout circuitry, the difference between the values stored in CSHS and CSHR, initially an analog
signal is converted to a digital value. However, an important detail to be noted is that the signal value is
stored first, followed by the reset value. This means that the signal value stored in CSHS and the reset
value stored in CSHR are of two different frames, resulting in the thermal noise captured in CSHS and
CSHR are NOT of the same frame and this operation is not correlated double sampling (CDS). This
leads to the addition of noise as the KTC noise in the output signal increases by a factor of

√
2 along

with the presence of fixed pattern noise. This can be seen in Fig. 3.11(c).

While the 3T pixel is simple with low fabrication costs and small pixel sizes, it has two major disadvan-
tages: (a) high reset noise and fixed pattern noise (FPN) due to the lack of correlated double sampling,
and (b) the need for the metal contacts to be present on the light-sensitive region itself, lowering the fill
factor of the pixel. This resulted in the architecture falling out of favour in CMOS image sensors. Thus,
this architecture must be avoided in the design of the NIR/SWIR-enhanced CMOS image sensor.

3.7.2. 4T Pixel architecture
The 4T (four-transistor) pixel architecture is an enhancement over the 3T design, aimed at improving
image quality and reducing noise. It includes an additional transistor, the transfer gate, (Fig. 3.11(b)),
which provides several benefits. The main components of the 4T pixel architecture are:

1. Pinned-Photodiode (PPD): In the 4T architecture, the light-sensitive component is the PPD, which
of a pn-junction along with a highly doped narrow epitaxy layer above the pn-junction. This layer
provides three major benefits:

(a) This epitaxy buries the depletion region and prevents it from being exposed to surface de-
fects - leading to significantly lower dark current (Section 3.5).

(b) Two pn-junctions are formed - one between the epitaxy and the buried layer and the other
between the buried layer and the substrate. With the appropriate doping and applied bias
voltage (pinning voltage), the two depletion regions can join and the buried layer is com-
pletely depleted (pinned). This allows for higher device sensitivity at shorter pixel depth.

(c) The PPD does not participate in the signal readout, thus not requiring metal contacts to be
present on the light-sensitive surface and allowing for very high fill-factors.

2. Floating Diffusion (FD): The FD collects charges from the PPD and is connected to the readout
circuit to participate in the signal readout.

3. Transfer Gate MTX : This additional transistor controls the transfer of charge from the photodiode
to the floating diffusion node. It isolates the photodiode from the rest of the readout circuitry during
integration.

4. Reset Transistor MRST : Similar to the 3T pixel, this transistor resets the floating diffusion node
to a known voltage level before charge transfer.

5. Source Follower Transistor MSF : Again similar to the 3T pixel, this transistor buffers the voltage
at the floating diffusion node.
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6. Row Select Transistor MRS : This transistor connects the pixel output to the column readout line
during the readout phase.

Operation of the 3T Pixel
The operation of the 4T pixel architecture involves four phases: reset, integration, transfer, and readout.

1. Reset Phase: The reset transistor (MRST ) is turned on, resetting the floating diffusion (FD) node
to a known voltage level. The photodiode is also reset to VDD through the transfer gate (MTX ),
which is initially on and then turned off to start the integration phase. Meanwhile, the reset value
of the FD is stored in CSHR.

2. Integration Phase: During this phase, the photodiode collects charge generated by incident pho-
tons. The transfer gate (MTX ) remains off, isolating the photodiode from the floating diffusion
(FD) node.

3. Transfer Phase: After the integration period, the transfer gate (MTX ) is turned on, allowing the
accumulated charge in the photodiode to transfer to the floating diffusion (FD) node. This transfer
minimizes the thermal noise and dark current associated with the photodiode.

4. Readout Phase: The row select transistor (M4) is turned on, connecting the source follower tran-
sistor (M3) to the column readout line. The source follower buffers the voltage at the floating
diffusion node and output is stored in CSHS .

Identical to the 3T pixel, the readout circuitry, finds the difference between the values stored in CSHS

and CSHR and converts it to a digital value. However, the storage of the signal value and reset value
in CSHS and CSHR is reserved, with the reset value being read out first. The thermal noise captured in
CSHS and CSHR is now the same and is subtracted away during readout. This operation is correlated
double sampling (CDS), and this leads to a significant reduction in thermal and FPN noise reduction.
This can be seen in Fig. 3.11(d).

Thus, most of the modern CMOS image sensors use the 4T pixel architecture, with the advantages
of low thermal and FPN, low dark current, and very high fill factors. For any NIR/SWIR wideband
CMOS image sensors designed must thus include a buried epitaxy layer to allow the use of 4T pixel
architectures.

Figure 3.11: (a-b) Schematic of the (a) 3T pixel, (b) 4T pixel. (c-d) Timing diagram of (c) 3T pixel, (d) 4T pixel.
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3.8. CMOS Fabrication Processes
This section outlines the key steps in CMOS fabrication, which are crucial in the process of designing
a CMOS-compatible NIR/SWIR wideband image sensor. Fig. 3.12 and the list below give an overview
of how one integrated circuit layer is created [72]. These steps are used for both the sensor and other
integrated circuit components, like readout circuits. Therefore, any technique to enhance the sensor’s
spectrum must not disrupt these processes. Also, altering semiconductor fabrication flows at fabs for
the NIR/SWIR sensor would require complex changes, leading to higher costs and lower reliability,
making it economically impractical.

1. Cleaning: The wafer is first cleaned with nitric acid and demineralized water to remove any
organic matter or dust, ensuring a clean surface for further processing.

2. Primer treatment: After cleaning, the wafer surface is hydrophilic. To improve the adhesion of
the hydrophobic photoresist, the wafer is treated with HMDS, which increases its hydrophobicity.

3. Photoresist coating: Liquid photoresist is applied to the center of the wafer, which is then spun
at high speeds (3500 to 9000 RPM) to spread the photoresist evenly. The coating thickness can
range from 30 nm to 3 μm.

4. Pre-exposure Soft-bake: The wafer undergoes a soft-bake to evaporate the solvent from the
photoresist. This step solidifies the photoresist layer, making it ready for the lithographic process.

5. Alignment and exposure: In this lithographic step, a mask or reticle is used to imprint a pattern
onto the photoresist using light (photolithography). The resolution of the pattern depends on the
wavelength of the light, as described by the Rayleigh criterion.

6. Post-bake: Following exposure, the wafer is baked again to harden the exposed parts of the
photoresist. This improves adhesion to the wafer and prepares it for development.

7. Development: The wafer is placed in a developer solution that dissolves the unhardened pho-
toresist. The remaining photoresist acts as a protective mask, defining the areas of the wafer to
be etched.

8. Etching: The unprotected silicon oxide areas are etched away, exposing the underlying layers.
Etching can be performed using either wet chemicals or dry plasma processes.

9. Ion-implantation: This step bombards the wafer with ions to dope the substrate, changing the
electrical properties of specific areas and forming the IC’s components. It is typically done at the
deepest layer to create transistors and photodiodes.

10. Photoresist removal: Any remaining photoresist is dissolved and removed using a developer
solution, leaving the etched pattern on the wafer.

11. Metal deposition: Metal is deposited to create electrical contacts, with aluminium used for low-
layer contacts, tungsten for vias, and copper for interconnects. This step fills the etched silicon
oxide pattern with the appropriate metal.

12. Polishing: The wafer surface is flattened using chemical-mechanical polishing (CMP) to ensure
it is smooth and prepare it for the next layer of processing.

Wafer inspection and measurement are done at each step to ensure precision and functionality of
the final semiconductor devices. As mentioned in Chapter 1, visible + NIR/SWIR wideband image
sensors are ideal for this because they can easily distinguish between silicon and materials like metal
interconnects in the SWIR spectrum.

Figure 3.12: Fabrication process of the lowest layer in an integrated circuit. [73]
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Review of current NIR/SWIR image

sensors

With a complete understanding of the fundamental theory of image sensors in Chapter 3, this chapter
introduces the different technologies currently used in a wide range of NIR/SWIR applications such as
medical diagnostics, industrial process monitoring and survellience. In section 3.1.2, it was seen that
the primary limitation of silicon, used for CMOS image sensors, has been its large bandgap of 1.12
eV, and thus is unable to detect wavelengths beyond 1100 nm. For detection of longer wavelengths,
materials with smaller bandgaps (listed in table 3.1) must be used. Fig. 4.1 shows graphically the
different NIR/SWIR image sensing technologies and their respective wavelengths:

Figure 4.1: Wavelength range of different commonly used materials for NIR/SWIR imaging applications [74]

In visible+SWIR spectrum (up to 1400 nm), Indium-Gallium-Arsenide (InGaAs) have seen the most
wide-spread applications, while interest in commercial applications PbS Colloidal Quantum Dot (CQD)
image sensors has been on the rise - and thus will be discussed in this chapter. Additionally, despite
the current lack of commercial applications, research on Ge-on-Si sensors will also be discussed in
this chapter, as it is the backbone technology being explored as part of this project.

4.1. Indium-Gallium-Arsenide (InGaAs) Image sensors
Indium-Gallium-Arsenide (InGaAs) sensors are the type of image sensors with most commercial prod-
ucts available, such as Sony SenSWIR IMX990/991 [75], Teledyne DALSA’s Linea SWIR [76], Xenics
XSW cooled InGaAs sensor [77], Hamamatsu Photonics G1656X [78] as well as high-performance
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scientific sensors such as the Teledyne FLIR A6260 [79].

These sensors utilize the unique properties of ternary alloy semiconductors where the bandgap of
InxGa1−xAs, formed by combining indium arsenide (InAs) and gallium arsenide (GaAs), can be tuned
from 1.42 eV (x = 0, pure GaAs) up to 0.36 eV (x = 1, pure InAs) [80] - this allows for high efficiency
detection from wavelengths from 900 nm up to 1700 nm, far beyond the capabilities of CMOS image
sensors. Additionally, cooling InGaAs image sensors shifts the long-wavelength cutoff by 8 nm for
every 10 °C, further allowing end-user tunability [81]. Most commercial used composition in InGaAs
sensors is In0.53Ga0.47As (bandgap of 0.75 eV, cut-off wavelength 1700 nm), as it is lattice matched
with the Indium-Phosphide substrate and greatly reduces dark current.

Figure 4.2: (a) Structure of a typical InGaAs sensor [82], (b) Quantum Efficiency of the Sony IMX991 [75] sensor in the
visible+NIR/SWIR spectrum

The physical structure of InGaAs sensors, as seen in Fig. 4.2, comprises of:

• Substrate: The substrate, usually InP, provides the mechanical support for the sensor. InP is
chosen because it has a lattice constant closely matched to InGaAs, reducing strain and defects
during epitaxial growth.

• Buffer layer: A buffer layer is often grown on the substrate to smooth out any imperfections and
provide a good surface for the subsequent layer
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• InGaAs Absorption Layer: This is the active layer where photons are absorbed, generating electron-
hole pairs. The composition of the InGaAs layer (the ratio of indium to gallium) determines the
bandgap and thus the spectral sensitivity of the sensor.

• Cap Layer: A cap layer is grown on top of the InGaAs layer to protect it and to form the electrical
contacts.

• 3D hydridization: InGaAs sensors are connected to the readout integrated circuit (ROIC) using
3D hybridization techniques such as 3D flip-chip indium bump bonding [83, 84]. Research is
being carried out for the use of Cu-Cu hybridization bonding, such as in the Sony IMX991 [85].

InGaAs sensors have a number of advantages: (a) as evidenced by Fig. 4.2(b), InGaAs sensors
have excellent performance in NIR/SWIR range, far exceeding any other comparable technology. (b)
Additionally, while InGaAs sensors are generally cryogenically operated, they can also be operated
at room temperatures significantly reducing system costs, and (c) InGaAs sensors have lower noise
levels as compared to HgCdTe sensors [86].

However, InGaAs sensors can only be developed on InP substrates due to lattice-match constraints
and thus require Indium or Copper bumps to attach to the silicon. This makes InGaAs sensors fun-
damentally incompatible with CMOS-technology, and the complex fabrication process of creating and
aligning indium/copper bumps introduces several disadvantages that are challenging to resolve [24]:

1. Poor scalability: As InGaAs sensors cannot utilize the excellent scalability of CMOSprocesses, In-
GaAs sensors are very low resolutions as compared to CMOS image sensors (The Sony IMX991
has a resolution of 0.3 MP (megapixels) [75] as compared to commercially available phone image
sensors exceeding resolutions of 200 MP)

2. Reliability Issues: 3D hybridization, such as the use of indium bumps or Cu-Cu bonding, can
introduce mechanical stress during the bonding process. There is also often a mismatch in the
thermal expansion coefficients between the indium bumps and the materials they connect. This
mismatch can lead to further mechanical strain and potential failure of the sensor during temper-
ature cycling.

These mechanical and thermal stresses associated with 3D hybridization affect the long-term reli-
ability of the sensor, particularly in harsh operating environments where temperature fluctuations
and mechanical vibrations are common.

3. Complexity in ROIC design: Most modern circuit design tools are not equipped to design 3D
integrated structures with multiple different substances, and thus ROIC design requires the de-
velopment of new mathematical models - increasing development time and reducing reliability.

4. High Costs: As InGaAs sensors require specialized processes involving complex epitaxial growth
techniques and expensive materials, the production of InGaAs sensors is prohibitively expensive.
Additionally, the fabrication facilities can only be used for building InGaAs sensors, thus the very
high initial setup costs further compounds the problem.

Due to these fundamental problems with InGaAs sensors, it is extremely challenging to use this tech-
nology to develop CMOS-compatible visible+NIR/SWIR image sensors.

4.2. Lead-sulphide (PbS) Colloidal Quantum Dot (QD) Image sensors
While InGaAs sensors currently continue to dominatee the NIR/SWIR imaging market, there is growing
interest in an emerging technology of Lead sulfide (PbS) quantum dot (QD) based image sensors for
NIR applications [20, 74, 87], with several start-ups developing commerical products such the STMicro-
electronics [88], SWIR Vision Systems Acuros CQD [89], Quantum Solutions Q.Eye [90] and Emberion
VS20 [91].

Quantum dots are semiconductor nanocrystals that exhibit size-tunable optical properties - with strong
absorption occuring at certain photon energies, at the expense of reduced absorption at other energies
[92]. This size-tunable optical properties works on the principle of quantum confinement - when the
nanocrystal radius is much smaller than the Bohr radius of the exciton (a hole-electron within the crystal
lattice) in the bulk material, the normally continuous energy bands (as seen in section 3.1.1 become
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discrete, changing the bandgap of the material [92] (Fig. 4.3(a)). The Bohr Raddi of excitons in different
semiconductors is listed in table 4.1.

Material Exciton Bohr radius (nm)

CuCl 1
CdSe 6
PbS 20
InAs 34
PbSe 46
InSb 54

Table 4.1: The Bohr Raddi of excitons in different semiconductors

Figure 4.3: (a) Quantum Confinement effect of the bandgap of quantum dot nanocrystals [93], (b) Absorption spectra peaks of
PbS CQD for different sizes [94], (c) Photograph of PbS CQDs [95], (d) Typical structure of a PbS CQD NIR image sensor [90]

PbS is a direct bandgap semiconductor with bulk bandgap of 0.41 eV, however, quantum dot PbS crys-
tals with a size range of 2.6-7.2 nm behaves as an indirect bandgap semiconductor with corresponding
aborption peaks of 825-1750 nm as shown in Fig. 4.3(b) [94].

The preparation of PbS CQD involves several solution-based colloidal chemistry methods, the details
of which can be found in Agarwal [96]. Fig. 4.3(c) shows the picture of PbS CQDs used in NIR image
sensors. The typical structure of a PbS CQD NIR sensor, as shown in Fig. 4.3(d) consists of:

• Substrate: The foundation of the PbS CQD image sensor is the substrate, which provides me-
chanical support and stability for the subsequent layers - it can be either glass or silicon.

• Bottom Electrode: On top of the substrate, a bottom electrode is deposited. This electrode serves
as the anode for the device and is typically made of a transparent conductive oxide (TCO) to allow
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light to pass through.
• Hole Transport Layer (HTL): The hole transport layer is deposited on top of the bottom electrode.
This layer facilitates the movement of holes from the active layer to the anode and also helps to
block electrons, reducing recombination losses.

• PbS Quantum Dot Layer: The PbS CQD layer is the active layer where light absorption and pho-
togeneration of charge carriers occur. This layer consists of colloidal PbS quantum dots, which
are typically deposited using solution-based techniques such as spin-coating or inkjet printing.
The thickness of this layer is optimized to balance light absorption and charge transport.

• Electron Transport Layer (ETL): The electron transport layer is deposited on top of the PbS CQD
layer. This layer facilitates the movement of electrons from the active layer to the cathode while
blocking holes.

• Top Electrode: On top of the ETL, a bottom electrode is deposited. This electrode serves as the
cathode for the device and is typically made of metal for good electrical conductivity.

• Encapsulation Layer: To protect the device from environmental degradation (e.g., moisture, oxy-
gen), an encapsulation layer is often applied. This layer is generally made of polymer coatings.

PbS CQDs aim to solve the cost and the complexity issues that affect InGaAs sensors. As PbS CQDs
are solution based with relatively inexpensive materials, the synthesis is low cost and can easily be
scaled to large scale commercial production. Additionally the size-tunable bandgap of PbS CQDs is
easier to control as compared to InGaAs sensors, while also being easily integratable with the ROIC
using silicon substrates as compared to the 3D integration of InGaAs.

However, PbS CQDs also face some fundamental problems that make it CMOS-incompatible which
cannot be resolved. Some of these problems include:

1. RoHS Non-Compliance: Lead is a toxic heavy metal, and the use of PbS in quantum dot sensors
raises major environmental and health concerns. Safe handling and disposal of lead-containing
materials are essential, and Pb cannot be introduced into the CMOS fabrication plants [97].

2. Stability Issues: PbS quantum dots are prone to degradation when exposed to air, moisture,
and light. This degradation affects the performance and longevity of the sensors. Encapsulation
techniques can mitigate these issues, but they add complexity and cost to the fabrication process.

3. Non-Uniform absorption coefficient: While the size-tunable bandgap of PbS provides high absorp-
tions at specific wavelengths, the compromise at other wavelengths makes the device behaviour
highly irregular, making the design of wideband sensors challenging.

4. Integration with ROIC: While PbS are easier to integrate with ROIC than InGaAs, integration of
solution-based CQDs is still a novel domain with the need to develop more advanced hybrid
integration techniques [21].

5. Incapability of 4T Pixel architecture: Due to the physical structures of PbS CQD sensors, these
sensors can only be built using the 3T pixel architecture and thus cannot utilize any of the ad-
vancements made in CMOS image sensors.

Thus, PbS CQDs too cannot be used for the design of CMOS-compatible Visible+NIR/SWIR wideband
image sensors.

4.3. Germanium-on-Silicon NIR Image sensors
As compared to InGaAs sensors and PbS CQD sensors, Germanium-on-Silicon image Sensors are
structurally simple - utilizing the simple pn-junction structure shown in Fig. 3.9, with one layer as ger-
manium and the other as silicon. The bandgap of germanium (0.66 eV) allows for the absorption of
light in the NIR/SWIR range (700-1700 nm), while the underlying silicon in theory in theory allows for
integrated operation capabilities. However, despite extensive research on Ge-on-Si sensors [98, 69,
99, 100, 101, 102] , there are no commercially available Ge-on-Si wideband image sensor to date. This
is primarily due to the poor performance on these sensors as compared to InGaAs sensors and PbS
CQD sensors, combined with the CMOS incompatibility of the fabrication processes used - making
Ge-on-Si not viable for practical applications [103].
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The simplest technique to build an integrated Visible+NIR/SWIR wideband image sensor would be to
build the existing CMOS image sensor designs - from the image sensor, the ROIC, as well as all the
other signal processing components - on a germanium wafer in place of silicon. Devices made out of
germanium have operating principles similar to silicon - as a matter of fact, the world’s first transistor
was made of germanium instead of silicon [104]. However, the transition to silicon based electronics
with optimization of all fabrication processes geared for silicon has rendered the design and fabrication
of germanium-based ROIC and signal processing analog circuits infeasible.

Thus, most of the current research for Germanium-based image sensors have focused on the fabrica-
tion of Germanium-Silicon heterojunction diodes. Most Ge-on-Si sensors are fabricated using either
chemical vapor deposition (CVD) [102, 105, 57] or molecular beam epitaxy (MBE) [98, 69, 106] - these
processes require very high temperatures, well beyond the 300 °C BEOL thermal budget of the ROIC
and other electronics in an integrated circuit [107], and thus are CMOS incompatible. Additionally, these
processes introduce very high strain and defects in the germanium lattice while the lattice mismatch
between Ge and Si through these processes is high - leading to poor device performance. While other
promising fabrication techniques such as low-temperature wafer-bonding are being investigated [108,
109], this process is not currently not scalable for the use in large pixel arrays and can only utilize the
3T pixel architecture.

Fig. 4.4 shows some of different Ge-on-Si image sensors designs using CVD, MBE and wafer-bonding
processes.

Figure 4.4: Design of Ge-on-Si NIR image sensors fabricated using (a) wafer-bonding [108], (b) MBE [98], and (c) CVD
(specifically LEPECVD) [102] (Right) SEM cross-section of the Ge-Si diode.

The structure and operation of the current Ge-on-Si image sensors is identical to the 3T architecture
Si-CMOS image sensor and thus will not be discussed here.



4.4. Conclusion 39

The advantages of Ge-on-Si image sensors include:

1. CMOS Compatibility: Ge-on-Si image sensors are inherently compatible with CMOS-technology,
with the current incompatibility only stemming from the high-temperatures of fabrication processes
used, which can potentially be resolved.

2. Visible + NIR/SWIR Wideband sensitivity: Germanium’s low bandgap makes it highly sensitive
to NIR wavelengths, enabling the detection of a broader spectrum without compromising on the
visible light spectrum

3. High-Speed Performance: Ge-on-Si sensors can potentially operate at high speeds due to the
high carrier mobility in germanium, making them suitable for applications requiring fast image
capture.

The disadvantages of Ge-on-Si include:

1. Lattice mismatch: Any significant lattice mismatch between Ge and Si during the fabrication pro-
cess will introduce defects and dislocations in the Ge layer, which can severely degrade the
sensor’s performance and reliability.

2. Thermal Expansion Coefficient Mismatch: The mismatch in thermal expansion coefficients be-
tween Ge and Si can lead to thermal stress, especially during high-temperature processing, af-
fecting the sensor’s structural integrity. This can potentially be avoided using low temperature
fabrication processes

3. Maturity of technology: Currently, there is a lack of mature and scalable processes for the large-
scale production of Ge-on-Si NIR sensors. Other NIR sensing technologies, such as InGaAs
(Indium Gallium Arsenide) sensors, are already well-established in the market, resulting in low
interest in research in further development.

4.4. Conclusion
Despite the limitations of current Ge-on-Si image sensors, this technology does not have the same
fundamental limitations towards CMOS compatibility like InGaAs and PbS CQDs. Any low-temperature
deposition process of crystalline Ge would allow for the development of BEOL NIR/SWIR enhancement
of CMOS image sensors, while retaining all the advantages of scalability and maturity of current CMOS
sensor. One such technique is metal-induced layer exchange of group-IV materials [110], which has
to potential to deposit crystalline germanium thin-films. This technology can potentially resolve the
current CMOS-compatiblity issues of Ge-on-Si sensors while allowing for more advanced image sensor
designs, thus will be the basis of this project.
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Proposed CMOS-compatible NIR/SWIR

enhancement techniques for CMOS
Image sensors

With Chapter 4 discussing three different technologies currently used for NIR/SWIR image sensors,
this chapter shall present two different CMOS-compatible NIR/SWIR enhancement techniques, which
adhere to the three main requirements laid down in section 1.1, allowing for the realization of the project
goal of CMOS-compatible wideband image sensor.

5.1. Depostion of Germanium through low-temperature processes
In section 4.3, it was seen that the bandgap limitation of CMOS image sensors can be overcome using
a pn-heterojunction of low-bandgap materials with silicon, such as the Ge-on-Si image sensor. How-
ever, CMOS-incompatibility and performance limitations of CVD, MBE and wafer-bonding fabrication
processes of low-bandgap materials have limited the applications of such sensors. It can be seen that
the limitation of Ge-on-Si is fabrication process dependent, and this has resulted in a lack of research
into the design of CMOS image sensors that use BEOL low-bandgapmaterial deposition. As part of this
project, the Image Sensor Group at Delft University of Technology is currently carrying out extensive
research into the formation of polycrystalline thin films of low-bandgap materials through the deposition
of amorphous layers. The thickness of these thin films is in the order of 100 nm and can potentially
allow for the design of advanced CMOS-compatible wideband Ge-on-Si image sensors. This project
is focused on exploring the design feasibility of BEOL-deposited Ge thin films over CMOS sensors (as
shown in Fig. 5.1), and due to intellectual property restrictions, the details of the low-temperature Ge
deposition process used will not be discussed here.

Figure 5.1: Schematic of the BEOL deposition of Ge thin-films to build Ge-on-Si image sensor
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5.2. Micro-structured surface for NIR/SWIR enhancement
The second proposed is through themicro-structuring of the image sensor surfacewith inverted-pyramidal
cavities of similar dimension to the desired wavelength, i.e., ~1 µm, through anisotropic wet-etching of
the silicon substrate as shown in Fig. 5.2. While this process does not solve the bandgap limitations
of silicon, it can potentially greatly enhance the performance of the Ge-thin film deposited using the
low-temperature process, as proposed in the previous section.

Figure 5.2: Schematic of the proposed use of pyramidal micro-structures for the NIR/SWIR enhancement of the Ge-on-Si
image sensor

Micro-structured surfaces have been used extensively to enhance the performance of solar cells in the
form of ”moth-eye anti-reflective (AR) coating” [111, 112, 113], and has recently seen a growing interest
for use in image sensors [55, 114, 115, 116]. These micro-structures behave as an anti-reflective
coating, providing spectral response enhancement up to 70%. However, the extremely low spectral
response of CMOS image sensors at wavelengths above 850 nm combined with its near 100% QE in
the visible spectrum meant that micro-structuring the surface as an individual process did not provide
practically sufficient enhancement to justify its use.

On the other hand, surface micro-structuring with inverted pyramids followed by the low-temperature
deposition of germanium can greatly enhance the performance of the Ge-thin film in the following ways:

1. Absorption Enhancement through scattering: Scattering on two dimensional structures of dimen-
sions slightly smaller than the wavelength of light leads to formation of localized surface plasmons,
which enhances the absorption of thin films while also resulting in surface lower recombination
rates [117].

2. Absorption Enhancement through increased path length: The angled surface of Ge thin-filmwithin
the cavities as well as the repeated reflections in a pyramidal cavity increases the effective dis-
tance the light has to travel across in Ge, increasing the photon flux absorbed (guided by the Beer
Lambert equation 3.5).

3. Anti-Reflections through photon-trapping: The difference in refractive index of the germanium
thin-film and the upper native oxide naturally formed prevents reflections on the surface of the
pixel due to refraction and total internal reflections [55]. This behaviour is similar to the moth-eye
AR coating in solar cells.

Thus, the two techniques: low-temperature-deposition of Ge-thin-film aswell as surfacemicro-structuring
through anisotropic wet etching, will be used in conjunction in this project for the design of CMOS-
compatible visible+NIR/SWIR image sensor and the performance of this design will be evaluated using
device-physics and optics simulations.
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Complete Design and Simulation

Results

With the two different CMOS-compatible NIR/SWIR enhancement techniques: (a) Layer exchange
deposited germanium on silicon, and (b) microstructured surface for performance enhancement of the
deposited Ge layer, proposed in Chapter 5, this chapter presents a novel design which incorporates
both these techniques into a single sensor. Several key performance parameters of the image sensor
must be considered in such a design, including:

1. Effect of Ge-Si hetero-junction and doping concentrations on the transport efficiency of generated
charge carriers.

2. Charge carrier Generation rate of low-temperature-deposited Ge thin-film for the currently re-
ported thicknesses - with and without microstructures.

3. Effect of microstructures on transport efficiency of generated charge carriers.
4. Response time of the image sensor.

To perform the analysis of the above-mentioned parameters for the proposed design, three simulators,
(a) AFORS-HET for hetero-junction simulations, (b) SPECTRA for diffusion-drift simulations, and (c)
TOCCATA for FDTD simulations, are used and the results presented in this chapter.

6.1. Complete Design
Figure 6.1(a-b) shows the complete proposed CMOS-compatible Ge-on-Si visible+SWIR wideband
image sensor design. The image sensor is a front-side illuminated sensor with 3 epitaxial silicon layers
grown over a highly doped p-type silicon wafer. The surface is microstructured with inverted pyramids of
1 µm of size and depth, with a 1 µm spacing between adjacent pyramids. A Ge thin film is deposited on
this microstructured surface, which is taken as 100 nm for this project (the maximum thickness currently
being researched by the Image Sensor group at TU Delft). The area of the photosensitive region is
highly scalable, with pixel pitches ranging from 300 µm up to 1 mm currently being fabricated by the
Image Sensor Group. However, the interest of this project lies only in the internal QE calculations-
which are independent of the area of the photosensitive region, and thus all simulations have been
carried out using only 10 µm and 55 µm pixels to reduce simulation time (The layout for these two
pixels can be found in Appendix A).

As discussed in section 3.4.1, the spectral response of an image sensor can be maximized by expand-
ing the depletion region. The depletion regions in the proposed design are formed between the buried
n-doped epitaxial layer (buried n-epitaxy) and the two p-doped epitaxies. The buried n-epitaxy is highly
doped (1e16), while the top p-doped epitaxial layer (top p-epitaxy) is lowly doped (1e14). This ensures
that the depletion expands into the top p-epitaxy, and the depletion width (2.8µm) is greater than the
combined width of the top p-epitaxy and buried n-epitaxy (2.5 µ). Thus, the top p-epitaxy is fully de-
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pleted without the requirement of any externally applied voltage. The buried p-doped epitaxial layer
(buried p-epitaxy) is highly doped (1e16) to prevent the depletion from reaching the substrate, thereby
reducing the dark current (Section 3.5). By applying a sufficiently high bias voltage (pinning voltage),
the buried n-epitaxy is also completely depleted, similar to a pinned-photodiode (PPD) in the 4T pixel
architecture (Section 3.7).

The buried n-epitaxy serves as the cathode and is connected to the positive terminal of the device
through the DN implantation. The negative terminal, i.e. the anode, is connected to the top p-epitaxy
and the Ge thin-film through the p+ implantation. The generated electrons move towards the buried
n-epitaxy under the influence of the electric field in the depletion region and then move towards the
cathode, while the generated holes diffuse towards the anode (Fig. 6.1(c)). The DP implantation is a
barrier to the mobile electrons between adjacent pixels and is used to prevent cross-talk.

The simulations of the proposed image sensor as part of this project use a design compatible with the
3T pixel architecture (Section 3.7). However, this device can be used in a 4T pixel architecture with
the use of an additional transfer gate in place of the cathode contact - thus, allowing for the use of
advanced CMOS readout circuits in partial implementations of this image sensor.

Figure 6.1: (a-b) Schematic of the proposed image sensor. (c) Biasing on the image sensor and transport of the generated
charge carriers.
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6.2. About the simulators: AFORS-HET, SPECTRA and TOCCATA
About the simulators Before presenting the different performance results and analysis of the proposed
image sensor, it is important to first understand the simulators used as part of this project and their re-
spective theoretical models. These simulation results are important in making feasibility studies of the
proposed image sensor design while also providing an estimation of the performance of the fabricated
device. Additionally, any deviation between the simulated results and the fabricated device character-
ization can prove useful in understanding the limitations of current theoretical models and serve as a
baseline for improved future simulations.

This project uses three key simulators:

• AFORS-HET simulator: The AFORS-HET (automat for simulation of hetero-structures) simula-
tor, developed by the Helmholtz-Zentrum Berlin (HZB) [118], is used to model and analyze the
semiconductor heterojunction in solar cells. In the context of this project, AFORS-HET is used to
obtain the band diagrams of the Ge-Si interface, taking into account different phenomena such
as valence band offsets, band bending, doping concentration and applied potential.

• SPECTRA: SPECTRA, developed by Link Corporation [119], is a 3-D two-carrier semiconductor
device physics modelling program that simulates the readout characteristics of an image sensor
by using the diffusion-drift model (Section 3.1.7). This project uses this simulator to calculate the
spectral response and quantum efficiency of the proposed image sensor for different parameters.
However, this simulator does not take into account the optical effects of microstructures on the
surface of the sensor.

• TOCCATA: TOCCATA, also developed by Link Corporation [119], is an optics simulator capable
of simulating the absorption profiles of semiconductor layers. This simulator can take into account
the surface reflections and refractions using the ray-tracing method, or additionally the diffraction
and interference using FDTD (Finite Difference Time Domain) method. This project uses the
FDTD method, which solves the four Maxwell equations:

∇×E = −µ
∂H

∂t
(6.1)

∇×H = ϵ
∂E

∂t
+ J (6.2)

∇ ·E =
ρ

ϵ
(6.3)

∇ ·H = 0 (6.4)
(6.5)

(where µ, ϵ, and ρ are the permiability, permitivity, and conductivity) on loop at every time step, to
observe the spectral response enhancement obtained using the microstructures on the surface
of the image sensor.

6.3. The Ge-Si Heterojunction and Band diagram of the proposed
design using AFORS-HET

The primary design consideration to be made for the proposed Ge-on-Si wideband image sensor is
the doping type and concentration of both the low-temperature-deposited Ge-thin film as well as the
different Si epitaxial layers. The movement of generated holes and electrons across the different layers
is determined by the charge concentrations, potential barriers as well as the electric field across the
regions. These parameters can be obtained through the observation of the band diagrams of the differ-
ent semiconductor layers, and this section presents the AFORS-HET band-diagram simulations of the
proposed image sensor and the reasoning behind the selection of the doping type and concentrations.

The interface between Ge and Si forms a heterojunction. Heterojunctions formed between substances
of different bandgaps result in band alignment through band bending and band offset. Fig. 6.2 shows
the band diagram of a 2mm thick Ge-Si heterojunction. Although both Ge and Si have identically doping
(p-type 1e14), the difference in Ge-Si band gap leads to the formation valence band offset while the
conduction band remains continuous. This results in the selective movement of charge carriers - where
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only electrons can freely move across the junction, any hole at the interface is obstructed and leads to
recombination and reduction in the spectral response.

Figure 6.2: AFORS-HET simulation of a 2 mm Ge-Si heterojunction showing the band-bending and valence band offset

To account for the selective permeability of charge carriers across the heterojunction, the lowly doped
top epitaxial layer in contact with the Ge layer is chosen to be p-type doped, while the highly doped
buried epitaxial layer is n-type doped - this ensures only the transport of electrons across the Ge-Si
interface while the holes can be collected directly from the Ge layer through diffusion to anode.

However, it is also important to take the doping of the Ge layer itself into consideration. The doping
type and concentration of the Ge-layer causes a shift in the band diagrams and electric field across
the depletion region in the Si layers. p-doped Ge layer favours the transport of electrons across the
heterojunction and towards the buried n-epitaxy through the depletion region (Fig 6.3(a)) and results
in an increase in the electric field. (Fig 6.3(c)), while an n-doped Ge layer results in the formation of a
Ge-Si heterojunction depletion - hindering the transport of electrons (Fig 6.3(a)) as well as a reduction
in the electric field (Fig 6.3(c)). The electrons and holes accumulate at the Ge-Si interface resulting
in a decrease in the spectral response of the image sensor. The impact of Ge-doping on the spectral
response of the device is presented in Section 6.5.

After the low-temperature Ge deposition process currently being investigated by the Image Sensor
Group, the crystalline Ge layer is reported to be highly doped. By having a high-doped p-type Ge layer,
the transport of charge carriers is favoured with an improvement in the spectral response. Thus, the
doping type and concentration of the Ge layer are selected to be p-type 1e18.
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Figure 6.3: AFORS-HET simulations of (a-b) Band diagram of the Ge and Si epitaxial layers of the proposed image sensor for
different Ge doping types: (a) 1e18 p-doped Ge layer, (b) 1e18 n-doped Ge layer, (c) E-field across the photodiode. The p-type

doping is favourable over the n-type doping of the Ge layer in the facilitation of charge transport across the Ge-Si
heterojunction.

6.4. SPECTRA simulation of NIR/SWIR Enhancement through low-
temperature-deposited Ge

With the doping type and concentration of the Ge and Si epitaxial layers selected through the AFORS-
HET simulations, the complete device without microstructures (as shown in Fig 6.4(a)) can now be
simulated in SPECTRA to obtain the currents at the cathode and anode (Fig 6.4(b)). This can then be
used to obtain the spectral response (SR) of the device (Section 3.4), defined as the response obtained
per unit incident power, and is calculated as:

Spectral response SR (A/W) = Current obtained at electrodes (A)
Incident light power (W)

(6.6)

From the spectral response, the quantum efficiency of the image sensor is then obtained as:

QE (%) = SR
λ

hc

q
(6.7)

where, λ is the wavelength of the incident light.

The simulation parameters used for the proposed image sensor are:
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Device Parameter Value

Incident power per unit area (W’) 10−2 W/cm2

Width of the photosensitive area (d) 55 µm
Thickness of Ge 100 nm

Table 6.1: Device simulation parameters

Fig. 6.4(c) shows the QE comparison for the image sensor with and without the low-temperature-
deposited GE layer (without the use of microstructures). It can be seen that the low-temperature-
deposited Ge not only improves the QE in the visible spectrum, the bandwidth of the image sensor is
also expanded into the NIR/SWIR region with a QE of 14% at 1000 nm and 1.4% at 1300 nm using
only a 100 nm thick Ge layer - demonstrating the technical feasibility of the proposed design.

Figure 6.4: (a) Simulated image sensor design with Ge-layer (without microstructures) (b) SPECTRA simulation of the image
sensor, showing the impurity concentrations (b) Internal QE comparison of the image sensor using SPECTRA with and without

100 nm Ge-layer
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6.5. Effect of Ge-layer doping on QE
The effect of doping of the Le-deposited Ge layer on the energy bands and the electric field across the
epitaxial layers of the image sensor - with p-type doped Ge layer facilitating the movement of electrons
across the heterojuncion and increases the electric field in the depletion, while n-type doping hinders
the charge transport. This is also reflected in the QE simulation results of the image sensor. Fig.
6.5 shows the effect of n-type doping concentration on the QE of the image sensor across the visible
and NIR/SWIR bandwidth, and it can be observed that at very doping concentrations, the QE reaches
0 at longer wavelengths indicating a complete blockage of all generated electrons across the Ge-Si
heterojunction.

Figure 6.5: QE vs Wavelength for n-type doped Ge layer at different doping concentrations
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On the contrary, p-type doping favours the transport of electrons from the Ge layer into the Si epitaxy.
Fig 6.6 shows the QE vs wavelength for different p-type doping concentrations of the Ge layer. It is
interesting note that while the QE obtained using p-type doping is higher than the QE with n-type doping
(Fig. 6.5), no change in the QE is observed with an increase in doping concentration. This indicates
that the simulator SPECTRA is simulating an ideal Ge-Si heterojunction.

In the simulation of the image sensor with the p-type doped Ge layer, no electrons are lost at across
the Ge-Si heterojunction and the charge transfer is 100% efficient, thus there is no effect of change
in doping concentration. However, realistically the lattice mismatch between the Ge and Si layers
leads to recombination losses at the interface, and higher doping concentrations increases strain and
worsens the lattice mismatch [120, 121]. This increase in lattice mismatch should correspond to a
decrease in the QE obtained at higher doping concentrations. However, the defect density at the
Ge-Si heterojunction formed using low-temperature deposition process must be investigated, which is
further complicated by the inherent high doping concentrations of the Ge layer after low-temperature
deposition. This can prove to be an area of interest for future research on this project.

Figure 6.6: QE vs Wavelength for p-type doped Ge layer at different doping concentrations

6.6. Effect of Ge layer thickness
The 100 nm Ge layer used in the simulations presented in the prior sections was selected to account
for the current maximum layer thickness achieved through the low-temperature deposition process of
deposition. As seen in section 6.4, which this layer significantly improves the CMOS image sensor’s
performance across the visible as well as the NIR/SWIR spectrum, the QE is very low at wavelengths
beyond 1000 nm. Pratical applications of this image sensor for visible + NIR/SWIR image would require
for QE exceeding 40% across the spectrum. One way to improve the SWIR performance of this image
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sensor is through the use thicker Ge layers, deposited through the multiple low-temperature deposition
processes. The maximum achievable QE at different Ge layer thicknesses can be calculated through
the Beer Lambert Law (Section 3.1.4), which accounts only for the absorption while neglecting all losses.
Fig. 6.7 shows the solution of equation 3.5 for the image sensor using different Ge thicknesses.

Figure 6.7: Beer Lambert Simulation of the image sensor for different Ge layer thicknesses. The absorption corresponds to the
ideal QE neglecting all losses

Fig. 6.8 shows the QE obtained through SPECTRA simulation of the image sensor for different Ge layer
thicknesses. The QE obtained through simulations is much lower than the Beer-Lambert calculations
in the NIR/SWIR region, with the difference in QE increasing with an increase in Ge layer thickness.
This indicates the presence of significant losses in the Ge layers and can potentially be attributed to the
recombination losses of charged carriers. As seen in Fig. 6.3(c), due to the high doping concentration of
theGe layer, the depletion region does not extend deeply from theGe-Si heterojunction boundary. Thus,
all electrons generated in the Ge layer have to reach the heterojunction through diffusion only, which
leads to significant recombination losses as compared to the depletion region (Section 3.1.7). These
recombination losses increase with the increase in diffusion length across thicker layers, potentially
leading to larger differences in ideal and simulated QE as observed. However, this does not rule out
the possibility of other sources of blockades to the electrons across the Ge-Si heterojunction.

To reduce the diffusion losses in thicker Ge layers, the diffusion rate across the Ge layer must be
increased. One possible solution to this is through gradient doping, with higher p-type doping con-
centrations closer to the image sensor surface and lower doping concentrations nearer to the Ge-Si
heterojunction. This difference in doping concentrations sets up an electric field inside the Ge layer
which can reduce recombination losses. Exploration of the fabrication processes required for a doping
gradient in the Ge layer is another area of interest for future research.
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Figure 6.8: Internal QE vs Wavelength for different Ge layer thickness, obtained through SPECTRA simulations
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6.7. FDTD Simulation of pyramidal microstructures
The previous sections showcased the first proposed method of achieving NIR/SWIR enhancement
through the use of low-temperature-deposited Ge-layer (Section 5.1). In this section, simulation results
of the second proposed method, through microstructuring of the image sensor, is presented. A small
part of the image sensor comprising of a single 1 µm pyramidal microstructure (as seen in Fig. 6.9, is
used for FDTD simulations through the TOCCATA simulator (Fig. 6.9(b)). This is in account for the very
large computational power required for FDTD simulations. The FDTD simulations provide the current
generated in the Ge and Si epitaxial layers, taking in account optical effects such as reflections and
scattering. The improvement of the generation current corresponds to an equivalent scaling in spectral
response and QE obtained through SPECTRA simulations, as the diffusion-drift current scales linearly
with the generation current (Ambipolar equation 3.31).

Figure 6.9: (a) Section of the image sensor with single 1 µm pyramidal microstructure used for FDTD simulations. (b)
TOCCATA FDTD simulation showing light intensity at different regions of the microstructure. (c) The plot of generation current
obtained with and without 1 µm pyramidal microstructure (with and without the low-temperature-deposited Ge-layer). The
incident light power is 10−2 W/cm2 over a photosensitive region of width 2 µm, and light propagation time of 5× 10−13 s
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In Fig. 6.9(c), it can be seen that the use of the microstructure provides an improvement in the gener-
ation current across the spectrum, both for structures with and without the low-temperature-deposited
Ge layer. As reflected by the poor performance of the pure Si structures, the improvement in the QE
obtained using the pyramidal microstructure is only a multiple of the QE obtained using for a flat sur-
face, thus, this NIR/SWIR enhancement method cannot be used independently of the low-temperature-
deposited Ge layer.

The percentage improvement in internal QE obtained by the pyramidal microstructure is not uniform
across the spectrum and depends on both the size of the microstructure as well as the material used
(Fig. 6.10). This is due to the differences in refractive indexes of the surface mattering, the effective
increase in path length of light through theGe layer and the scattering of different wavelengths of light on
the surface (Section 5.2). With a 600 nmmicrostructure, it can be seen that the improvement in internal
QE is negative at 600 nm. This is due to recombination losses due to increased path length to the
contacts, outweighing the enhancement in generation rate due to optical effects at 600 nm wavelength.
The cumulative effect of the microstructure provides a maximum improvement of 60% with a pyramidal
microstructure.

Figure 6.10: Percentage improvement in internal QE obtained through the use of pyramidal microstructures

Different microstructure shapes potentially result in better QE improvement in the NIR/SWIR spectrum.
The use of cylindrical holes has better performance as compared with a pyramidal microstructure as
seen in Table 6.2. However, it is technologically challenging to develop masks with circular holes
and etch the substrate anisotropically to obtain a cylindrical microstructure, thus making its practical
implementation infeasible.

1 µm pyramidal microstructure 1 µm cylindrical microstructure

62.41 % 97.45 %

Table 6.2: % Improvement in QE at 1200 nm with pyramidal and cylindrical holes
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6.8. QE of complete proposed image sensor design
Combining the 100 nm low-temperature-deposited Ge layer with the 1 µm pyramidal microstructures,
the QE of the complete device (as seen in Fig 6.1) is presented in Fig. 6.11 - with an internal QE of
100 % at 600 nm, 20 % at 1000 nm and 2 % at 1300 nm.

Figure 6.11: QE of complete proposed design with and without 1 µm pyramidal microstructures
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6.9. Temporal Simulation and Time Constant
This section presents the temporal simulation of the proposed image sensor design. This determines
the response speed of the image sensor, and is an important parameter for high-speed imaging appli-
cations. Fig. 6.12 shows a rise time of 10 ns and a fall time of 61.20 ns using light at a wavelength of
1000 nm. Thus, the RC time constant (τ ) of the image sensor is 61.20 ns.

Figure 6.12: Temporal response of the image sensor at light wavelength of 1000 nm
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Conclusion and Future

Recommendations

7.1. Conclusion
The thesis has successfully explored the potential of enhancing CMOS image sensors for NIR/SWIR
applications through innovative techniques that bridge the gap between performance and CMOS com-
patibility. The research began with an extensive literature review, closely examining the fundamental
operations, technological advancements, and design considerations that have led to the widespread
adoption of CMOS image sensors despite the bandgap limitation of silicon. The literature review and
analysis included factors such as bandgap, absorption coefficient, and carrier transport mechanisms,
combined with performance parameters such as spectral response and quantum efficiency required
for sensor performance evaluations.

A key component of the research was the comparative study of various current NIR/SWIR image sens-
ing technologies. Specialized sensors such as InGaAs and PbS quantum-dot sensors were examined,
detailing their respective performance, advantages and limitations. This analysis revealed that despite
the excellent NIR/SWIR sensitivity, the fundamental limitations of CMOS incompatibility, complex man-
ufacturing and integration challenges with CMOS read-out integrated circuits made them unsuitable for
this widespread wideband imaging applications. Ge-on-Si sensors, on the other hand, showed promise
of CMOS-compatibility by addressing current design and fabrication limitations.

Motivated by these findings, this research focused on developing CMOS-compatible wideband solu-
tions with a basis on Ge-on-Si sensors. Two CMOS-compatible NIr/SWIR enhancement techniques
were proposed - low-temperature deposition of germanium thin films and light-trapping surface mi-
crostructures. The low-temperature deposition allows for the integration of crystalline germanium lay-
ers with silicon substrates, crucial for maintaining CMOS compatibility while improving NIR/SWIR sen-
sitivity. The surface microstructuring technique, involving the creation of pyramidal structures, aims
to enhance their performance of the low-temperature deposited Ge layer through light absorption and
trapping, particularly for longer wavelengths.

Building on these two innovative techniques, a sensor design incorporating a 100 nm thick low-temperature
deposited Ge layer combined with 1 µm pyramidal microstructures on the sensor surface was devel-
oped. This design aims to enhance NIR/SWIR absorption while maintaining full compatibility with stan-
dard CMOS processes and 4T pixel architectures.

Diffusion-Drift and FDTD simulations demonstrated promising results, with QE of 100% at 600 nm,
20% at 1000 nm, and 2% at 1300 nm, along with a time constant of 61.2 ns. While these results
show excellent performance in the visible range and significant extension into the NIR region, the QE
at longer wavelengths (>1000 nm) requires further improvement before commercial applications are
possible. The causes of the performance limitations were identified, and several enhancements were
proposed, such as an increase in Ge layer thickness and doping concentration optimisation, as well

56
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as improvement to the microstructure performance through the use of anti-reflective coatings. These
advancements highlight the potential for achieving quantum efficiencies over 40% across the spectrum.

Overall, this research represents a critical step towards realising cost-effective, high-performance, wide-
bandCMOS-compatible image sensors. These sensors have the potential to transform various fields re-
quiring advanced imaging capabilities. By overcoming the traditional limitations of silicon-based CMOS
sensors, this work opens new possibilities for consumer and industrial applications, including environ-
ment imaging, metrology, medical imaging, and beyond, pushing the boundaries of what is achievable
in wideband imaging technology. The advancements proposed here are not just incremental improve-
ments but foundational innovations that could redefine the future of image sensing, offering unprece-
dented capabilities for both current and emerging applications - far beyond the limitations of the human
eye.

7.2. Future works and Recommendations
As this report presents an innovative approach to the development of CMOS-compatible wideband
sensors using innovative technologies such low-temperature deposition of low-bandgap material and
surface micro-structuring, several avenues for future investigation and optimizations have been identi-
fied in Chapter 6 to improve the efficiency of the proposed image sensor design:

1. Comparison for post-device characterization and simulation results: As seen in Section 6.5, sim-
ulators utilize ideal theoretical models, neglecting several recombination losses which can be
measured only through real-world testing. Post-fabrication characterization of the proposed im-
age sensor design was planned as part of this project, with the mask design being completed
and fabrication at advanced stages. However, the limited project time did not allow for charac-
terization. Thus, the analysis of theoretical model limitations, particularly for previously unused
technologies such as the low-temperature deposition process, through comparison with device
characterization results is an area of future research.

2. Optimization of Ge-layer doping profile: The significant deviation between the Beer-Lambert cal-
culations and the SPECTRA simulation results presented in Section 6.6 can potentially be at-
tributed to recombination losses during diffusion through uniformly doped thick Ge layer. A gradi-
ent doping profile, with lower doping concentrations near the Ge-Si interface and higher doping
concentrations near the sensor surface, would create an electric field pointing towards the sen-
sor’s surface, which can stimulate the movement of electrons towards the depletion region and
reduce recombination losses. However, losses at the interfaces between Ge regions of different
concentrations can lead to recombination losses, which increase with the number of interfaces.
Additionally, challenges in the fabrication processes, such as maintaining uniform lateral doping
concentrations during low-temperature deposition, must be considered. Thus, research must be
performed for doping profile engineering of the Ge layer.

3. Optimization of microstructures: While the current pyramidal microstructures show promise, there
is room for further optimization, such as the optimal size for SWIR enhancement beyond wave-
lengths of 1500 nm. Additionally, the change in optical effects for photodiodes using Ge layers
thicker than 1 µm must be investigated. Complex geometries, such as multi-scale structures and
embedded nanoscale structures, along with necessary fabrication process optimization allowing
large-volume production can also be explored.

4. Integration of Anti-Reflective Coatings: While the surface microstructuring functions as an anti-
reflective coating, the use of an anti-reflective material can further improve the absorption in the
Ge layer [122]. Fig. 7.1 shows the absorption through 100nm of Ge layer using different thickness
of SiO2 coatings, simulated using the OpenFilters simulation software [123].
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Figure 7.1: OpenFilter simulation of absorption in 100 nm Ge layer with different SiO2 AR coating thicknesses

Anti-reflective coatings are specific to certain wavelengths and extensive research is required for
the design of a visible+NIR/SWIR anti-reflective coating. The use of anti-reflective coatings have
a greater impact when used along with a thicker Ge layer, as shows in Fig. 7.2.

Figure 7.2: OpenFilter simulation of absorption in 1 µm Ge layer with different SiO2 AR coating thicknesses

5. 4T Pixel Architecture Operation: While the current proposed design is 4T pixel compatible, all sim-
ulations performed utilized the 3T pixel architecture. Future works using the proposed NIR/SWIR
enhancement techniques can expand the design to include a transfer gate and floating diffusion,
thus allowing for 4T pixel operations.

By pursuing these research directions, the field of CMOS-compatible wideband imaging can continue
to advance with innovative commercial applications that can bridge the gap between traditional silicon
imaging and specialized infrared sensing,

**********



References

[1] D. H. Sliney. “What is light? The visible spectrum and beyond”. In: Eye 2016 30:2 30 (2 Jan.
2016), pp. 222–229. ISSN: 1476-5454. DOI: 10.1038/eye.2015.252. URL: https://www.
nature.com/articles/eye2015252.

[2] Danielle M. Schultz and Tehshik P. Yoon. “Solar synthesis: Prospects in visible light photocatal-
ysis”. In: Science 343 (6174 Feb. 2014). ISSN: 10959203. DOI: 10.1126/SCIENCE.1239176/
ASSET/9C4AFC23-CD54-4BBE-857B-1A8C973279F0/ASSETS/GRAPHIC/343_1239176_F7.JPEG.
URL: https://www.science.org/doi/10.1126/science.1239176.

[3] G. G. Macfarlane et al. “Exciton and phonon effects in the absorption spectra of germanium and
silicon”. In: Journal of Physics and Chemistry of Solids 8 (C Jan. 1959), pp. 388–392. ISSN:
0022-3697. DOI: 10.1016/0022-3697(59)90372-5.

[4] C. S. Asha and A. V. Narasimhadhan. “Robust infrared target tracking using discriminative and
generative approaches”. In: Infrared Physics and Technology 85 (Sept. 2017), pp. 114–127.
ISSN: 1350-4495. DOI: 10.1016/J.INFRARED.2017.05.022.

[5] Shejin Thavalengal et al. “Proof-of-concept and evaluation of a dual function visible/NIR camera
for iris authentication in smartphones”. In: IEEE Transactions on Consumer Electronics 61 (2
May 2015), pp. 137–143. ISSN: 00983063. DOI: 10.1109/TCE.2015.7150566.

[6] Wenjing Huang et al. “Applications of smartphone-based near-infrared (NIR) imaging, measure-
ment, and spectroscopy technologies to point-of-care (POC) diagnostics”. In: Journal of Zhe-
jiang University. Science. B 22 (3 Mar. 2021), p. 171. ISSN: 18621783. DOI: 10.1631/JZUS.
B2000388. URL: /pmc/articles/PMC7982329/%20/pmc/articles/PMC7982329/?report=
abstract%20https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7982329/.

[7] Sony Semiconductor Solutions Corporation.Utilization of the SWIR Image Sensor in Firefighting
| Other | Sony Semiconductor Solutions Group. URL: https://www.sony-semicon.com/en/
solution-proposal/swir-for-firefighting.html?cid=oth_yt.

[8] Overwatch Imaging. Spectral band comparison for imaging through wildfire smoke. URL: https:
//www.overwatchimaging.com/post/spectral-band-comparison-for-imaging-through-
wildfire-smoke.

[9] Jinyoung Y. Barnaby et al. “Vis/NIR hyperspectral imaging distinguishes sub-population, pro-
duction environment, and physicochemical grain properties in rice”. In: Scientific Reports 2020
10:1 10 (1 June 2020), pp. 1–13. ISSN: 2045-2322. DOI: 10.1038/s41598-020-65999-7. URL:
https://www.nature.com/articles/s41598-020-65999-7.

[10] Muetec Metrology and Inspection. Infrared Solutions (Inspection) - Muetec. URL: https://www.
muetec.com/infrared- ir- inspection_Infrared- Solutions- Inspection_44_kkmenue.
html.

[11] Takashi Tsuto et al. “Advanced Through-Silicon Via Inspection for 3D Integration”. In: Transac-
tions of The Japan Institute of Electronics Packaging 6 (1 2013), pp. 13–17. ISSN: 1883-3365.
DOI: 10.5104/JIEPENG.6.13.

[12] Wenjie Pan et al. “Progressively Hybrid Transformer for Multi-Modal Vehicle Re-Identification”.
In: Sensors 2023, Vol. 23, Page 4206 23 (9 Apr. 2023), p. 4206. ISSN: 1424-8220. DOI: 10.
3390/S23094206. URL: https://www.mdpi.com/1424- 8220/23/9/4206/htm%20https:
//www.mdpi.com/1424-8220/23/9/4206.

59

https://doi.org/10.1038/eye.2015.252
https://www.nature.com/articles/eye2015252
https://www.nature.com/articles/eye2015252
https://doi.org/10.1126/SCIENCE.1239176/ASSET/9C4AFC23-CD54-4BBE-857B-1A8C973279F0/ASSETS/GRAPHIC/343_1239176_F7.JPEG
https://doi.org/10.1126/SCIENCE.1239176/ASSET/9C4AFC23-CD54-4BBE-857B-1A8C973279F0/ASSETS/GRAPHIC/343_1239176_F7.JPEG
https://www.science.org/doi/10.1126/science.1239176
https://doi.org/10.1016/0022-3697(59)90372-5
https://doi.org/10.1016/J.INFRARED.2017.05.022
https://doi.org/10.1109/TCE.2015.7150566
https://doi.org/10.1631/JZUS.B2000388
https://doi.org/10.1631/JZUS.B2000388
/pmc/articles/PMC7982329/%20/pmc/articles/PMC7982329/?report=abstract%20https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7982329/
/pmc/articles/PMC7982329/%20/pmc/articles/PMC7982329/?report=abstract%20https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7982329/
https://www.sony-semicon.com/en/solution-proposal/swir-for-firefighting.html?cid=oth_yt
https://www.sony-semicon.com/en/solution-proposal/swir-for-firefighting.html?cid=oth_yt
https://www.overwatchimaging.com/post/spectral-band-comparison-for-imaging-through-wildfire-smoke
https://www.overwatchimaging.com/post/spectral-band-comparison-for-imaging-through-wildfire-smoke
https://www.overwatchimaging.com/post/spectral-band-comparison-for-imaging-through-wildfire-smoke
https://doi.org/10.1038/s41598-020-65999-7
https://www.nature.com/articles/s41598-020-65999-7
https://www.muetec.com/infrared-ir-inspection_Infrared-Solutions-Inspection_44_kkmenue.html
https://www.muetec.com/infrared-ir-inspection_Infrared-Solutions-Inspection_44_kkmenue.html
https://www.muetec.com/infrared-ir-inspection_Infrared-Solutions-Inspection_44_kkmenue.html
https://doi.org/10.5104/JIEPENG.6.13
https://doi.org/10.3390/S23094206
https://doi.org/10.3390/S23094206
https://www.mdpi.com/1424-8220/23/9/4206/htm%20https://www.mdpi.com/1424-8220/23/9/4206
https://www.mdpi.com/1424-8220/23/9/4206/htm%20https://www.mdpi.com/1424-8220/23/9/4206


References 60

[13] R. Moreau et al. “A multimodal scanner coupling XRF, UV–Vis–NIR photoluminescence and
Vis–NIR–SWIR reflectance imaging spectroscopy for cultural heritage studies”. In: X-Ray Spec-
trometry 53 (4 July 2024), pp. 271–281. ISSN: 1097-4539. DOI: 10.1002/XRS.3364. URL:
https://onlinelibrary.wiley.com/doi/full/10.1002/xrs.3364%20https://onlineli
brary.wiley.com/doi/abs/10.1002/xrs.3364%20https://analyticalsciencejournals.
onlinelibrary.wiley.com/doi/10.1002/xrs.3364.

[14] Vicky Mudeng et al. “Progress of Near-Infrared-Based Medical Imaging and Cancer Cell Sup-
pressors”. In: Chemosensors 2022, Vol. 10, Page 471 10 (11 Nov. 2022), p. 471. ISSN: 2227-
9040. DOI: 10.3390/CHEMOSENSORS10110471. URL: https://www.mdpi.com/2227-9040/10/
11/471/htm%20https://www.mdpi.com/2227-9040/10/11/471.

[15] Moein Rezazadeh et al. “Predicting Mechanical Strength of In-Use Firefighter Protective Cloth-
ing Using Near-Infrared Spectroscopy”. In: Fire Technology 54 (6 Nov. 2018), pp. 1759–1781.
ISSN: 15728099. DOI: 10.1007/S10694- 018- 0766- 3/FIGURES/15. URL: https://link.
springer.com/article/10.1007/s10694-018-0766-3.

[16] Hyuk Ju Kwon and Sung Hak Lee. “Visible and Near-Infrared Image Acquisition and Fusion
for Night Surveillance”. In: Chemosensors 2021, Vol. 9, Page 75 9 (4 Apr. 2021), p. 75. ISSN:
2227-9040. DOI: 10.3390/CHEMOSENSORS9040075. URL: https://www.mdpi.com/2227-9040/
9/4/75/htm%20https://www.mdpi.com/2227-9040/9/4/75.

[17] Albert J Theuwissen. Solid-state imaging with charge-coupled devices. Vol. 1. Springer Science
& Business Media, 2005.

[18] Carsten Schinke et al. “Uncertainty analysis for the coefficient of band-to-band absorption of
crystalline silicon”. In: AIP Advances 5 (6 June 2015), p. 67168. ISSN: 21583226. DOI: 10 .
1063/1.4923379/650. URL: /aip/adv/article/5/6/067168/650/Uncertainty-analysis-
for-the-coefficient-of-band.

[19] Yuanhao Miao et al. “Review of Ge(GeSn) and InGaAs Avalanche Diodes Operating in the
SWIR Spectral Region”. In: Nanomaterials 2023, Vol. 13, Page 606 13 (3 Feb. 2023), p. 606.
ISSN: 2079-4991. DOI: 10.3390/NANO13030606. URL: https://www.mdpi.com/2079-4991/
13/3/606/htm%20https://www.mdpi.com/2079-4991/13/3/606.

[20] Vladimir Pejovic et al. “Infrared Colloidal Quantum Dot Image Sensors”. In: IEEE Transactions
on Electron Devices 69 (6 June 2022), pp. 2840–2850. ISSN: 15579646. DOI: 10.1109/TED.
2021.3133191.

[21] Epimitheas Georgitzikis et al. “Integration of PbS Quantum Dot Photodiodes on Silicon for NIR
Imaging”. In: IEEE Sensors Journal 20 (13 July 2020), pp. 6841–6848. ISSN: 15581748. DOI:
10.1109/JSEN.2019.2933741.

[22] Dae Myeong Geum et al. “Monolithic 3D Integration of InGaAs Photodetectors on Si MOS-
FETs Using Sequential Fabrication Process”. In: IEEE Electron Device Letters 41 (3 Mar. 2020),
pp. 433–436. ISSN: 15580563. DOI: 10.1109/LED.2020.2966986.

[23] Patrick Leduc, François De Crécy, and Murielle Fayolle. “Challenges for 3D IC integration:
Bonding quality and thermal management”. In: Proceedings of the IEEE 2007 International
Interconnect Technology Conference - Digest of Technical Papers (2007), pp. 210–212. DOI:
10.1109/IITC.2007.382392.

[24] Shuye Zhang et al. “Challenges and recent prospectives of 3D heterogeneous integration”. In:
e-Prime - Advances in Electrical Engineering, Electronics and Energy 2 (Jan. 2022), p. 100052.
ISSN: 2772-6711. DOI: 10.1016/J.PRIME.2022.100052.

[25] Richard S Muller and Theodore I Kamins. Device electronics for integrated circuits. John Wiley
& Sons, 2002.

[26] EC Directive. “Directive 2011/65/EU of the European Parliament and of the Council of 8 June
2011, on the restriction of the use of certain hazardous substances in electrical and electronic
equipment (recast)”. In: Official Journal of the European Communities (2011).

[27] George Pavlidis. “A Brief History of Photography”. In: Foundations of Photography (2022), pp. 81–
162. DOI: 10.1007/978-3-031-06252-0_2. URL: https://link.springer.com/chapter/10.
1007/978-3-031-06252-0_2.

https://doi.org/10.1002/XRS.3364
https://onlinelibrary.wiley.com/doi/full/10.1002/xrs.3364%20https://onlinelibrary.wiley.com/doi/abs/10.1002/xrs.3364%20https://analyticalsciencejournals.onlinelibrary.wiley.com/doi/10.1002/xrs.3364
https://onlinelibrary.wiley.com/doi/full/10.1002/xrs.3364%20https://onlinelibrary.wiley.com/doi/abs/10.1002/xrs.3364%20https://analyticalsciencejournals.onlinelibrary.wiley.com/doi/10.1002/xrs.3364
https://onlinelibrary.wiley.com/doi/full/10.1002/xrs.3364%20https://onlinelibrary.wiley.com/doi/abs/10.1002/xrs.3364%20https://analyticalsciencejournals.onlinelibrary.wiley.com/doi/10.1002/xrs.3364
https://doi.org/10.3390/CHEMOSENSORS10110471
https://www.mdpi.com/2227-9040/10/11/471/htm%20https://www.mdpi.com/2227-9040/10/11/471
https://www.mdpi.com/2227-9040/10/11/471/htm%20https://www.mdpi.com/2227-9040/10/11/471
https://doi.org/10.1007/S10694-018-0766-3/FIGURES/15
https://link.springer.com/article/10.1007/s10694-018-0766-3
https://link.springer.com/article/10.1007/s10694-018-0766-3
https://doi.org/10.3390/CHEMOSENSORS9040075
https://www.mdpi.com/2227-9040/9/4/75/htm%20https://www.mdpi.com/2227-9040/9/4/75
https://www.mdpi.com/2227-9040/9/4/75/htm%20https://www.mdpi.com/2227-9040/9/4/75
https://doi.org/10.1063/1.4923379/650
https://doi.org/10.1063/1.4923379/650
/aip/adv/article/5/6/067168/650/Uncertainty-analysis-for-the-coefficient-of-band
/aip/adv/article/5/6/067168/650/Uncertainty-analysis-for-the-coefficient-of-band
https://doi.org/10.3390/NANO13030606
https://www.mdpi.com/2079-4991/13/3/606/htm%20https://www.mdpi.com/2079-4991/13/3/606
https://www.mdpi.com/2079-4991/13/3/606/htm%20https://www.mdpi.com/2079-4991/13/3/606
https://doi.org/10.1109/TED.2021.3133191
https://doi.org/10.1109/TED.2021.3133191
https://doi.org/10.1109/JSEN.2019.2933741
https://doi.org/10.1109/LED.2020.2966986
https://doi.org/10.1109/IITC.2007.382392
https://doi.org/10.1016/J.PRIME.2022.100052
https://doi.org/10.1007/978-3-031-06252-0_2
https://link.springer.com/chapter/10.1007/978-3-031-06252-0_2
https://link.springer.com/chapter/10.1007/978-3-031-06252-0_2


References 61

[28] Pia Skladnikiewitz, Dirk Hertel, and Irene Schmidt. “The wet collodion process—A scientific
approach”. In: Journal of Imaging Science and Technology 42.5 (1998), pp. 450–458.

[29] National Historic Chemical Landmarks program of the American Chemical Society.George East-
man, Kodak, and the Birth of Consumer Photography - American Chemical Society. URL: https:
//www.acs.org/education/whatischemistry/landmarks/eastman-kodak.html.

[30] Dave Litwiller. “CMOS vs. CCD: Maturing Technologies, Maturing Markets-The factors deter-
mining which type of imager delivers better cost performance are becoming more refined.” In:
Photonics Spectra 39.8 (2005), pp. 54–61.

[31] Nick Waltham. “CCD and CMOS sensors”. In: Observing Photons in Space (2013), pp. 423–
442. DOI: 10.1007/978-1-4614-7804-1_23. URL: https://link.springer.com/chapter/10.
1007/978-1-4614-7804-1_23.

[32] Eric R Fossum, Sunetra Mendis, and Sabrina E Kemeny. Active pixel sensor with intra-pixel
charge transfer. US Patent 5,471,515. Nov. 1995.

[33] M. Bigas et al. “Review of CMOS image sensors”. In:Microelectronics Journal 37 (5 May 2006),
pp. 433–451. ISSN: 1879-2391. DOI: 10.1016/J.MEJO.2005.07.002.

[34] Mordor Intelligence. CMOS Image Sensor Market Size and Share Analysis - Growth Trends and
Forecasts (2024 - 2029). Jan. 2024. URL: https://www.mordorintelligence.com/industry-
reports/global-cmos-image-sensors-market-industry.

[35] Teruo Hirayama. “The evolution of CMOS image sensors”. In: Proceedings of the 2013 IEEE
Asian Solid-State Circuits Conference, A-SSCC 2013 (2013), pp. 5–8. DOI: 10.1109/ASSCC.
2013.6690968.

[36] T Tölg, G Kemper, and D Kalinski. “Medium format camera evaluation based on the latest phase
one technology”. In: The International Archives of the Photogrammetry, Remote Sensing and
Spatial Information Sciences 41 (2016), pp. 121–126.

[37] Phase One. Phase One Digital Backs and Sensors | DT Heritage. URL: https://heritage-
digitaltransitions.com/digital-backs/.

[38] Yusuke Oike. “Evolution of Image Sensor Architectures With Stacked Device Technologies”. In:
IEEE Transactions on Electron Devices 69 (6 June 2022), pp. 2757–2765. ISSN: 15579646.
DOI: 10.1109/TED.2021.3097983.

[39] Wikipedia - The Free Encyclopedia. 19th Century Camera Obscura Illustration, Public Domain.
URL: https://commons.wikimedia.org/w/index.php?curid=13346295.

[40] Liudmila and Nelson. Susse Frére camera in the collection of the Westlicht Photography Mu-
seum in Vienna, Austria, Public Domain. URL: https://commons.wikimedia.org/w/index.
php?curid=11099664.

[41] Encyclopædia Britannica. Kodak camera. URL: https://www.britannica.com/technology/
Kodak-camera#/media/1/320917/289330.

[42] Gisling. Ihagee Exa Single lens reflex. URL: https://commons.wikimedia.org/w/index.php?
curid=56878407.

[43] Wikipedia - The Free Encyclopedia. A specially developed CCD in a wire-bonded package used
for ultraviolet imaging, Public Domain. URL: https://commons.wikimedia.org/wiki/File:
Delta-Doped_Charged_Coupled_Devices_(CCD)_for_Ultra-Violet_and_Visible_Detectio
n.jpg.

[44] Elprocus. CMOS Sensor : Working, Types, Differences and Its Applications. URL: https://www.
elprocus.com/cmos-sensor/.

[45] Martin CE Huber, Anuschka Pauluhn, and J Gethyn Timothy. “Observing photons in space”.
In: Observing Photons in Space: A Guide to Experimental Space Astronomy. Springer, 2013,
pp. 1–19.

[46] Sony Semiconductor Solutions Corporation. Sony Semiconductor Solutions to Release Indus-
try’s First*1 CMOS Image Sensor for Security Cameras That Simultaneously Delivers Full-
Pixel Output of Captured Images and High-Speed Output of Regions of Interest�News Re-
leases�Sony Semiconductor Solutions Group. URL: https://www.sony-semicon.com/en/
news/2022/2022072001.html.

https://www.acs.org/education/whatischemistry/landmarks/eastman-kodak.html
https://www.acs.org/education/whatischemistry/landmarks/eastman-kodak.html
https://doi.org/10.1007/978-1-4614-7804-1_23
https://link.springer.com/chapter/10.1007/978-1-4614-7804-1_23
https://link.springer.com/chapter/10.1007/978-1-4614-7804-1_23
https://doi.org/10.1016/J.MEJO.2005.07.002
https://www.mordorintelligence.com/industry-reports/global-cmos-image-sensors-market-industry
https://www.mordorintelligence.com/industry-reports/global-cmos-image-sensors-market-industry
https://doi.org/10.1109/ASSCC.2013.6690968
https://doi.org/10.1109/ASSCC.2013.6690968
https://heritage-digitaltransitions.com/digital-backs/
https://heritage-digitaltransitions.com/digital-backs/
https://doi.org/10.1109/TED.2021.3097983
https://commons.wikimedia.org/w/index.php?curid=13346295
https://commons.wikimedia.org/w/index.php?curid=11099664
https://commons.wikimedia.org/w/index.php?curid=11099664
https://www.britannica.com/technology/Kodak-camera#/media/1/320917/289330
https://www.britannica.com/technology/Kodak-camera#/media/1/320917/289330
https://commons.wikimedia.org/w/index.php?curid=56878407
https://commons.wikimedia.org/w/index.php?curid=56878407
https://commons.wikimedia.org/wiki/File:Delta-Doped_Charged_Coupled_Devices_(CCD)_for_Ultra-Violet_and_Visible_Detection.jpg
https://commons.wikimedia.org/wiki/File:Delta-Doped_Charged_Coupled_Devices_(CCD)_for_Ultra-Violet_and_Visible_Detection.jpg
https://commons.wikimedia.org/wiki/File:Delta-Doped_Charged_Coupled_Devices_(CCD)_for_Ultra-Violet_and_Visible_Detection.jpg
https://www.elprocus.com/cmos-sensor/
https://www.elprocus.com/cmos-sensor/
https://www.sony-semicon.com/en/news/2022/2022072001.html
https://www.sony-semicon.com/en/news/2022/2022072001.html


References 62

[47] Luis Miguel C. Freitas and F. Morgado-Dias. “Column amplification stages in CMOS image
sensors based on incremental sigma-delta ADCs”. In:Microelectronics Journal 113 (July 2021),
p. 105055. ISSN: 1879-2391. DOI: 10.1016/J.MEJO.2021.105055.

[48] Ray Fontaine. “The state-of-the-art of mainstream CMOS image sensors”. In: Proceedings of
the International Image Sensors Workshop. IISW. 2015, pp. 6–12.

[49] Abbas El Gamal and Helmy Eltoukhy. “CMOS image sensors”. In: IEEE Circuits and Devices
Magazine 21 (3 May 2005), pp. 6–20. ISSN: 87553996. DOI: 10.1109/MCD.2005.1438751.

[50] Hideo Yamanaka.Method and apparatus for producing ultra-thin semiconductor chip andmethod
and apparatus for producing ultra-thin back-illuminated solid-state image pickup device. US
Patent 7,521,335. Apr. 2009.

[51] Gemma Taverni et al. “Front and back illuminated dynamic and active pixel vision sensors com-
parison”. In: IEEE Transactions on Circuits and Systems II: Express Briefs 65 (5 May 2018),
pp. 677–681. ISSN: 15583791. DOI: 10.1109/TCSII.2018.2824899.

[52] Yusuke Oike. “Evolution of image sensor architectures with stacked device technologies”. In:
IEEE Transactions on Electron Devices 69.6 (2021), pp. 2757–2765.

[53] Teledyne DALSA. The Future of CMOS is Stacked | Possibility | Teledyne Imaging. URL: https:
//possibility.teledyneimaging.com/the-future-of-cmos-is-stacked/.

[54] Christian C. Fesenmaier and Peter B. Catrysse. “Mitigation of pixel scaling effects in CMOS im-
age sensors”. In: https://doi.org/10.1117/12.766045 6817 (Mar. 2008), pp. 26–38. ISSN: 0277786X.
DOI: 10 . 1117 / 12 . 766045. URL: https : / / www . spiedigitallibrary . org / conference -
proceedings - of - spie / 6817 / 681706 / Mitigation - of - pixel - scaling - effects - in -
CMOS- image- sensors/10.1117/12.766045.full%20https://www.spiedigitallibrary.
org/conference- proceedings- of- spie/6817/681706/Mitigation- of- pixel- scaling-
effects-in-CMOS-image-sensors/10.1117/12.766045.short.

[55] Sozo Yokogawa et al. “IR sensitivity enhancement of CMOS Image Sensor with diffractive light
trapping pixels”. In: Scientific Reports 2017 7:1 7 (1 June 2017), pp. 1–9. ISSN: 2045-2322.
DOI: 10.1038/s41598-017-04200-y. URL: https://www.nature.com/articles/s41598-017-
04200-y.

[56] Delphine Marris-Morini et al. “Germanium-based integrated photonics from near-to mid-infrared
applications”. In: Nanophotonics 7.11 (2018), pp. 1781–1793.

[57] JurgenMichel, Jifeng Liu, and Lionel C. Kimerling. “High-performanceGe-on-Si photodetectors”.
In: Nature Photonics 2010 4:8 4 (8 July 2010), pp. 527–534. ISSN: 1749-4893. DOI: 10.1038/
nphoton.2010.157. URL: https://www.nature.com/articles/nphoton.2010.157.

[58] Donald A. Neamen. Semiconductor physics and devices : basic principles. 3rd ed. McGraw-
Hill, 2012, p. 758. ISBN: 0071089020. URL: https:// books.google. com/books/ about/
Semiconductor_Physics_and_Devices.html?hl=nl&id=7P9tzgAACAAJ.

[59] Karl W. Böer and Udo W. Pohl. Semiconductor Physics. Springer International Publishing, Feb.
2018, pp. 1–1299. ISBN: 9783319691503. DOI: 10.1007/978-3-319-69150-3/COVER.

[60] Alain Dijkstra. “Optical properties of direct band gap group IV semiconductors”. English. Proef-
schrift. Phd Thesis 1 (Research TU/e / Graduation TU/e). Applied Physics and Science Educa-
tion, May 2021. ISBN: 978-90-386-5258-0.

[61] Yu B Bolkhovityanov and O P Pchelyakov. “GaAs epitaxy on Si substrates: modern status of
research and engineering”. In: Physics-Uspekhi 51 (5 May 2008), pp. 437–456. ISSN: 1063-
7869. DOI: 10.1070/PU2008V051N05ABEH006529/XML. URL: https://iopscience.iop.org/
article/10.1070/PU2008v051n05ABEH006529%20https://iopscience.iop.org/article/
10.1070/PU2008v051n05ABEH006529/meta.

[62] Max Born and Emil Wolf. Principles of optics: electromagnetic theory of propagation, interfer-
ence and diffraction of light. Elsevier, 2013.

[63] Sadao Adachi. “Optical dispersion relations for GaP, GaAs, GaSb, InP, InAs, InSb, AlxGa1−xAs,
and In1−xGaxAsyP1−y”. In: Journal of Applied Physics 66 (12Dec. 1989), pp. 6030–6040. ISSN:
0021-8979. DOI: 10.1063/1.343580. URL: /aip/jap/article/66/12/6030/17370/Optical-
dispersion-relations-for-GaP-GaAs-GaSb-InP.

https://doi.org/10.1016/J.MEJO.2021.105055
https://doi.org/10.1109/MCD.2005.1438751
https://doi.org/10.1109/TCSII.2018.2824899
https://possibility.teledyneimaging.com/the-future-of-cmos-is-stacked/
https://possibility.teledyneimaging.com/the-future-of-cmos-is-stacked/
https://doi.org/10.1117/12.766045
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/6817/681706/Mitigation-of-pixel-scaling-effects-in-CMOS-image-sensors/10.1117/12.766045.full%20https://www.spiedigitallibrary.org/conference-proceedings-of-spie/6817/681706/Mitigation-of-pixel-scaling-effects-in-CMOS-image-sensors/10.1117/12.766045.short
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/6817/681706/Mitigation-of-pixel-scaling-effects-in-CMOS-image-sensors/10.1117/12.766045.full%20https://www.spiedigitallibrary.org/conference-proceedings-of-spie/6817/681706/Mitigation-of-pixel-scaling-effects-in-CMOS-image-sensors/10.1117/12.766045.short
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/6817/681706/Mitigation-of-pixel-scaling-effects-in-CMOS-image-sensors/10.1117/12.766045.full%20https://www.spiedigitallibrary.org/conference-proceedings-of-spie/6817/681706/Mitigation-of-pixel-scaling-effects-in-CMOS-image-sensors/10.1117/12.766045.short
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/6817/681706/Mitigation-of-pixel-scaling-effects-in-CMOS-image-sensors/10.1117/12.766045.full%20https://www.spiedigitallibrary.org/conference-proceedings-of-spie/6817/681706/Mitigation-of-pixel-scaling-effects-in-CMOS-image-sensors/10.1117/12.766045.short
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/6817/681706/Mitigation-of-pixel-scaling-effects-in-CMOS-image-sensors/10.1117/12.766045.full%20https://www.spiedigitallibrary.org/conference-proceedings-of-spie/6817/681706/Mitigation-of-pixel-scaling-effects-in-CMOS-image-sensors/10.1117/12.766045.short
https://doi.org/10.1038/s41598-017-04200-y
https://www.nature.com/articles/s41598-017-04200-y
https://www.nature.com/articles/s41598-017-04200-y
https://doi.org/10.1038/nphoton.2010.157
https://doi.org/10.1038/nphoton.2010.157
https://www.nature.com/articles/nphoton.2010.157
https://books.google.com/books/about/Semiconductor_Physics_and_Devices.html?hl=nl&id=7P9tzgAACAAJ
https://books.google.com/books/about/Semiconductor_Physics_and_Devices.html?hl=nl&id=7P9tzgAACAAJ
https://doi.org/10.1007/978-3-319-69150-3/COVER
https://doi.org/10.1070/PU2008V051N05ABEH006529/XML
https://iopscience.iop.org/article/10.1070/PU2008v051n05ABEH006529%20https://iopscience.iop.org/article/10.1070/PU2008v051n05ABEH006529/meta
https://iopscience.iop.org/article/10.1070/PU2008v051n05ABEH006529%20https://iopscience.iop.org/article/10.1070/PU2008v051n05ABEH006529/meta
https://iopscience.iop.org/article/10.1070/PU2008v051n05ABEH006529%20https://iopscience.iop.org/article/10.1070/PU2008v051n05ABEH006529/meta
https://doi.org/10.1063/1.343580
/aip/jap/article/66/12/6030/17370/Optical-dispersion-relations-for-GaP-GaAs-GaSb-InP
/aip/jap/article/66/12/6030/17370/Optical-dispersion-relations-for-GaP-GaAs-GaSb-InP


References 63

[64] D. E. Aspnes and A. A. Studna. “Dielectric functions and optical parameters of Si, Ge, GaP,
GaAs, GaSb, InP, InAs, and InSb from 1.5 to 6.0 eV”. In: Physical Review B 27 (2 Jan. 1983),
p. 985. ISSN: 01631829. DOI: 10.1103/PhysRevB.27.985. URL: https://journals.aps.org/
prb/abstract/10.1103/PhysRevB.27.985.

[65] Ben G Streetman, Sanjay Banerjee, et al. Solid state electronic devices. Vol. 4. Prentice hall
New Jersey, 2000.

[66] J. Schleeh et al. “Cryogenic noise performance of InGaAs/InAlAs HEMTs grown on InP and
GaAs substrate”. In: Solid-State Electronics 91 (Jan. 2014), pp. 74–77. ISSN: 0038-1101. DOI:
10.1016/J.SSE.2013.10.004.

[67] Luiz Carlos Paiva Gouveia and Bhaskar Choubey. “Advances on CMOS image sensors”. In:
Sensor Review 36 (3 June 2016), pp. 231–239. ISSN: 02602288. DOI: 10.1108/SR-11-2015-
0189/FULL/PDF.

[68] Xiaobing Luo et al. “Heat and fluid flow in high-power LED packaging and applications”. In:
Progress in Energy and Combustion Science 56 (Sept. 2016), pp. 1–32. ISSN: 0360-1285. DOI:
10.1016/J.PECS.2016.05.003.

[69] Lorenzo Colace and Gaetano Assanto. “Germanium on silicon for near-infrared light sensing”.
In: IEEE Photonics Journal 1 (2 2009), pp. 69–79. ISSN: 19430655. DOI: 10.1109/JPHOT.2009.
2025516.

[70] FJ Morin and J Pm Maita. “Conductivity and Hall effect in the intrinsic range of germanium”. In:
Physical Review 94.6 (1954), p. 1525.

[71] Riya Dutta et al. “Optical Enhancement of Indirect Bandgap 2DTransitionMetal Dichalcogenides
forMulti-Functional Optoelectronic Sensors”. In:AdvancedMaterials 35 (46Nov. 2023), p. 2303272.
ISSN: 1521-4095. DOI: 10.1002/ADMA.202303272. URL: https://onlinelibrary.wiley.
com/doi/full/10.1002/adma.202303272%20https://onlinelibrary.wiley.com/doi/
abs/10.1002/adma.202303272%20https://onlinelibrary.wiley.com/doi/10.1002/adma.
202303272.

[72] BruceWSmith and Kazuaki Suzuki.Microlithography : Science and Technology, Second Edition.
CRC Press, Oct. 2018. ISBN: 9781315219554. DOI: 10.1201/9781420051537. URL: https:
/ / www . taylorfrancis . com / books / mono / 10 . 1201 / 9781420051537 / microlithography -
bruce-smith-kazuaki-suzuki.

[73] HCL Tech. Semiconductor Equipment Manufacturing Industry Services | HCLTech. URL: https:
//www.hcltech.com/engineering/semiconductor-equipment-manufacturing.

[74] Ethan Klem et al. “High-performance SWIR sensing from colloidal quantum dot photodiode
arrays”. In: https://doi.org/10.1117/12.2026972 8868 (Sept. 2013), pp. 56–61. ISSN: 0277786X.
DOI: 10 . 1117 / 12 . 2026972. URL: https : / / www . spiedigitallibrary . org / conference -
proceedings-of-spie/8868/886806/High-performance-SWIR-sensing-from-colloidal-
quantum-dot-photodiode-arrays/10.1117/12.2026972.full%20https://www.spiedigita
llibrary.org/conference-proceedings-of-spie/8868/886806/High-performance-SWIR-
sensing-from-colloidal-quantum-dot-photodiode-arrays/10.1117/12.2026972.short.

[75] Sony Semiconductor Solutions. General-purpose SWIR Image Sensor 1/2” 1.34MP IMX990
1/4” 0.34MP IMX991 | Products and Solutions | Sony Semiconductor Solutions Group. URL:
https://www.sony-semicon.com/en/products/is/industry/swir/imx990-991.html.

[76] Teledyne DALSA. Linea SWIR | Teledyne DALSA. URL: https://www.teledynedalsa.com/
en/products/imaging/cameras/linea-swir/.

[77] Exosens. XSW | Exosens. URL: https://www.exosens.com/products/xsw.
[78] Hamamatsu Photonics. Area sensors | Hamamatsu Photonics. URL: https://www.hamamatsu.

com/jp/en/product/optical-sensors/image-sensor/ingaas-image-sensor/ingaas-area-
image-sensor.html.

[79] Teledyne FLIR. FLIR A6260 SWIR Camera with InGaAs Detector | Teledyne FLIR. URL: https:
//www.flir.eu/products/a6260/?vertical=rd+science%5C&segment=solutions.

https://doi.org/10.1103/PhysRevB.27.985
https://journals.aps.org/prb/abstract/10.1103/PhysRevB.27.985
https://journals.aps.org/prb/abstract/10.1103/PhysRevB.27.985
https://doi.org/10.1016/J.SSE.2013.10.004
https://doi.org/10.1108/SR-11-2015-0189/FULL/PDF
https://doi.org/10.1108/SR-11-2015-0189/FULL/PDF
https://doi.org/10.1016/J.PECS.2016.05.003
https://doi.org/10.1109/JPHOT.2009.2025516
https://doi.org/10.1109/JPHOT.2009.2025516
https://doi.org/10.1002/ADMA.202303272
https://onlinelibrary.wiley.com/doi/full/10.1002/adma.202303272%20https://onlinelibrary.wiley.com/doi/abs/10.1002/adma.202303272%20https://onlinelibrary.wiley.com/doi/10.1002/adma.202303272
https://onlinelibrary.wiley.com/doi/full/10.1002/adma.202303272%20https://onlinelibrary.wiley.com/doi/abs/10.1002/adma.202303272%20https://onlinelibrary.wiley.com/doi/10.1002/adma.202303272
https://onlinelibrary.wiley.com/doi/full/10.1002/adma.202303272%20https://onlinelibrary.wiley.com/doi/abs/10.1002/adma.202303272%20https://onlinelibrary.wiley.com/doi/10.1002/adma.202303272
https://onlinelibrary.wiley.com/doi/full/10.1002/adma.202303272%20https://onlinelibrary.wiley.com/doi/abs/10.1002/adma.202303272%20https://onlinelibrary.wiley.com/doi/10.1002/adma.202303272
https://doi.org/10.1201/9781420051537
https://www.taylorfrancis.com/books/mono/10.1201/9781420051537/microlithography-bruce-smith-kazuaki-suzuki
https://www.taylorfrancis.com/books/mono/10.1201/9781420051537/microlithography-bruce-smith-kazuaki-suzuki
https://www.taylorfrancis.com/books/mono/10.1201/9781420051537/microlithography-bruce-smith-kazuaki-suzuki
https://www.hcltech.com/engineering/semiconductor-equipment-manufacturing
https://www.hcltech.com/engineering/semiconductor-equipment-manufacturing
https://doi.org/10.1117/12.2026972
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/8868/886806/High-performance-SWIR-sensing-from-colloidal-quantum-dot-photodiode-arrays/10.1117/12.2026972.full%20https://www.spiedigitallibrary.org/conference-proceedings-of-spie/8868/886806/High-performance-SWIR-sensing-from-colloidal-quantum-dot-photodiode-arrays/10.1117/12.2026972.short
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/8868/886806/High-performance-SWIR-sensing-from-colloidal-quantum-dot-photodiode-arrays/10.1117/12.2026972.full%20https://www.spiedigitallibrary.org/conference-proceedings-of-spie/8868/886806/High-performance-SWIR-sensing-from-colloidal-quantum-dot-photodiode-arrays/10.1117/12.2026972.short
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/8868/886806/High-performance-SWIR-sensing-from-colloidal-quantum-dot-photodiode-arrays/10.1117/12.2026972.full%20https://www.spiedigitallibrary.org/conference-proceedings-of-spie/8868/886806/High-performance-SWIR-sensing-from-colloidal-quantum-dot-photodiode-arrays/10.1117/12.2026972.short
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/8868/886806/High-performance-SWIR-sensing-from-colloidal-quantum-dot-photodiode-arrays/10.1117/12.2026972.full%20https://www.spiedigitallibrary.org/conference-proceedings-of-spie/8868/886806/High-performance-SWIR-sensing-from-colloidal-quantum-dot-photodiode-arrays/10.1117/12.2026972.short
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/8868/886806/High-performance-SWIR-sensing-from-colloidal-quantum-dot-photodiode-arrays/10.1117/12.2026972.full%20https://www.spiedigitallibrary.org/conference-proceedings-of-spie/8868/886806/High-performance-SWIR-sensing-from-colloidal-quantum-dot-photodiode-arrays/10.1117/12.2026972.short
https://www.sony-semicon.com/en/products/is/industry/swir/imx990-991.html
https://www.teledynedalsa.com/en/products/imaging/cameras/linea-swir/
https://www.teledynedalsa.com/en/products/imaging/cameras/linea-swir/
https://www.exosens.com/products/xsw
https://www.hamamatsu.com/jp/en/product/optical-sensors/image-sensor/ingaas-image-sensor/ingaas-area-image-sensor.html
https://www.hamamatsu.com/jp/en/product/optical-sensors/image-sensor/ingaas-image-sensor/ingaas-area-image-sensor.html
https://www.hamamatsu.com/jp/en/product/optical-sensors/image-sensor/ingaas-image-sensor/ingaas-area-image-sensor.html
https://www.flir.eu/products/a6260/?vertical=rd+science%5C&segment=solutions
https://www.flir.eu/products/a6260/?vertical=rd+science%5C&segment=solutions


References 64

[80] S. Bahareh Seyedein Ardebili et al. “Analyzing extended wavelength InGaAs photodetectors:
the effects of window and active layer thickness on optical characteristics”. In: Optical and
Quantum Electronics 56 (4 Apr. 2024), pp. 1–12. ISSN: 1572817X. DOI: 10.1007/S11082-
024-06328-4/FIGURES/8. URL: https://link.springer.com/article/10.1007/s11082-
024-06328-4.

[81] Princeton Instruments. Introduction to scientific InGaAs FPA cameras. 2019.
[82] Teledyne Princeton Instruments. Learn | InGaAs Sensors: The Basics in Technology. URL: htt

ps://www.princetoninstruments.com/learn/camera-fundamentals/ingaas-sensors-the-
basics.

[83] M. Bigas, E. Cabruja, and M. Lozano. “Bonding techniques for hybrid active pixel sensors
(HAPS)”. In: Nuclear Instruments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment 574 (2 May 2007), pp. 392–400. ISSN:
0168-9002. DOI: 10.1016/J.NIMA.2007.01.176.

[84] Rohit Sharma. Design of 3D integrated circuits and systems. CRC Press, 2018.
[85] S Manda et al. “High-definition Visible-SWIR InGaAs Image Sensor using Cu-Cu Bonding of

III-V to SiliconWafer.” In: Technical Digest - International Electron Devices Meeting, IEDM 2019-
December (Dec. 2019). ISSN: 01631918. DOI: 10.1109/IEDM19573.2019.8993432.

[86] Henry Yuan et al. “Recent progress in extendedwavelength InGaAs photodetectors and compar-
ison with SWIR HgCdTe photodetectors”. In: https://doi.org/10.1117/12.2532418 11129 (Sept.
2019), pp. 97–106. ISSN: 1996756X. DOI: 10 . 1117 / 12 . 2532418. URL: https : / / www . s
piedigitallibrary . org / conference - proceedings - of - spie / 11129 / 111290E / Recent -
progress - in - extended - wavelength - InGaAs - photodetectors - and - comparison - with /
10 . 1117 / 12 . 2532418 . full % 20https : / / www . spiedigitallibrary . org / conference -
proceedings - of - spie / 11129 / 111290E / Recent - progress - in - extended - wavelength -
InGaAs-photodetectors-and-comparison-with/10.1117/12.2532418.short.

[87] Xingtian Yin et al. “PbS QD-based photodetectors: future-oriented near-infrared detection tech-
nology”. In: Journal of Materials Chemistry C 9 (2 Jan. 2021), pp. 417–438. ISSN: 20507526.
DOI: 10 . 1039 / D0TC04612D. URL: https : / / pubs . rsc . org / en / content / articlehtml /
2021 / tc / d0tc04612d % 20https : / / pubs . rsc . org / en / content / articlelanding / 2021 /
tc/d0tc04612d.

[88] Jonathan S. Steckel et al. “66-1: High Resolution Quantum Dot Global Shutter Imagers”. In: SID
Symposium Digest of Technical Papers 52 (1 May 2021), pp. 975–977. ISSN: 2168-0159. DOI:
10.1002/SDTP.14852. URL: https://onlinelibrary.wiley.com/doi/full/10.1002/sdtp.
14852%20https://onlinelibrary.wiley.com/doi/abs/10.1002/sdtp.14852%20https:
//sid.onlinelibrary.wiley.com/doi/10.1002/sdtp.14852.

[89] SWIR Vision Systems. CQD® SWIR Sensor Technology | SWIR Vision Systems. URL: https:
//www.swirvisionsystems.com/cqd-swir-sensor-technology/.

[90] Quantum Solutions. Q.Eye™ quantum dot SWIR image sensors. URL: https : / / quantum -
solutions.com/product/q-eye-swir-image-sensors/.

[91] Emberion. Products - Emberion. URL: https://www.emberion.com/products/.
[92] F. W. Wise. “Lead salt quantum dots: The limit of strong quantum confinement”. In: Accounts of

Chemical Research 33 (11 2000), pp. 773–780. ISSN: 00014842. DOI: 10.1021/AR970220Q/
ASSET/IMAGES/LARGE/AR970220QF00008.JPEG. URL: https://pubs.acs.org/doi/full/10.
1021/ar970220q.

[93] Zamin Mamiyev and Narmina O. Balayeva. “PbS nanostructures: A review of recent advances”.
In: Materials Today Sustainability 21 (Mar. 2023), p. 100305. ISSN: 2589-2347. DOI: 10.1016/
J.MTSUST.2022.100305.

[94] Iwan Moreels et al. “Size-tunable, bright, and stable PbS quantum dots: A surface chemistry
study”. In: ACS Nano 5 (3 Mar. 2011), pp. 2004–2012. ISSN: 19360851. DOI: 10.1021/NN1030
50W. URL: www.acsnano.org.

https://doi.org/10.1007/S11082-024-06328-4/FIGURES/8
https://doi.org/10.1007/S11082-024-06328-4/FIGURES/8
https://link.springer.com/article/10.1007/s11082-024-06328-4
https://link.springer.com/article/10.1007/s11082-024-06328-4
https://www.princetoninstruments.com/learn/camera-fundamentals/ingaas-sensors-the-basics
https://www.princetoninstruments.com/learn/camera-fundamentals/ingaas-sensors-the-basics
https://www.princetoninstruments.com/learn/camera-fundamentals/ingaas-sensors-the-basics
https://doi.org/10.1016/J.NIMA.2007.01.176
https://doi.org/10.1109/IEDM19573.2019.8993432
https://doi.org/10.1117/12.2532418
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/11129/111290E/Recent-progress-in-extended-wavelength-InGaAs-photodetectors-and-comparison-with/10.1117/12.2532418.full%20https://www.spiedigitallibrary.org/conference-proceedings-of-spie/11129/111290E/Recent-progress-in-extended-wavelength-InGaAs-photodetectors-and-comparison-with/10.1117/12.2532418.short
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/11129/111290E/Recent-progress-in-extended-wavelength-InGaAs-photodetectors-and-comparison-with/10.1117/12.2532418.full%20https://www.spiedigitallibrary.org/conference-proceedings-of-spie/11129/111290E/Recent-progress-in-extended-wavelength-InGaAs-photodetectors-and-comparison-with/10.1117/12.2532418.short
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/11129/111290E/Recent-progress-in-extended-wavelength-InGaAs-photodetectors-and-comparison-with/10.1117/12.2532418.full%20https://www.spiedigitallibrary.org/conference-proceedings-of-spie/11129/111290E/Recent-progress-in-extended-wavelength-InGaAs-photodetectors-and-comparison-with/10.1117/12.2532418.short
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/11129/111290E/Recent-progress-in-extended-wavelength-InGaAs-photodetectors-and-comparison-with/10.1117/12.2532418.full%20https://www.spiedigitallibrary.org/conference-proceedings-of-spie/11129/111290E/Recent-progress-in-extended-wavelength-InGaAs-photodetectors-and-comparison-with/10.1117/12.2532418.short
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/11129/111290E/Recent-progress-in-extended-wavelength-InGaAs-photodetectors-and-comparison-with/10.1117/12.2532418.full%20https://www.spiedigitallibrary.org/conference-proceedings-of-spie/11129/111290E/Recent-progress-in-extended-wavelength-InGaAs-photodetectors-and-comparison-with/10.1117/12.2532418.short
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/11129/111290E/Recent-progress-in-extended-wavelength-InGaAs-photodetectors-and-comparison-with/10.1117/12.2532418.full%20https://www.spiedigitallibrary.org/conference-proceedings-of-spie/11129/111290E/Recent-progress-in-extended-wavelength-InGaAs-photodetectors-and-comparison-with/10.1117/12.2532418.short
https://doi.org/10.1039/D0TC04612D
https://pubs.rsc.org/en/content/articlehtml/2021/tc/d0tc04612d%20https://pubs.rsc.org/en/content/articlelanding/2021/tc/d0tc04612d
https://pubs.rsc.org/en/content/articlehtml/2021/tc/d0tc04612d%20https://pubs.rsc.org/en/content/articlelanding/2021/tc/d0tc04612d
https://pubs.rsc.org/en/content/articlehtml/2021/tc/d0tc04612d%20https://pubs.rsc.org/en/content/articlelanding/2021/tc/d0tc04612d
https://doi.org/10.1002/SDTP.14852
https://onlinelibrary.wiley.com/doi/full/10.1002/sdtp.14852%20https://onlinelibrary.wiley.com/doi/abs/10.1002/sdtp.14852%20https://sid.onlinelibrary.wiley.com/doi/10.1002/sdtp.14852
https://onlinelibrary.wiley.com/doi/full/10.1002/sdtp.14852%20https://onlinelibrary.wiley.com/doi/abs/10.1002/sdtp.14852%20https://sid.onlinelibrary.wiley.com/doi/10.1002/sdtp.14852
https://onlinelibrary.wiley.com/doi/full/10.1002/sdtp.14852%20https://onlinelibrary.wiley.com/doi/abs/10.1002/sdtp.14852%20https://sid.onlinelibrary.wiley.com/doi/10.1002/sdtp.14852
https://www.swirvisionsystems.com/cqd-swir-sensor-technology/
https://www.swirvisionsystems.com/cqd-swir-sensor-technology/
https://quantum-solutions.com/product/q-eye-swir-image-sensors/
https://quantum-solutions.com/product/q-eye-swir-image-sensors/
https://www.emberion.com/products/
https://doi.org/10.1021/AR970220Q/ASSET/IMAGES/LARGE/AR970220QF00008.JPEG
https://doi.org/10.1021/AR970220Q/ASSET/IMAGES/LARGE/AR970220QF00008.JPEG
https://pubs.acs.org/doi/full/10.1021/ar970220q
https://pubs.acs.org/doi/full/10.1021/ar970220q
https://doi.org/10.1016/J.MTSUST.2022.100305
https://doi.org/10.1016/J.MTSUST.2022.100305
https://doi.org/10.1021/NN103050W
https://doi.org/10.1021/NN103050W
www.acsnano.org


References 65

[95] Kunyuan Lu et al. “High-Efficiency PbS Quantum-Dot Solar Cells with Greatly Simplified Fabri-
cation Processing via “Solvent-Curing””. In: Advanced Materials 30 (25 June 2018), p. 1707572.
ISSN: 1521-4095. DOI: 10.1002/ADMA.201707572. URL: https://onlinelibrary.wiley.
com/doi/full/10.1002/adma.201707572%20https://onlinelibrary.wiley.com/doi/
abs/10.1002/adma.201707572%20https://onlinelibrary.wiley.com/doi/10.1002/adma.
201707572.

[96] Kushagra Agarwal, Himanshu Rai, and Sandip Mondal. “Quantum dots: an overview of synthe-
sis, properties, and applications”. In: Materials Research Express 10 (6 June 2023), p. 062001.
ISSN: 2053-1591. DOI: 10.1088/2053-1591/ACDA17. URL: https://iopscience.iop.org/
article/10.1088/2053-1591/acda17%20https://iopscience.iop.org/article/10.1088/
2053-1591/acda17/meta.

[97] European Commission. RoHS Directive - European Commission. URL: https://environment.
ec.europa.eu/topics/waste-and-recycling/rohs-directive_en.

[98] Michael Oehme et al. “Backside Illuminated ’Ge-on-Si’ NIR Camera”. In: IEEE Sensors Journal
21 (17 Sept. 2021), pp. 18696–18705. ISSN: 15581748. DOI: 10.1109/JSEN.2021.3091203.

[99] Hui Ye and Jinzhong Yu. “Germanium epitaxy on silicon”. In: Science and Technology of Ad-
vanced Materials 15 (2 Mar. 2014), p. 024601. ISSN: 1468-6996. DOI: 10.1088/1468-6996/
15/2/024601. URL: https://iopscience.iop.org/article/10.1088/1468-6996/15/2/
024601%20https://iopscience.iop.org/article/10.1088/1468-6996/15/2/024601/meta.

[100] Delphine Marris-Morini et al. “Germanium-based integrated photonics from near- to mid-infrared
applications”. In: Nanophotonics 7 (11 Nov. 2018), pp. 1781–1793. ISSN: 21928614. DOI: 10.
1515/NANOPH-2018-0113/ASSET/GRAPHIC/J_NANOPH-2018-0113_FIG_002.JPG. URL: https:
//www.degruyter.com/document/doi/10.1515/nanoph-2018-0113/html.

[101] Ekaterina Ponizovskaya-Devine et al. “Single microhole per pixel for thin Ge-on-Si complemen-
tary metal-oxide semiconductor image sensor with enhanced sensitivity up to 1700 nm”. In:
Journal of Nanophotonics 17.1 (2023), pp. 016012–016012.

[102] R. Kaufmann et al. “Near infrared image sensor with integrated germanium photodiodes.” In:
Journal of Applied Physics 110 (2 July 2011), p. 23107. ISSN: 00218979. DOI: 10.1063/1.
3608245/371900. URL: /aip/jap/article/110/2/023107/371900/Near-infrared-image-
sensor-with-integrated.

[103] Ashok K. Sood et al. “SiGe Based Visible-NIR Photodetector Technology for Optoelectronic
Applications”. In: Advances in Optical Fiber Technology: Fundamental Optical Phenomena and
Applications (Feb. 2015). DOI: 10.5772/59065. URL: https://www.intechopen.com/chapter
s/47876%20undefined/chapters/47876.

[104] Lilienfeld Julius Edgar.Method and apparatus for controlling electric currents. USPatent 1,745,175.
Jan. 1930.

[105] Gianlorenzo Masini et al. “A germanium photodetector array for the near infrared monolithically
integrated with silicon CMOS readout electronics”. In: Physica E: Low-dimensional Systems
and Nanostructures 16 (3-4 Mar. 2003), pp. 614–619. ISSN: 1386-9477. DOI: 10.1016/S1386-
9477(02)00642-2.

[106] Matteo Bosi and Giovanni Attolini. “Germanium: Epitaxy and its applications”. In: Progress in
Crystal Growth and Characterization of Materials 56 (3-4 Sept. 2010), pp. 146–174. ISSN: 0960-
8974. DOI: 10.1016/J.PCRYSGROW.2010.09.002.

[107] F. Boyer et al. “Integration, BEOL, and Thermal Stress Impact on CMOS-Compatible Titanium-
Based Contacts for III-V Devices on a 300-mm Platform”. In: IEEE Transactions on Electron
Devices 67 (6 June 2020), pp. 2495–2502. ISSN: 15579646. DOI: 10.1109/TED.2020.2985766.

[108] Farzan Gity et al. “Ge/Si heterojunction photodiodes fabricated by low temperature wafer bond-
ing”. In:Optics Express, Vol. 21, Issue 14, pp. 17309-17314 21 (14 July 2013), pp. 17309–17314.
ISSN: 1094-4087. DOI: 10.1364/OE.21.017309. URL: https://opg.optica.org/viewmedia.
cfm?uri=oe-21-14-17309&seq=0&html=true%20https://opg.optica.org/abstract.cfm?
uri=oe-21-14-17309%20https://opg.optica.org/oe/abstract.cfm?uri=oe-21-14-17309.

https://doi.org/10.1002/ADMA.201707572
https://onlinelibrary.wiley.com/doi/full/10.1002/adma.201707572%20https://onlinelibrary.wiley.com/doi/abs/10.1002/adma.201707572%20https://onlinelibrary.wiley.com/doi/10.1002/adma.201707572
https://onlinelibrary.wiley.com/doi/full/10.1002/adma.201707572%20https://onlinelibrary.wiley.com/doi/abs/10.1002/adma.201707572%20https://onlinelibrary.wiley.com/doi/10.1002/adma.201707572
https://onlinelibrary.wiley.com/doi/full/10.1002/adma.201707572%20https://onlinelibrary.wiley.com/doi/abs/10.1002/adma.201707572%20https://onlinelibrary.wiley.com/doi/10.1002/adma.201707572
https://onlinelibrary.wiley.com/doi/full/10.1002/adma.201707572%20https://onlinelibrary.wiley.com/doi/abs/10.1002/adma.201707572%20https://onlinelibrary.wiley.com/doi/10.1002/adma.201707572
https://doi.org/10.1088/2053-1591/ACDA17
https://iopscience.iop.org/article/10.1088/2053-1591/acda17%20https://iopscience.iop.org/article/10.1088/2053-1591/acda17/meta
https://iopscience.iop.org/article/10.1088/2053-1591/acda17%20https://iopscience.iop.org/article/10.1088/2053-1591/acda17/meta
https://iopscience.iop.org/article/10.1088/2053-1591/acda17%20https://iopscience.iop.org/article/10.1088/2053-1591/acda17/meta
https://environment.ec.europa.eu/topics/waste-and-recycling/rohs-directive_en
https://environment.ec.europa.eu/topics/waste-and-recycling/rohs-directive_en
https://doi.org/10.1109/JSEN.2021.3091203
https://doi.org/10.1088/1468-6996/15/2/024601
https://doi.org/10.1088/1468-6996/15/2/024601
https://iopscience.iop.org/article/10.1088/1468-6996/15/2/024601%20https://iopscience.iop.org/article/10.1088/1468-6996/15/2/024601/meta
https://iopscience.iop.org/article/10.1088/1468-6996/15/2/024601%20https://iopscience.iop.org/article/10.1088/1468-6996/15/2/024601/meta
https://doi.org/10.1515/NANOPH-2018-0113/ASSET/GRAPHIC/J_NANOPH-2018-0113_FIG_002.JPG
https://doi.org/10.1515/NANOPH-2018-0113/ASSET/GRAPHIC/J_NANOPH-2018-0113_FIG_002.JPG
https://www.degruyter.com/document/doi/10.1515/nanoph-2018-0113/html
https://www.degruyter.com/document/doi/10.1515/nanoph-2018-0113/html
https://doi.org/10.1063/1.3608245/371900
https://doi.org/10.1063/1.3608245/371900
/aip/jap/article/110/2/023107/371900/Near-infrared-image-sensor-with-integrated
/aip/jap/article/110/2/023107/371900/Near-infrared-image-sensor-with-integrated
https://doi.org/10.5772/59065
https://www.intechopen.com/chapters/47876%20undefined/chapters/47876
https://www.intechopen.com/chapters/47876%20undefined/chapters/47876
https://doi.org/10.1016/S1386-9477(02)00642-2
https://doi.org/10.1016/S1386-9477(02)00642-2
https://doi.org/10.1016/J.PCRYSGROW.2010.09.002
https://doi.org/10.1109/TED.2020.2985766
https://doi.org/10.1364/OE.21.017309
https://opg.optica.org/viewmedia.cfm?uri=oe-21-14-17309&seq=0&html=true%20https://opg.optica.org/abstract.cfm?uri=oe-21-14-17309%20https://opg.optica.org/oe/abstract.cfm?uri=oe-21-14-17309
https://opg.optica.org/viewmedia.cfm?uri=oe-21-14-17309&seq=0&html=true%20https://opg.optica.org/abstract.cfm?uri=oe-21-14-17309%20https://opg.optica.org/oe/abstract.cfm?uri=oe-21-14-17309
https://opg.optica.org/viewmedia.cfm?uri=oe-21-14-17309&seq=0&html=true%20https://opg.optica.org/abstract.cfm?uri=oe-21-14-17309%20https://opg.optica.org/oe/abstract.cfm?uri=oe-21-14-17309


References 66

[109] Shaoying Ke et al. “Interface characteristics of different bonded structures fabricated by low-
temperature a-Ge wafer bonding and the application of wafer-bonded Ge/Si photoelectric de-
vice”. In: Journal of Materials Science 54 (3 Feb. 2019), pp. 2406–2416. ISSN: 15734803. DOI:
10.1007/S10853-018-3015-8/FIGURES/7. URL: https://link.springer.com/article/10.
1007/s10853-018-3015-8.

[110] Kaoru Toko and Takashi Suemasu. “Metal-induced layer exchange of group IV materials”. In:
Journal of Physics D: Applied Physics 53 (37 Sept. 2020). ISSN: 13616463. DOI: 10.1088/1361-
6463/AB91EC.

[111] Chih Hung Sun, Peng Jiang, and Bin Jiang. “Broadband moth-eye antireflection coatings on
silicon”. In: Applied Physics Letters 92 (6 Feb. 2008), p. 61112. ISSN: 00036951. DOI: 10.1063/
1.2870080/325900. URL: /aip/apl/article/92/6/061112/325900/Broadband-moth-eye-
antireflection-coatings-on.

[112] E. Clark, M. Kane, and P. Jiang. “Performance of ”Moth Eye” Anti-Reflective Coatings for Solar
Cell Applications”. In: (Mar. 2011). DOI: 10.2172/1009445. URL: http://www.osti.gov/
servlets/purl/1009445-3SaUeW/.

[113] Anastassios Mavrokefalos et al. “Efficient light trapping in inverted nanopyramid thin crystalline
silicon membranes for solar cell applications”. In: Nano Letters 12 (6 June 2012), pp. 2792–
2796. ISSN: 15306984. DOI: 10.1021/NL2045777/ASSET/IMAGES/LARGE/NL-2011-045777_
0005.JPEG. URL: https://pubs.acs.org/doi/full/10.1021/nl2045777.

[114] E. PonizovskayaDevine et al. “Optimization of CMOS image sensors with single photon-trapping
hole per pixel for enhanced sensitivity in near-infrared”. In: arXiv preprint arXiv:2110.00206 (Oct.
2021). URL: https://arxiv.org/abs/2110.00206v1.

[115] Yang Gao et al. “Photon-trapping microstructures enable high-speed high-efficiency silicon pho-
todiodes”. In:Nature Photonics 2017 11:5 11 (5 Apr. 2017), pp. 301–308. ISSN: 1749-4893. DOI:
10.1038/nphoton.2017.37. URL: https://www.nature.com/articles/nphoton.2017.37.

[116] Ekaterina Ponizovskaya-Devine et al. “Single microhole per pixel for thin Ge-on-Si complemen-
tary metal-oxide semiconductor image sensor with enhanced sensitivity up to 1700 nm”. In:
https://doi.org/10.1117/1.JNP.17.016012 17 (1 Mar. 2023), p. 016012. ISSN: 1934-2608. DOI:
10 . 1117 / 1 . JNP . 17 . 016012. URL: https : / / www . spiedigitallibrary . org / journals /
journal-of-nanophotonics/volume-17/issue-1/016012/Single-microhole-per-pixel-
for - thin - Ge - on - Si - complementary / 10 . 1117 / 1 . JNP . 17 . 016012 . full % 20https : / /
www.spiedigitallibrary.org/journals/journal-of-nanophotonics/volume-17/issue-
1/016012/Single-microhole-per-pixel-for-thin-Ge-on-Si-complementary/10.1117/1.
JNP.17.016012.short.

[117] Sang Eon Han and Gang Chen. “Toward the lambertian limit of light trapping in thin nanostruc-
tured silicon solar cells”. In: Nano Letters 10 (11 Nov. 2010), pp. 4692–4696. ISSN: 15306984.
DOI: 10.1021/NL1029804/SUPPL_FILE/NL1029804_SI_001.PDF. URL: https://pubs.acs.
org/doi/full/10.1021/nl1029804.

[118] R. Stangl, M. Kriegel, and M. Schmidt. “AFORS-HET, version 2.2, a numerical computer pro-
gram for simulation of heterojunction solar cells and measurements”. In: Conference Record of
the 2006 IEEE 4th World Conference on Photovoltaic Energy Conversion, WCPEC-4 2 (2006),
pp. 1350–1353. DOI: 10.1109/WCPEC.2006.279681.

[119] Hideki Mutoh. “3-D optical and electrical simulation for CMOS image sensors”. In: IEEE Trans-
actions on Electron Devices 50 (1 Jan. 2003), pp. 19–25. ISSN: 00189383. DOI: 10.1109/TED.
2002.806965.

[120] Hong Yu et al. “Simulation Study on the Effect of Doping Concentrations on the Photodetection
Properties of Mg2Si/Si Heterojunction Photodetector”. In: Photonics 2021, Vol. 8, Page 509 8
(11 Nov. 2021), p. 509. ISSN: 2304-6732. DOI: 10.3390/PHOTONICS8110509. URL: https://
www.mdpi.com/2304-6732/8/11/509/htm%20https://www.mdpi.com/2304-6732/8/11/509.

[121] Yu Chen et al. “Ion Doping Effects on the Lattice Distortion and Interlayer Mismatch of Aurivillius-
Type Bismuth Titanate Compounds”. In: Materials 11 (5 May 2018). ISSN: 19961944. DOI: 10.
3390/MA11050821. URL: /pmc/articles/PMC5978198/%20/pmc/articles/PMC5978198/?repo
rt=abstract%20https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5978198/.

https://doi.org/10.1007/S10853-018-3015-8/FIGURES/7
https://link.springer.com/article/10.1007/s10853-018-3015-8
https://link.springer.com/article/10.1007/s10853-018-3015-8
https://doi.org/10.1088/1361-6463/AB91EC
https://doi.org/10.1088/1361-6463/AB91EC
https://doi.org/10.1063/1.2870080/325900
https://doi.org/10.1063/1.2870080/325900
/aip/apl/article/92/6/061112/325900/Broadband-moth-eye-antireflection-coatings-on
/aip/apl/article/92/6/061112/325900/Broadband-moth-eye-antireflection-coatings-on
https://doi.org/10.2172/1009445
http://www.osti.gov/servlets/purl/1009445-3SaUeW/
http://www.osti.gov/servlets/purl/1009445-3SaUeW/
https://doi.org/10.1021/NL2045777/ASSET/IMAGES/LARGE/NL-2011-045777_0005.JPEG
https://doi.org/10.1021/NL2045777/ASSET/IMAGES/LARGE/NL-2011-045777_0005.JPEG
https://pubs.acs.org/doi/full/10.1021/nl2045777
https://arxiv.org/abs/2110.00206v1
https://doi.org/10.1038/nphoton.2017.37
https://www.nature.com/articles/nphoton.2017.37
https://doi.org/10.1117/1.JNP.17.016012
https://www.spiedigitallibrary.org/journals/journal-of-nanophotonics/volume-17/issue-1/016012/Single-microhole-per-pixel-for-thin-Ge-on-Si-complementary/10.1117/1.JNP.17.016012.full%20https://www.spiedigitallibrary.org/journals/journal-of-nanophotonics/volume-17/issue-1/016012/Single-microhole-per-pixel-for-thin-Ge-on-Si-complementary/10.1117/1.JNP.17.016012.short
https://www.spiedigitallibrary.org/journals/journal-of-nanophotonics/volume-17/issue-1/016012/Single-microhole-per-pixel-for-thin-Ge-on-Si-complementary/10.1117/1.JNP.17.016012.full%20https://www.spiedigitallibrary.org/journals/journal-of-nanophotonics/volume-17/issue-1/016012/Single-microhole-per-pixel-for-thin-Ge-on-Si-complementary/10.1117/1.JNP.17.016012.short
https://www.spiedigitallibrary.org/journals/journal-of-nanophotonics/volume-17/issue-1/016012/Single-microhole-per-pixel-for-thin-Ge-on-Si-complementary/10.1117/1.JNP.17.016012.full%20https://www.spiedigitallibrary.org/journals/journal-of-nanophotonics/volume-17/issue-1/016012/Single-microhole-per-pixel-for-thin-Ge-on-Si-complementary/10.1117/1.JNP.17.016012.short
https://www.spiedigitallibrary.org/journals/journal-of-nanophotonics/volume-17/issue-1/016012/Single-microhole-per-pixel-for-thin-Ge-on-Si-complementary/10.1117/1.JNP.17.016012.full%20https://www.spiedigitallibrary.org/journals/journal-of-nanophotonics/volume-17/issue-1/016012/Single-microhole-per-pixel-for-thin-Ge-on-Si-complementary/10.1117/1.JNP.17.016012.short
https://www.spiedigitallibrary.org/journals/journal-of-nanophotonics/volume-17/issue-1/016012/Single-microhole-per-pixel-for-thin-Ge-on-Si-complementary/10.1117/1.JNP.17.016012.full%20https://www.spiedigitallibrary.org/journals/journal-of-nanophotonics/volume-17/issue-1/016012/Single-microhole-per-pixel-for-thin-Ge-on-Si-complementary/10.1117/1.JNP.17.016012.short
https://www.spiedigitallibrary.org/journals/journal-of-nanophotonics/volume-17/issue-1/016012/Single-microhole-per-pixel-for-thin-Ge-on-Si-complementary/10.1117/1.JNP.17.016012.full%20https://www.spiedigitallibrary.org/journals/journal-of-nanophotonics/volume-17/issue-1/016012/Single-microhole-per-pixel-for-thin-Ge-on-Si-complementary/10.1117/1.JNP.17.016012.short
https://doi.org/10.1021/NL1029804/SUPPL_FILE/NL1029804_SI_001.PDF
https://pubs.acs.org/doi/full/10.1021/nl1029804
https://pubs.acs.org/doi/full/10.1021/nl1029804
https://doi.org/10.1109/WCPEC.2006.279681
https://doi.org/10.1109/TED.2002.806965
https://doi.org/10.1109/TED.2002.806965
https://doi.org/10.3390/PHOTONICS8110509
https://www.mdpi.com/2304-6732/8/11/509/htm%20https://www.mdpi.com/2304-6732/8/11/509
https://www.mdpi.com/2304-6732/8/11/509/htm%20https://www.mdpi.com/2304-6732/8/11/509
https://doi.org/10.3390/MA11050821
https://doi.org/10.3390/MA11050821
/pmc/articles/PMC5978198/%20/pmc/articles/PMC5978198/?report=abstract%20https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5978198/
/pmc/articles/PMC5978198/%20/pmc/articles/PMC5978198/?report=abstract%20https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5978198/


References 67

[122] Adem Yenisoy et al. “Ultra-broad band antireflection coating at mid wave infrared for high effi-
cient germanium optics”. In: Optical Materials Express 9 (7 2019), p. 3123. DOI: 10.1364/OME.
9.003123. URL: https://doi.org/10.1364/OME.9.003123.

[123] Stéphane Larouche and Ludvik Martinu. “OpenFilters: open-source software for the design, op-
timization, and synthesis of optical filters”. In: Applied Optics, Vol. 47, Issue 13, pp. C219-C230
47 (13 May 2008), pp. C219–C230. ISSN: 2155-3165. DOI: 10.1364/AO.47.00C219. URL:
https://opg.optica.org/viewmedia.cfm?uri=ao-47-13-C219&seq=0&html=true%20https:
//opg.optica.org/abstract.cfm?uri=ao-47-13-C219%20https://opg.optica.org/ao/
abstract.cfm?uri=ao-47-13-C219.

https://doi.org/10.1364/OME.9.003123
https://doi.org/10.1364/OME.9.003123
https://doi.org/10.1364/OME.9.003123
https://doi.org/10.1364/AO.47.00C219
https://opg.optica.org/viewmedia.cfm?uri=ao-47-13-C219&seq=0&html=true%20https://opg.optica.org/abstract.cfm?uri=ao-47-13-C219%20https://opg.optica.org/ao/abstract.cfm?uri=ao-47-13-C219
https://opg.optica.org/viewmedia.cfm?uri=ao-47-13-C219&seq=0&html=true%20https://opg.optica.org/abstract.cfm?uri=ao-47-13-C219%20https://opg.optica.org/ao/abstract.cfm?uri=ao-47-13-C219
https://opg.optica.org/viewmedia.cfm?uri=ao-47-13-C219&seq=0&html=true%20https://opg.optica.org/abstract.cfm?uri=ao-47-13-C219%20https://opg.optica.org/ao/abstract.cfm?uri=ao-47-13-C219


A
Appendix: Layout

Fig. A.1 shows the layout of the 10 µm and 55 µm pixels used for simulations. 10 µm and 55 µm refers
to the dimension of the light-sensitive region of the pixel exposed to light, and used for the calculations
of the internal QE of the proposed image sensor design

Figure A.1: Layout of the (a) 55 µm and (b) 10 µm pixel. The 55 µm is the true pixel layout consisting of the cathode and
anode contact pads and DP boundary barrier. The 10 µm pixel does not contain contact pads or the DP boundary barrier, and

instead uses reflective boundary properties within the simulator to mimic the boundary barrier behaviour.
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