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SUMMARY

Multiphase flows are very common in many Nuclear engineering applications. During
high pressurized conditions there are possibilities of high thermal loads on the pressure
vessel, leading to pipe ruptures. As part of breakdown measures, the emergency core
cooling system is activated and the coolant is mixed with the fluid in the cold leg, giving
rise to multiphase turbulent flow. These regimes can comprise of large scale interfaces,
leading to stratified flows. These postulated accidents or events need to be identified and
understood to improve nuclear reactor safety. Computational fluid dynamics can serve
as an excellent tool to model these scenarios, contributes towards reactor safety. Coarse
models which are widely used in industries such as RANS are known to over-predict tur-
bulent producing unphysical gradients. Thus the turbulent mass and momentum are
not yet fully understood. Using high resolution tools such as Direct Numerical Simu-
lations (DNS), can potentially avoid these over-prediction and could model these large
scale interfaces accurately. As a long term goal, the data sets generated from these sim-
ulations can be used to train such coarse models or simply support for validation.

Placing the focus on a configuration where two fluids are in a stratified scenario, this
graduation thesis will show a systematic approach towards the development and mod-
elling of air and water moving in both co-current and counter-current direction, wherein
simulations are performed in RK-Basilisk. Primarily, the work starts with studying a sin-
gle phase turbulent channel flow to form a basis of understanding of concepts and code.
The model of [31], who use realistic properties of air-water is chosen to be implemented
in RK-Basilisk. It is realised that, implementing this is in RK-Basilisk is not straight-
forward and thus the constraints are identified and a general mathematical framework
is developed to resolve this.

One of the main objectives in this thesis is to model and understand the turbulent
behaviour near the interface of both air and water. To do so, the physical mechanisms
which govern the generation and decay of turbulence called the TKE Budgets is studied
by modelling the individual terms that complete it. The budgets are modelled and vali-
dated against [31]. Interesting conclusions are drawn which depict the trends of budget
terms and the kinetic energy, giving a good picture of the underlying interfacial turbu-
lent mechanisms. The same mathematical framework, along with some additional mod-
elling lead to an extension of this study to counter-current flows, wherein another set of
conclusions are drawn.

v
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1
INTRODUCTION

1.1. COMPUTATIONAL FLUID DYNAMICS
Computational Fluid Dynamics or CFD is the analysis of systems involving fluid flow,
heat transfer and associated phenomena by means of a computer based simulation [57].
This approach, of solving the physics of fluids with the help of a computer, has proved
to be an efficient way to tackle complex flow phenomena. The developer/user could
easily play around with the code to alter or infer different results according to the re-
quirements. Moreover, it has proved worthy to have reduced lead times and cost cutting
when it comes to research and development. Often, these revolve around the numerical
algorithms, modelling and implementation techniques to solve flow problems. The two
equations of conservation of momentum and continuity are considered to be the most
important equations of fluid dynamics. And they (in conservative form) are -

∂

∂t
(ρu)+∇· (ρu⊗u) =−∇p +∇·τ+ρg (1.1)

and

∂ρ

∂t
+∇· (ρu) = 0

where, ρ is the density of the fluid, u is the fluid velocity vector in Rn , p is the pressure,
τ is the stress tensor and finally, t being the time. To simplify these equations, we need
to make quite a few assumptions and consider few properties. For Newtonian fluids, In-
compressible flows, the equations are -

∂ρu

∂t
+ (ρu ·∇u) =−∇p +µ∇2u+ρf (1.2)

and

∇·u = 0

1
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Which are essentially the Incompressible Navier-Stokes equation which would be the
primary partial differential equation aimed to tackle in this thesis. But, it’s not too hard
to see that these equations talk about Newtons second law and mass conservation which
gives rise to an initial boundary value problem. Each of the terms are -

• ∂ρu
∂t talks about the rate of change of velocity with respect to time

• (u ·∇u) is the inertial acceleration in the fluid

• −∇p is the pressure forces

• µ∇2u are the viscous forces

• ρf are the external body forces. This can be g i.e,(0,0,g) in case there are no external
forces but just gravity.

Although these equations characterize the role and the importance of each and every
term, it is also very interesting to interpret these equations in a different way. These
equations, in dimensionless form give rise to different dimensionless parameters (if we
consider to make few assumptions) which can be readily be interpreted and linked to the
physical phenomena occurring in the flow. Moreover, these dimensionless parameters
give us an idea for scaling the model appropriately so that it can give a bigger picture for
predicting the performance in large scale [24]. Few notable dimensionless parameters
derived from the non-dimensionalisation of Navier-Stokes are -

• Reynold’s Number, Re = ρU L
µ

• Froude Number, Fr = U 2

g L

Re talks about the ratio of inertial and viscous forces, Fr talks about the ratio of inertial
and gravitational forces. Another interesting dimensionless number is the Weber Num-

ber, We = ρU 2L
γ and is the ratio of inertial forces and surface tension.

These dimensionless parameters helps us to understand the contribution of each of the
terms since these are ratios of different forces on the fluid. For example, if we were to
examine the Reynolds’s number carefully, it could be easy to interpret that for a flow
with low Re (Re ≪ 1), the viscous forces would be the most dominating and for a flow
with high Re (Re ≫ 1), the inertial forces would be dominating. As a starting point, this
could be interesting to predict whether the flow would enhance mixing characteristics
or would be diffusive in nature.

Now that we know what to solve, it is obviously necessary to think about how to solve
these equations. A general solution to the Navier-Stokes is limited to the case of two di-
mensions and is not yet extended to a three dimensional setting. Instead, it could be a
nice idea to solve them in a computer with numerical algorithm. We also need to con-
sider where and when exactly (at different time steps) these equations are to be solved.
Hence, it is also really important to choose the spatial and temporal discretization wisely
as this defines how accurate the solution is in space and time.
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For the choice of spatial discretization, some of the most common techniques are finite
differences, finite element method, finite volume method and spectral methods. Much
information could be extracted if the problem is solved on more number of finite cells
in the domain. But it is not practically possible to solve the equations on each and every
single point. Instead, we try to maximize and refine the mesh quality in the region of
interest.

For the choice of temporal discretization, there are wide class of algorithms. Explicit and
implicit solvers, where the discretized equations are integrated in time in either ways.
But the implicit solvers have always proved to be very efficient and unconditionally sta-
ble. However, these are expensive to compute and also difficult to implement[59][63].

But to solve the Navier Stokes, it is essential to consider how the pressure-velocity cou-
pling is solved. The system can be either can be solved together (Eg, Crank-Nicholson)
which would make it difficult, or decoupled to solve the pressure and velocity separately
(Eg, Chorin, SIMPLE, SIMPLEC/R, PISO - considering we have a staggered grid config-
uration)[59][63][57]. Sometimes, different schemes like Crank-Nicholson and Adams-
Bashforth schemes could be implemented for the viscous and convective terms respec-
tively which are both second order accurate[31].

After the non linear PDE is discretized with one of the above mentioned spatial dis-
cretization method, these reduced to a linear system of matrix-vector equations which
could be solved with either direct or iterative Methods. However a class of iterative meth-
ods like jacobi, gauss-seidel and conjugate gradient methods have proved to achieve
faster convergence rates.

In order to solve this system more accurately and faster, high performance computing
techniques can also be implemented. These entire domain is partitioned into a number
of sub-domains and each of the sub-domains are solved on a specific process. Owing
to the capabilities of DNS to resolve all scales of turbulence, more effort is gone to mod-
elling and developing meshes according to the smallest scales. Hence state of the art
HPC techniques become necessary for efficient and fast calculations[10].

After solving the system of equations, we could use various platforms (ParaView, AN-
SYS Post etc) to visualise the obtained results and infer results on various parameters .

This on whole, is the process of CFD. This entire process could be performed in open
source CFD packages/solvers or commercial CFD softwares. Open source CFD packages
provide the freedom to manipulate the underlying code so that we could play around but
however this requires much effort and knowledge to set up the problem. Some examples
of these open source CFD softwares are OpenFOAM[42], Basilisk[2], PHASTA [10] etc.
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1.2. MULTIPHASE FLOWS
As we can find as much as different categories of flows, one interesting classification
would be to find out the different phases existing in the domain of interest and how the
behaviour and the coupling would look like. The field could contain fluids of the differ-
ent phase with different thermal conditions (adiabatic and diabatic flows - condensation
and vaporization). Next, we could also think of it as two different fluids, but of the same
state ( oil and water). These, often are also referred to as multifluids. As far as the scope
of this project is concerned, the case of gas-liquid flow is simulated. With this, it could
be easy to define what multiphase flows are with the idea built. Multiphase character-
izes situations where several different phases - liquids, gases, solids are flowing simul-
taneously[61]. A single phase flow would be somewhat easier to model and implement
whereas more effort needs to go in for the case of multiphase flows (interface modelling
etc).

In the bigger picture, two main topologies of multiphase flows are - dispersed and strat-
ified Flows. Dispersed flows are where one of the phases is completely dispersed (en-
closed by, loosely speaking) another phase. One simple example for this would be the
case of formation of steam bubbles when boiling water. In the same fashion, if a long
elongated vertical duct is considered, as time evolves, these bubbles would gather up
and lead to form Taylor bubbles and this phenomenon is widely existent in many indus-
trial applications. On the other side, Stratified (segregated, separated) flows are where,
different phases are separated due to the difference in the densities and are arranged in
a parallel fashion due to the effect of gravity. For simplicity, we could think of a long hor-
izontal duct carrying steam and water, which are stratified due to the density difference.

To get a visual understanding, Figure 1.1 shows different types flow regimes for a hor-
izontal duct which are also explained in the following paragraph [61]. Yellow being one
phase and blue, the other.

Figure 1.1: Types of Horizontal two-phase flows [61]

Bubbly flows are dispersed in the liquid in a continuous fashion and their concentration
tend to be higher in the upper part of the tube and the factor of gravity is not so impor-
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tant at higher velocities.

Annular flows are generally existent when the gas-velocity is much higher and the heav-
ier phase tend to form a film around the edges of the pipe with varying thickness.

Plug Flow are existent in low and moderate flow rates and form a discontinuous pat-
tern of the lighter phase on the upper part of the duct.

With the same configuration, if the velocity of the lighter phase if increased, visible slugs
are formed and contains some small bubbles which traverse along the pipe. The flow is
somewhat chaotic and the interface is generally hard to track.

Stratified Flows occurs when two fluids are separated with a higher dense liquid on the
bottom and the liquid which is less dense stratifies at the top. The interface between
the two faces might be flat or wavy. When the velocity of either of the two phases is in-
creased, this give rise to the wavy interface of varying amplitudes. In [6], Open-FOAM
CFD simulations are carried out for different type of multiphase flows (Stratified, Wavy,
Slug, Plug) and it is found that, the results are in good agreement with the experimental
data.

In this thesis, all of the work done would be for a configuration of two-phase (gas - liq-
uid) stratified flow. Gas-liquid stratified flows exist in most of the industrial applications.
Vapour generation systems in conventional and nuclear Power plants make use of this
configure for the production and transport of steam for various parts across the Power
plant. Most of the process technology applications such as chemical production, food
production, oil and gas production require this type of configuration for different as-
pects. Pipelines in large factories such as in petrochemical industries, process plants
and also in power generation require this kind of flow regime.

With these applications to the configuration, there comes a necessity to predict and
model the flow beforehand. For example, in a stratified flow if the interface is not flat
anymore, large wave amplitudes could have different effects on both fluids. The wavy
interface could have added effects to the turbulent field, and also maybe alter momen-
tum exchange between the two fluids[14].

In Nuclear Power plants, when there is a rupture in the main reactor pressure vessel,
the primary coolant may leak into the reactor hall. This is often referred to as Loss of
Coolant Accident (LOCA). During these scenarios, the coolant may mix with the fluid in-
side the reactor hall which is already hot due to high pressure and this leads to a rapid
and more turbulent mixing of the fluids. With the already existing steam which (maybe)
flows in the opposite direction, this gives rise to a stratified flow configuration. The dif-
ference in the properties makes the entire configuration complex leads to heat, mass and
momentum transfer which not yet fully understood. This requires us to develop some
(mathematical) models to ensure that the complex physics of the turbulent stratified
flows are fully understood.
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2
LITERATURE STUDY

2.1. TURBULENCE
Most of the flows which we encounter in real life or in most of the engineering appli-
cations are not smooth i.e, they are not always laminar. Turbulent flows are unavoid-
able, hence this is not only of theoretical interest. There is a point where the flow is not
laminar anymore and it becomes unsteady and chaotic. This unsteadiness gives rise to
random fluctuations to each of the flow properties which vary in time. Due to the fluctu-
ations, the conventional equations are altered and gives rise to additional stresses in the
flow[54].

Above a certain Reynolds number, i.e, a critical Re (depending on internal/external flows),
the flow becomes unstable and the flow properties vary in a random way with respect to
time. This random nature makes the economical prediction of flow properties close to
impossible. Instead, a stochastic description is made. The time varying velocity is de-
composed into a mean and a fluctuating component.

u(t ) =U +u′(t ) (2.1)

This is called as the Reynolds decomposition. So, a complete description of a turbulent
flow is given mean properties (U ,V ,W,P ) and statistical properties (u′, v ′, w ′, p ′).

Good visualisation of turbulent motions reveals a picture of turbulent eddies. Eddies,
also called as vortices are structures of a fluid continuum swirling around due to the tur-
bulent nature of a flow. Due to the eddying nature of flow, random particles of the fluid
which are separated by some distance are also bought together/closer which as a part of
effective mixing and vortex stretching. As a consequence, the diffusion coefficient is high
and enhances mixing. Due to the presence of mean velocity gradients, different layers
are sheared at different rates and leads to distortion of the existing eddies. The eddies
then break-up/stretched into smaller eddies and consequently, the energy from the big
eddies are transferred to the smaller ones in a progressive nature and this is called energy

7
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cascade.

The small/(sub-) micro scales eddies are dominated by the effect of viscosity. Hence a
complete depiction of length, time and velocity can be given by the so called Kolmogorov
Microscales and they are called the Kolmogorov time, length and velocity. The larger or
the largest eddies can be characterised by the Integral scales. Unlike Kolmogorov scales,
these scales strongly depend of the domain geometry and boundary conditions of the
model, hence they are anisotropic. Since the turbulent quantities, in the given neigh-
borhood are (maybe) not independent of each other, these scales can be computed from
the two point correlation function in space or time [54].

2.1.1. DESCRIPTORS OF TURBULENT FLOWS

TIME AVERAGE OR MEAN

The Reynolds decomposition for a flow quantity, ϕ(t ), can be given by

ϕ(t ) =Φ+ϕ′(t )

The meanΦ is defined as,

Φ= 1

∆t

∫ ∆t

0
ϕ(t )d t

This definition makes sense if the flow is steady and does not change over time. But for
time varying flows, the mean of the flow at time t , is considered to be the average of
instantaneous value over a number of similar experiments, i.e, the so called ensemble
average. Theoretically, it makes sense if we consider ∆t →∞, but the equation gives a
meaningful depiction for time averaged quantity if ∆t > the smallest time scales.

VARIANCE, R.M.S AND TKE
Variance and r.m.s values tell us about the spread of the fluctuations over the mean flow.

(ϕ′)2 = 1

∆t

∫ ∆t

0
(ϕ′)2d t

ϕr ms =
√

(ϕ′)2 =
√

1

∆t

∫ ∆t

0
(ϕ′)2d t

The r.m.s fluctuations are easily measured and tell us the average magnitude of the fluc-
tuations. In particular, when we work with the Navier Stokes equations, the variance of

velocity components u′2, v ′2, w ′2 are proportional to the momentum fluxes and cause
stresses which are experienced additionally by the turbulent flow. One half of the sum of
these variances, gives a rise to the Kinetic Energy (TKE) which is the amount of kinetic
energy present per unit mass k a given point [57] and is given by

k = 1

2
(u′2 + v ′2 +w ′2)
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2.1.2. TURBULENCE IN WALL BOUNDED CHANNEL FLOWS
Since this thesis would be tackling the flow inside a channel, it would be a good idea to
discuss about the (turbulent) Boundary layer and also the structures. A Reynolds Num-
ber relative to the distance from the wall, could tell how important the inertial/viscous
forces are as a function of distance from the wall. Rey = U y

ν , based on the distance ’y’
from the wall. Its is now evident that, for points far away from the wall, the inertial
forces would be the most dominating and for points close to the wall, the viscous forces
would be dominating. There are also a point where the forces are equal (Rey = 1). From
this distance, to the wall the viscous forces dominate and on the other side, the iner-
tial forces dominate. Thus mean flow velocity could be too depicted as a function of ’y’,
U = f (y,ρ,µ,τw ). With this, we could get a new dimensionless parameter u+, defined as

u+ = U

uτ
= f

(
ρuτy

µ

)
= f (y+) (2.2)

where uτ =
p
τw
ρ is the friction velocity. Far from the wall, there is a point up to which

the are additional viscous effects apart from the viscosity itself and this is experienced
by the wall shear stress and can be characterized by uτ. The appropriate length scale
where this is effective is called the turbulent boundary layer, δ. [54]. This gives us the
rough estimate of the Dimensionless Turbulent velocity u+ from the wall at a distance
y+. With this, it can be interesting to classify the regions of the flow based on law of the
wall. There are three distinct regions within which each of the inertial and the viscous
forces are important (i.e, region specific dominant force) called the linear or the viscous
sub-layer, log-law layer and outer layer.

LINEAR OR VISCOUS SUB-LAYER

As we all know, at the wall, the shear stress at the wall is effectively zero. Hence, motion
due to turbulent eddies should also "stop" at the wall, for a no-slip (i.e, U = 0) condition.
But close to the wall, i.e, y+ < 5, it is seen that the viscous stresses are almost equal to the
wall shear τ and is constant. With this, we could establish a linear relationship between
the mean velocity and the shear.

τ(y) =µ∂U

∂y
≈ τw

Hence,

U = τw y

µ

With this, we can establish that, u+ = y+. Because of this linear relationship, between
the distance and the velocity, this is known as linear or viscous-sub layer.

LOG-LAW LAYER

From the viscous sub-layer, if we move away from the wall, there is a region (30 < y+ <
500) where the viscous and the inertial effects are both important. Considering the mean
flow is parallel to the wall, the turbulent velocity varies logarithmically as a function of
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wall distance. The velocity follows the logarithmic curve and hence it is called as the
log-law layer.

u+ = 1

κ
ln(y+)+B = 1

κ
ln(E y+) (2.3)

where, κ is the Von Karman constant, κ≈ 0.4

OUTER LAYER

This is the region far away from the wall. Consequently, the pressure gradient and con-
vective terms are more dominant and free from the effects of viscosity. This is sometimes
referred to as the law of the wake layer.
By using these wall functions, we can model the flow near the wall. This becomes impor-
tant as we need to study the behaviour near the wall. If the mesh is not well resolved near
the wall, a high Reynolds Number flow would result in inaccuracies without modelling
near wall characteristics. With well implemented wall functions and resolved mesh near
walls, the turbulent boundary layer is well captured and the near wall characteristics are
studied better.

2.1.3. TURBULENCE MODELS
Upon time averaging for the momentum equations, it results in :

∂U

∂t
+Ui

∂Ui

∂x j
=− ∂P

∂xi
+ν ∂

∂x j

(
∂Ui

∂xi

)
+ρf−

∂u′
i u′

j

∂x j
(2.4)

The last term new and is called as the Reynolds Stress tensor, Ri j . The diagonal compo-
nents of this tensor gives us the additional normal stresses experienced by the fluid and
the other off-diagonal components which has the second moments of velocities tell us
the additional shear stresses acting on the fluid. These turbulent shear stresses are very
large when compared to the viscous shear stresses experienced by the fluid. Due to the
convective transport of eddies, there is a net momentum exchange, wherein a fast mov-
ing shear layer is decelerated, hence the fluid experiences additional turbulent shear
stresses, which is eventually characterized by the Reynolds stress tensor, Ri j . Due to
these additional unknowns, the NSE becomes a closure problem and therefore requires
additional modelling effort in order to full resolve the fluid flow.

While Direct Numerical Simulations and Large Eddy Simulations provide satisfactory
results [27], they become high unsuited because of the realistic macroscopic industrial
applications mainly due to the high computational cost. Hence most of the turbulent
flows come down to coarse models such as RANS.

The problem with RANS is that, they produce unphysical results near interface of strati-
fied flows [12] [34]. RANS models lose the ability to predict high velocity gradients near
interface. In [47], the author has simulated a two equation model for a flat interface and
reported some uncertainty. [48] used the k −ω model the same scenario and indicated
that the interfacial conditions need to further studied to implement in such a model in
order to understand it better for a wavy flow. The main discrepancy is that turbulent
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characteristics is over predicted near interface region. Hence [9] suggested to introduce
a damping function close to the interface region and the results were pretty satisfactory.
This was further studied in [27] as well and reported to produce results close to DNS data.

However, to stick to the scope of this thesis neither of the two approaches are taken,
but the entire problem is resolved by a Direct Numerical Simulation (DNS). The Navier-
Stokes equation directly solved without accounting for any filtered functions or time av-
eraged flow quantities. The main idea of RANS or LES was to model the large and small
scale eddies of various length and time scales without having to put the major emphasis
on grid resolution to be the best. Such an effort comes along in DNS[38]. Due to the ab-
sence of modelling and direct computing, the spatial grids have to be resolved to small
scales of turbulence and small time steps in order to capture the smallest eddies and the
fastest fluctuations.

2.1.4. COMPUTATIONAL COST OF DNS
By the virtue of turbulence, it’s effects are over all length and time scales. For high Re, the
inertial terms become more dominant and hence the convection in the flow becomes
dominant which mainly transports the momentum from large eddies. In this case, the
smallest scale should be solved until the viscous forces dominate.

The smallest scale, as indicated previously is the Kolmogorov Scale. The length scale
is given by

η= (ν3/ϵ)
1
4

and
τη = (ν/ϵ)

1
2

where, ν is the viscosity and ϵ is the dissipation rate. Contrasting to small scales, the
biggest scales, "Integral Scales" are represented by L and τ0 as length and time scales.
The ratio of the smallest to the largest length scales could be represented as

η

L
= (Re)−

3
4

Hence, in other words, the number of grid points required per integral scales to solve
all kolmogorov scales would be [60]

Nh = L

η
≈ Re

3
4

and the required time steps would be Nt as this could be the Kolmogorov scale. So the
total cost of computing the DNS would be (in 3 dimensions)

Nh ·Nt = Re
9
4 (2.5)

It can be verified that for a relatively small Reynolds number, the computational cost
would be very high. Hence, simulating it for realistic industrial applications would not
be practical. Hence, it makes sense to simulate it for rather simpler situations and em-
phasize more on developing more coarse models based on DNS data.



2

12 2. LITERATURE STUDY

2.2. LITERATURE SURVEY OF STRATIFIED FLOWS
In this chapter, the state of the art simulations of stratified flows are investigated. A large
collection of resources helps in identifying the evolution and developments of the nu-
merical simulations over the years. An advantage of this study would help to get a bigger
picture of what the overall aspects of these simulation and experiments are. A success-
ful identification of the bigger picture would help to zoom in or look into the specifics
which essentially would drive us towards the goal of this literature study, to formulation
a successful research question.

2.2.1. DIRECT NUMERICAL SIMULATIONS
Direct numerical simulations of turbulent flows have been of major interest for a few
decades now. Especially, when it comes to simulations in the field on nuclear engineer-
ing, turbulent flows are inherent. In particular, multiphase flows are very common. For
the case of single phase flows, results of the coarse models are satisfactory. But when
multiphase flows are simulated using coarse models, especially for stratified flows, the
results present unphysical gradients because of the non-stationary interface. Hence, at
these situations direct numerical simulations would be the best to consult with, but at
an expense of high computation costs.

SINGLE PHASE FLOWS

Since one of the tasks of the upcoming thesis is to validate the single-phase turbulent
channel flow, it would be helpful to also review some literature based on the same. This
could be considered as a first-step towards two-phase DNS, making it more approach-
able for the case of stratified flows. Many works have been carried out for the case of
single phase turbulent flows. For example, in the review of Lahey Jr [26], direct nu-
merical simulations have been performed in PHASTA which is based on the finite ele-
ment method, for a horizontal channel flow. The velocity fields are in good accordance
and also seem to obey the Law of the wall rule. The anisotropic nature of turbulence is
also verified with the corresponding Reynolds stresses and the turbulence bursts are also
shown which arises in the near wall region. In Kopparthy et al. [23], several coarse mod-
els such as, k−ϵ,k−ω, RSM and SA models have been implemented for the single phase
turbulent flows for a diffusing horizontal column and it’s seen that pressure and veloc-
ity fields could be predicted very well with the k − ϵ and RSM models. When it comes
to two-phase stratified flows, it is reported that RSM models could predict well for low
flow rates, but fails and gives deviating and unsatisfactory results when the flow rates are
increased. Another interesting study of single phase channel flow has been carried out
in Eggels et al. [8] using the finite volume method instead of the spectral method. The
findings of this works compares the mean and r.m.s velocities and also Reynolds stresses
with experimental data and were found to be agreeable.

Studies of Moser, Kim, and Mansour [40] have performed fully developed channel (tur-
bulent) flow for three different shear based Reynolds number Reτ = uτδ

ν , where uτ is the
shear based (frictional) velocity and δ being the half-channel distance. It was found that
the Reynolds based effects (log-law behaviour, components of the TKE budgets etc) are
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obeyed for 180≤ Reτ ≤ 590 and for higher Reτ, the behaviour is Reynolds-effect-free. A
very well appreciated and known work in the field of turbulent flow for horizontal chan-
nel is of Kim, Moin, and Moser [17]. They have performed a DNS at a Re of 3300 for a hor-
izontal box of dimensions 192 × 129× 160 points. For the choice of spatial discretization,
spectral methods have been used. This method entails using Fourier series expansion
in the stream-wise and span-wise directions and using Chebyshev polynomial expan-
sion for the normal components. This stands arguably good in the case of turbulence
because of the choice of higher order interpolation functions considered here over FDM
(includes FVM) techniques. The general characteristics of turbulence were in good ar-
gument whereas the computed Reynolds stresses and vorticity fluctuations seemed to
deviate from the experimental results in the near wall region. This work was further de-
veloped by Mansour, Kim, and Moin [36] where the data sets of the channel were derived
from the previous work and the transport equation of Reynolds stresses and the dissi-
pation rate of TKE were analysed for a low Re. The main conclusion drawn was that the
terms of the budgets become more important in the near-wall region which is commonly
argued to become less important away from the wall. In particular, the production terms
of the TKE budget become more important close to the wall and the dissipation terms
become equally pronounced away from the wall. Hence it would be of much importance
to put attention to the near wall region when coarse models for the same are developed.

STRATIFIED FLOWS

One of the first works on the direct numerical simulation of two-phase stratified flows
could be found in the literature of Riley et al. [46]. The stratification effects were var-
ied by using different Froude numbers. For most of the computations performed, waves
were formed for the varying Fr, hence having the induced wave effects on the flow. The
simulations were performed in a relatively small grid of 323 points. A pseudo-spectral
method was used to discretize the equations in a Fourier space. A leap-frog time inte-
gration scheme was used for convective terms whereas a Crank-Nicholson scheme was
used for the diffusion terms. Limiting to the small computational domain, the Re was
limited to 27.2 In a broad sense, the statistics in the normal directions seemed to be in-
hibiting whereas the statistics in the homogeneous directions seemed to be enhancing.
Generally, it was also noticed that there was a decay in the dissipation of kinetic energy.
The general notion of vortex-stretching in turbulent flows were also supported as the
vorticity seemed to be decaying.

Counter-current Flow : A remarking research on this topic was carried out by the group
of Lombardi, De Angelis, and Banerjee [32]. Simulations have been performed at differ-
ent density ratios (indicating the dynamic coupling between the phases) for the setting
of a counter-current flow where-in the interface was kept flat (corresponding to very
high Weber number or high Surface Tension). The spatial length (non-dimensional)
is represented as shear-based units and the normal extent of each of the phases are
170 shear based units each. No-shear i.e, a free-slip boundary condition has been em-
ployed at the outer boundaries whereas the fluids are coupled with the so called interfa-
cial boundary conditions (continuity coupling of velocities and shear stresses, ensuring
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momentum transfer). Periodic boundary conditions are applied in the homogeneous
directions. A constant pressure gradient is applied in the to counter the effect of mo-
mentum losses at the interface due to friction. The complete Navier-Stokes along-with
the interfacial boundary conditions are solved with the pseudo-spectral method (fourier
expansions and chebyshev polynomials in the homogeneous and normal directions re-
spectively)(Sengupta, Mashayek, and Jacobs [50]). A fractional step integration is used
for the temporal discretization where-in one of the two interfacial boundary condition
is solved in the first half and the next in the next half of the time step. An arbitrary
Lagrangian-Eulerian boundary fitting method was used to solve the interface motion.
This constitutes for solving the advection equation on an arbitrary mesh where each of
the phases are coupled by the balance of continuity and shear.

Firstly, it was seen was seen that for the dynamic coupling far from unity, the interac-
tions are decreased. The main inference drawn from this research was that, the gas-side
sees the interface as a solid boundary due to the high shear imposed by the fluid on the
gas side. Due to this, they exhibit turbulence behaviour similar to of wall characteristics,
whereas this is not the same for the liquid side where it shows some high fluctuations
and seemed to be more active. This is also supported by analysing the energy budgets.
In the near interfacial region of the liquid side, the production and the dissipation terms
are higher and lower than on the gas side, respectively, which seem to be unbalanced
on the whole. Another main inference from the energy budget analysis about the tur-
bulent diffusion. The diffusive nature was more pronounced at the interface for the liq-
uid side and slightly away from the interface for the gas-side. A non-dimensional shear
rate, S̃ shows that, for S̃ > 1, low speed streaks appear (London [33]). Sweep events are
found near interface and ejections far away from the interface. Near the interface, gas-
liquid sweeps are found confirming high interfacial shear stress (high Reynolds stress
production) and gas - liquid ejections are formed in the low shear regions (away from
the interface)(De Angelis [7]Lam and Banerjee [28]). This leads to the formation of quasi
stream-wise vortices between the regions of high and low shear and large vortices (few
of them) are attached to the interface, pointing out that the interfaces are coupled.

A continuation of Lombardi, De Angelis, and Banerjee [32] was carried out in Fulgosi
et al. [13] but with a free deformable interface and compared to an open-channel flow.
One difference which was noted from Lombardi, De Angelis, and Banerjee [32] was, the
r.m.s velocities initially have a non-zero value since the interface is not flat anymore. It
was reported that the transport TKE budget revealed insignificant differences, only that
it was slightly more pronounced than the open-channel case in the viscous sub layer
region. Although, Reynolds stress budgets showed significant different in the direction
normal to the interface. It was seen that the pressure diffusion makes turbulence more
isotropic by lowering shear stresses. An auto-correlation function for the vorticity was
maximum at the interface and reduces in the direction normal to it implying the very
existence of vortical activities which might also enhance mixing characteristics.

Direct numerical simulations for a similar setting of Lombardi, De Angelis, and Baner-
jee [32] has been carried out in Hasegawa, Kasagi, and Hanazaki [15]. Similar results for
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velocity profiles were shown and the difference between the behaviour of gas and the
liquid side, given the degree of dynamic coupling between the two. Interestingly, it was
shown that for different length ratios (of domain) for each of the phase, the distance be-
tween the streaks formed also varies, implying the interaction between the phases with
same argument as above.

Figure 2.1: Counter-current flow setting for various stratification scenarios Zonta, Soldati, and Onorato [64]

A pioneer research as an extension to Lombardi, De Angelis, and Banerjee [32]Fulgosi
et al. [13] was performed in Fulgosi et al. [14]. The full Navier-Stokes along-with the jump
conditions (interfacial boundary conditions) were solved for a counter-current setting
(for example Figure 2.1 d). Interestingly, neither of the Interface capturing nor the In-
terface tracking method were used, but a boundary(interface) fitting method. Boundary
fitting method ’fits’ the mesh according to the interface. Free slip boundary conditions
were imposed on the outer boundary. The interfacial jump conditions (from the global
mass, momentum and shear stress balances) were given as Fulgosi et al. [14]

1

Re
((τL −τG ) ·n) ·n+ p̃G − p̃L + 1

W e
∇·n− 1

F r
f = 0

((τG −τL) ·n) · ti = 0 i = 1,2,

ũG = 1

R
ũL

(2.6)

where Re, We, Fr are the dimensionless numbers which were carefully chosen to stop
the waves from breaking, τ and ũ are the shear stress and the velocity respectively for
a dynamic coupling of R = 29.9 (normal air-water density coupling ratio). These three
together with

∂ f

∂t
+ ũ ·∇ f = 0 (2.7)

represent the jump conditions and the advection of the interface using boundary-fitting
method. A pseudo-spectral technique similar to Lombardi, De Angelis, and Banerjee [32]
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was used for the spatial discretization (De Angelis [7]). The simulation was performed at
a shear Re of 171. The computational domain for each of the gas and liquid phase was
represented in wall units of 1074×537×171.

One of the main conclusions drawn was that the role of the deforming interface was
to act like a dampener of the turbulent field in the region near interface. This was con-
firmed by less pronounced values of r.m.s velocities and the rate-of strain tensor. Al-
though an extensive analysis about sweep-ejection events are not provided as in Lom-
bardi, De Angelis, and Banerjee [32], it is argued that the deforming interface did not
affect the orientation of quasi-streamwise vortices since there was not much change in
the vorticity, ωz . Studying the energy budget equations, especially for the Turbulent Ki-
netic Energy (TKE) budget given by,

Dk

Dt
=−ui u j

∂Ui

∂x j︸ ︷︷ ︸
Production

− 1

ρ

∂

∂xi
pui︸ ︷︷ ︸

Pressure Diffusion

− 1

2

∂

∂x j
ui ui u j︸ ︷︷ ︸

Turbulent Transport

+ 1

2
ν
∂2

∂x2
j

ui u j︸ ︷︷ ︸
Viscous Diffusion

−ν∂ui

∂x j

∂ui

∂x j︸ ︷︷ ︸
Dissipation

(2.8)

It revealed the similarity to the previous conclusion of general dampening of turbulent
field. This argument emerged since the dissipation terms seemed to be lesser than the
channel flow case (which this was validated against). Additionally, the Reynolds stress
budgets (half trace of Equation 2.8) were also studied. It was seen that the pressure diffu-
sion (source of energy and also re-distributive mechanisms) seemed to counter-balance
the reduction in dissipation. The energy was redistributed from the normal components,
thus reducing the turbulent production and promoting isotropy. Hence it was concluded
that, the deforming nature of the interface dampens the turbulent field, reduced the dis-
sipation thus making the near interface region less anisotropic. However away from the
interface, the production and transport terms were more pronounced. Interestingly, it
was also seen that, that the drag is reduced near the interface. This is due to the fact that,
since energy is redistributed, there is essentially reduction in shear, making some com-
ponents of the RST (Reynolds stress tensor) lower than of the channel flow case (which
was compared against). Similar to Lombardi, De Angelis, and Banerjee [32]Fulgosi et
al. [13], a non-dimensional shear rate built and the effective streak formation was also
studied and non zero value of TKE at the interface confirmed the coupling mechanisms
(momentum transfer etc.)

In Zonta, Soldati, and Onorato [64], a DNS was performed in a counter current setting
to explore the influence of dynamics based on the dominance of We and Fr. The phys-
ical domain which is distorted, is mapped to a reference domain and the equations are
solved using a pseudo-spectral method. It was noticed that, initially the growth of the
waves were linear. Later in time, the wavy interface had some influence on the dynamics

of the near interface region. For the ratios of
p

F
W e < 2, the surface tension effects dominate

and for ratios
p

F
W e >2, the gravity effects dominate due to exponential growth.
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Co-current flow : In Liu et al. [31], a DNS of a gas-liquid co-current couette flow for a
flat interface configuration was performed. The shear Re for water and air were set at
120 and 271 respectively. For the choice of spatial and temporal discretization, the same
setting as of Lombardi, De Angelis, and Banerjee [32] was used. From the flow statistics,
it was concluded that the gas side, perceives the (flat) interface as a solid wall. The water
side boundary layer was found to be much thinner than the air side due to increasing
turbulent transport near interface. TKE budget analysis revealed that, the peak values
for production are attained near the interface when compared to the gas-side. Turbu-
lent transport was enhanced by viscous diffusion. Apparently, the water side showed
an increase in the dissipation of TKE which contrasting to Lombardi, De Angelis, and
Banerjee [32]. Moreover, in the air-side the TKE is transported from bulk to the interface,
whereas in the liquid side, TKE is transported from the interface to the bulk region which
could be argued with the vortex dynamics across the interface.

Although quite a number of researches have reported on the turbulent characteristics
of stratified flows and the influence of interface, there are very few which talk about the
growth of the interface and how it affects the nearby region during it’s growth. One such
work would be of Lin et al. [30], where a DNS is performed for gas-liquid co-current flow
at a Re∗ = 115. Boundary conditions and the spatial discretization mimic Fulgosi et al.
[13]Lombardi, De Angelis, and Banerjee [32]. A second order Runge-Kutta method was
used for the time integration. It’s seen that the wave evolve linearly initially but at later
stages, the growth becomes exponential (Zonta, Soldati, and Onorato [64]Fernandino
and Ytrehus [11]). When the surface waves were weak, the streaks observed were quite
disoriented and when they grew strong, the streaks became more oriented. In a gen-
eral sense, it was seen that for the air side, the changing wave effect did not have much
influence as the water side did, for the turbulent fluctuations. The velocity variances
are significantly changed in the horizontal and also the normal component in the near
interface region as the waves start to build. The pressure fluctuations in the air side
behaved differently for the period linear and exponential growth. Initially during the lin-
ear growth, the pressure fluctuations were due to the turbulent motion but at later stages
(exponential growth) become waveform and move along-with surface waves (Zonta, Sol-
dati, and Onorato [64]).
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2.3. DISCUSSIONS BASED ON THE REVIEW

Author Flow setting Num meth Interface geometry
Riley et al.[45] n.a Pseudo-spectral n.a

Lombardi et al.[32] Counter current Pseudo-spectral Flat
Lam et al.[28] Counter current Pseudo-spectral Flat

Fulgosi et al.[13] Counter current Pseudo-spectral Wavy
Fulgosi et al.[13] Counter current Pseudo-spectral Wavy

Hasegawa et al.[15] Counter current Pseudo-spectral Flat
Zonta et al.[64] Counter current Pseudo-spectral Wavy

Liu et al.[31] Co current Pseudo-spectral,FDM Flat
Lin et al.[30] Co current Pseudo-spectral Wavy

Trontin et al.[55] n.a FVM-WENO Decaying
Vincent et al.[58] n.a FVM-WENO Decaying
Komori et al.[22] Co Current FDM Wavy
Kurose et al.[25] Co-Current FDM Wavy

Table 2.1: This table summarizes the different numerical schemes, flow setting and the interface geometry
used in various simulations

Author Interface model Re∗ We Fr R=ρ1
ρ2

Riley et al.[45] n.a 27.2 n.a 3.65, 1.83 n.a
Lombardi et al.[32] ALE,BFC 60.4 n.a low 29.9,1,10

Lam et al.[28] ALE,BFC 60.4 n.a low n.a
Fulgosi et al.[13] ALE,BFC 171 5.3×10−3 4.5×10−4 29.9
Fulgosi et al.[14] ALE,BFC 171 4.8×10−3 8.7×10−4 29.9

Hasegawa et al.[15] ALE,BFC 300,150 n.a low 841
Zonta et al.[64] ALE,BFC 170 8.4×10−4 2.9×10−6 n.a

Liu et al.[31] ALE,BFC 120,271 n.a n.a 828
Lin et al.[30] ALE,BFC 115 n.a n.a n.a

Trontin et al.[55] LS 93 n.a n.a 1
Vincent et al.[58] LS n.a 0.05,2,110 n.a 1
Komori et al.[22] ALE,BFC 210 5.6 n.a n.a
Kurose et al.[25] ALE,BFC 380 9948 116 n.a

Table 2.2: This table summarizes the various interface modelling techniques, the shear Reynolds number, We-
ber and Froude number and the degree of dynamic coupling between the phases
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2.4. MAIN INFERENCES
The main discussions based on the review of the existing literature of Two-Phase Strati-
fied flow can be summarized by the following points-

• Table 2.1 and 2.2 summarizes the state of the art direct numerical simulations per-
formed in the recent literature. The numerical method, the flow setting, interface
geometry and modelling have been listed. Boundary conditions for almost all of
the simulations employed periodic conditions in the homogeneous and free slip
boundary condition in the normal direction, with expceptions from [46] simulated
with periodic conditions and [31] simulated with periodic and no-slip condition.
Moreover, the flow properties like the Re (listed as air,water in-case different Re
were used or just one if both were same), We, Fr and the degree of dynamic cou-
pling R for each of the simulations have also been discussed. Information about
the property which was not highlighted in the literature is written as n.a. (not avail-
able.) This gives an easy identification of the methods and the properties around
which each of the direct numerical simulations is performed, thus also enabling
to identify the most suitable setting for this thesis.

• Most of the literature have considered the pseudo-spectral method for the choice
of spatial discretization. Spectral methods, in general provide good results when
simulating turbulent flow and have an advantage of using high-order interpola-
tion functions which makes is easy to perform computations on a coarse mesh
than a very fine mesh with low order finite difference schemes[50]. Most of the
literature have used Fourier polynomials in the stream and span-wise directions
and Chebyshev polynomials in the normal direction[32][14] ([31] uses second or-
der FDM for the normal direction). For the choice of time intergration, some of the
literature solved it with a fractional time step (solving continuity of shear and ve-
locity in fractional times, mostly with Adams-Bashforth and Crank-Nicholson for
convective and viscous terms respectively) [32][14][13] and second order Runge-
Kutta method in [30]. On the outer boundaries of each of the phases, mainly to
prevent turbulence generation at and near walls (other than the interface), a free
slip condition is used and for the streamwise and the spanwise directions. To com-
pensate for the loss momentum due to friction, a constant pressure gradient is ap-
plied in the stream-wise direction to drive the flow. These choices of boundary
conditions and discretization schemes could be considered to implement for this
thesis project.

• Interface plays an important role in the turbulent characteristics of each of the
phase. The turbulent fluctuations are varied near the interface. And majority of the
effects are shown in the region very close to the interface. Many results conclude
the instantaneous velocities, pressure fields and the vorticity fields, budget terms
in the TKE and the Reynolds stresses are all affected in the Viscous sub-layer and
the log-law layer.

• For a flat or a freely deformable interface, most of the effects in the fluid are due
to turbulence existing in the flow. But for higher speed to wave-slope ratios, the
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velocities have an additional orbital (wave induced component of velocity) mo-
tion which has high influence in the near interface turbulent characteristics. This
means that the wave induced turbulence becomes more effective [64][11].

• Although, turbulence in the liquid phase (heavier phase) is the most affected and
active. Most of the analyses in the gas-side concluded that the gas phase (lighter)
perceives the interface as a flexible solid boundary. Hence, the gas-side shows
close wall-behaviour (near-wall characteristics).

• Velocities and the lower order statistics show a different behavior than the wall
for the liquid side. For different sheared environments, for example wavy strat-
ified flow, the statistics have additional effects. Statistics in the homogeneous
directions are enhanced while there’s not much effect in the normal directions
[13][45][32][31].

• Energy and stress budgets reveal a lot of information about different mechanisms
(or individual effects) of turbulence near interface. A common conclusion from
all of the authors was that, the dissipation terms seemed to be reducing near the
interface. This could be because of the large shear stresses acting across the inter-
face. In case of deformable interface, this is balanced by viscous diffusion. In-
crease in the diffusive nature, transports the TKE into the bulk region. This is
also verified by the pressure-strain correlation. This also shows that, turbulence
becomes more isotropic. In a general notion, it could be said that the transport
mechanisms are higher and the viscous mechanisms are reducing in nature in the
near interface region. [31][14][32].

• Lastly, low speed streaks are formed near the interface. Vorticity fields also show
that sweeps dominate near high shear and ejections in low shear region. Quasi-
streamwise vortices are known to be formed and some of them are also attached
to the interface, justifying coupling mechanisms. [28].

2.5. INITIAL RESEARCH QUESTIONS
To keep it ideal and more purposeful, it is the best to mainly narrow down on perform-
ing direct numerical simulations for two-phase stratified flows, with a combination of
different pre-processing and post Processing tools, where-in the simulation would be
mainly performed in RK-Basilisk (an extension to Basilisk which was developed at NRG).
To execute this, the most sensible questions that could be asked are:

R.1 Which of the configuration/setting, either a co-current or a counter-current flow
could be simulated so as to achieve results specific to application or close the sci-
entific gap?

R.2 Since the problems needs to simulate sharp interfaces, capture smallest scales of
turbulence (which DNS inherently does) a good strategy for meshing needs to be
developed.

R.3 The most important question would be as to how the entire simulation would be
set up. The choice of spatial and temporal discretizations and the role of boundary
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and initial conditions play an important role on the stability and convergence of
these simulations.

R.4 Due to the friction at the surface, there is momentum loss. Turbulence is also dis-
sipative in nature. How do we then exactly drive the flow ?

R.5 How is the validation of the obtained DNS data sets going to be performed?

R.6 With the energy and stress budget analysis, much near-interface "information"
could be extracted. How can we accurately compute the budget terms and what
are the useful inferences that could be collected?

2.6. UPCOMING GOALS AND OBJECTIVES
The main goals for the upcoming graduation project are:

• Validation of RK-Basilisk for a pipe flow and single-phase channel flow using ref-
erence DNS data sets.

• Development of stratified two-phase flow configuration: With the identified set-
ting from this literature research, a suitable simulation strategy is developed for
the case of two-phase stratified flow.

• Development of a DNS for this flow configuration using RK-Basilisk: As a contin-
uation from the previous step, a direct numerical simulation for the setting would
be performed on RK-Basilisk with the HPC clusters at NRG.

• Further Code development on RK-Basilisk: As discussed earlier, the interface dy-
namics are better studied with TKE budgets. A code would be developed on RK-
Basilisk and implemented for the same.

• Analysis and post-processing of the DNS data sets, which include studying the
contours, flow properties and the budgets near interface.
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BASILISK

This chapter discusses the technical aspects of the software used to run the simulations
in this thesis. Basilisk, a successor of Gerris, is an open-source CFD solver, built on ’C’,
to solve partial differential equations based on the discretization scheme Finite volume
method (FVM). Although this solver is capable of solving a wide array CFD problems,
it serves as an excellent tool for simulating multiphase problems. Since basilisk com-
bines adaptive refinement (Adaptive mesh refinement (AMR)) and the Multigrid itera-
tive method, simulating two-phase becomes more feasible.

Usually, the domain is divided into a number of cells where the equations of mass
and momentum are solved. This is called meshing. There are situations wherein the
accuracy of the solution becomes important in a specific region of interest. To achieve
accurate results in these regions, we require a well refined mesh than the regions out of
scope for multi resolution analysis. Such grids with multiple resolutions are termed as
Non-Uniform (Cartesian) meshes (E.g. - A Shishkin grid to resolve the boundary layer for
singularly perturbed problems). But if we expect this region of interest to change dynam-
ically, the mesh needs to "adapt" with respect to a few constraints specified. A method
that uses efficient algorithms to generate dynamic meshes which adapt to the accuracy
within sensitive regions over time is called Adaptive mesh refinement (AMR). For exam-
ple, simulating bubble-bubble interaction or a Taylor bubble would be computationally
cheaper on AMR since the region of interest/study would be the gas-liquid interface and
not the continuous phase itself. Basilisk, which works on AMR, facilitates to simulate
them with different resolutions based on a user-defined inputs as the maximum and
minimum level refinement and a field based on which the refinement is done. The same
applies to stratified two-phase flows, where it is necessary to capture the dynamics in
the near-interface region. Basilisk restricts this to be a scalar field and as immediate ex-
amples, one could specify the phase fraction or velocity gradient field etc.
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3.1. NUMERICAL MODELLING IN (RK-) BASILISK
Basilisk is a solver which combines non-uniform quadtree and octree based discretiza-
tions with finite volumes, AMR and multigrid. The momentum equations are solved with
an approximate projection scheme [44]. The Poisson’s equation for pressure is solved
thereby ensuring the incompressibility constraints. Additional modules and conditions
are also available for problems with embedded boundaries. RK Basilisk is a solver devel-
oped at NRG by making a few amendments to the standard Basilisk solver. A few notable
concepts in (RK-)Basilisk are:

• A general idea of discretizations, time integration procedures are given in [44].
Although this reference is based on Gerris, it closely resembles the features of
Basilisk. Similar to the standard Basilisk solver, RK-Basilisk uses a projection-based
algorithm to solve the momentum equation. To be precise, it uses the Pressure Im-
plicit Splitting of Operators (PISO) scheme. A range of implicit and explicit time
integration schemes are available to solve the equations, following the Butcher-
Tableau of definitions. Choices are also available for a discretization of the con-
vective scheme. For the simulations of stratified flow, a 3 stage RK method for time
integration and a central difference scheme for the convection term were chosen.

• In non-body confirming grids, the flow does not always align with the grid. This is
generally referred to as immersed boundaries. Another similar concept is also an
embedded boundary. Both the standard and RK-Basilisk solver have the capability
to solve problems with complex flow geometries. Wall damping and penalisations
are introduced to the solver to tackle these boundaries.

• Another possibility in RK-Basilisk is to solve the full discretization of the viscous
term

D = µ

2
(∇u+∇uT ) (3.1)

which leaves second part the rate of strain tensor to be non-zero, staying fully dis-
cretized.

• Fields in both standard Basilisk and RK-Basilisk are available which are basically
iterators over physical fields. Instead of the conventional for-loops inherent to C,
(RK-) Basilisk introduces iterators which can iterate through cells (foreach()), faces
(foreach_faces()), boundaries (foreach_boundary()), dimensions (foreach_dimension())
etc. These iterators are necessary to apply/modify boundary conditions, compute
fluxes etc.

• For explicit time marching iteration-based schemes, to ensure convergence, it is
important to have a correct CFL condition. In this case, (RK-) Basilisk offers a pre-
defined function under which the user could input a value prior to the simulation
based on the problem being solved so as to ensure convergence.

By default, Basilisk initiates a square domain in 2D and a cubic domain in 3D and
hence is not desirable to study the boundary layer phenomenon. In these situations,
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Figure 3.1: Grid transformation ofΩp →Ωb with included metrics

(RK)-Basilisk offers to stretch the domain by certain deformation and cell stretch func-
tions (more to be discussed in the upcoming chapters).

Before discussing the deformations and cell stretching, metrics in Basilisk are intro-
duced. It is vital to know that Basilisk does not have the physical definitions of cell vol-
umes and cell faces. Assuming we have a physical domain, Ωp , with uniform spacing,
the finite volumes would be unit cubic cells having area :

Ap =∆2

and volume:
Vp =∆3

where ∆ = L
N , is the cell to cell distance with L and N = Nx = Ny = Nz , being the length

and the number of cells respectively. Basilisk maps these unit cubic cells belonging to
a uniform grid, Ωp to cubic cells belonging to a transformed grid in, Ωb additionally
with the so called metrics (also shown in Fig.3.1), such that: ζ :Ωp →Ωb | Ωp ,Ωb ⊆ Rd ,
d = 1,2,3.

xb = ζ(xp) (3.2)

xb ∈Ωb ⊆Rd and xp ∈Ωp ⊆Rd .

With metrics, the transformed volume and area could be defined as:

V = cm ×∆3

and

A f = f m ×∆2

where cm and f m are the cell and face metrics respectively. Since they map to a uniform
grid, the metrics are equal to unity. But there is a possibility to have a new definition for
the metrics in order to have a non-uniform grid, subjected to deformations.
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For studying single phase or two phase stratified flows, we need accurate informa-
tion near interface and near walls. Using adaptive mesh refinement might not lead to
the same accurate solution at all time instants. One of the few reasons is that the inter-
polation coarse grid to a fine grid is shown to have spurious excitation in the spectrum
of turbulence [37]. In this case, it is advised to have a high-resolution static mesh to re-
solve the boundary layers. Although (RK-) Basilisk offers as an extensive tool for AMR
and multigrid for simulating multiphase flows, due to the importance of resolutions,
other computational efforts and considering the geometry of the interface (discussed
in the upcoming chapters), an alternative solution is to construct meshes with a high
resolution near the boundary and to gradually coarsen it towards the region where the
solution is not as important, by means of stretching, deformations and metric changes
to have non-uniform boundary confirming grids, which is what is adapted in this thesis,
introduced in the next chapter.



4
SINGLE PHASE FLOWS

As mentioned in the previous chapters, this thesis moves forward to the main goal, that
is to accurately develop a methodology to perform DNS of two-phase turbulent stratified
flow. Before going ahead with the aforementioned task, a Single phase problem is stud-
ied, modelled, simulated, validated and understood so as to help us put in initial contact
with the canonical problem of the two-phase turbulent flow. This chapter is aimed to es-
tablish the key concepts, development of methodology, statistics of turbulence and some
initial results which could then be correlated or extended to the two-phase flow prob-
lem. Hence, the concepts of meshing, averaging strategy and the results are explained a
bit more extensively. Initially the numerical methodologies are discussed, followed by a
section strategies to construct an efficient mesh. Next, the actions of the averaging pro-
cedure is briefly explained and finally some results are shown and elaborated.

As there are many classical studies based on pressure driven turbulent pipe and
channel flows ( ref [17] [36] [1]), a the focus is shifted to study turbulent Couette flows
instead. The key difference between channel flows and Couette flows is the way how
the flow is driven. Flows that are purely driven by shear, known as Couette flows were
studied in [20][39]. One of the bounding walls is moved with a shear velocity relative
to the other (which is a stationary wall) to impose the required wall shear stress based
frictional Reynolds number. [20][39] base their main study on the large structures which
are observed in the bulk region of the channel. Because of these large-scale structures in
Couette flow, slightly higher production and diffusion is observed along with a balance
in the transport of momentum fluxes of

〈
u′v ′〉 and fluctuating pressure.

In some of the studies for example in, [19] [5] and [18], the flow was driven by both
pressure and shear. This is particularly possible if there is free slip imposed on a mov-
ing wall, and the flow being driven by a mean pressure gradient, and generally called
as Couette-Poiseuille flows. All three works employ a pressure gradient which is ap-
plied dynamically to balance a superficial wall shear stress. The computational meth-
ods adopted were FDM on a staggered grid, with a Crank-Nicholson scheme for the time
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integration. It is seen that the Reynolds stresses and the turbulent intensity are higher
which leads to an elongation of the logarithmic region when compared to pure pressure-
driven - Poiseuille flows with a similar Reτ.

Another interesting DNS of turbulent plane Couette flow was studied by the group
of [56]. A DNS was performed to solve the governing equations by FDM using Crank-
Nicholson and Adam-Bashforth for time integration. The flow was driven by moving the
top wall with a certain wall velocity, Uw relative to a stationary bottom wall, whereas
periodic B.C. were used in the homogeneous directions. Two-point velocity correla-
tions provided evidence to use large enough computational domains to capture the large
structures. A TKE budget equation is solved to study the individual

〈
ui u j

〉
budgets. A

Reτ dependence is observed for some of the terms in the budget of
〈

u′v ′〉 and
〈

v ′v ′〉
In all of the presented literature, none of them were based on the Finite Volume

Method for a DNS. Considering this as an amendment to this thesis, the modelling and
the simulation is done in RK-Basilisk, which is based on FVM and it is shown that good
statistics could be obtained even with using low order interpolation functions on coarse
meshes when compared to the classical spectral methods. Considering the goals of this
chapter, since [56] presents concise and adequate information on modelling, statistics of
velocities and budgets, this study is adapted as a reference case and are validated against
the simulations performed in RK-Basilisk.

4.1. NUMERICAL METHODS
The brief literature survey informed about the various trends in simulating Single phase
turbulent flows. The key difference in these simulations were the flow driving mech-
anisms, where either a streamwise pressure gradient ∇x p̃ or a wall shear stress τw is
applied to drive the flow by a pressure difference or by shearing the boundaries respec-
tively. As discussed earlier, considering the main goal of this thesis which aims to solve
a two-phase shear driven flow like [31], we adapt to solve the Single phase turbulent
flow with this same mechanism as presented in [56] and validate the results using NRG’s
solver RK-Basilisk.

Numerical simulations are performed to solve the Navier-Stokes in a channel as shown
in Fig.4.1. It is sometimes useful to represent velocities in a different scale, i.e, when non-
dimensionalised with a certain reference velocity. As we know turbulent flows scales
with shear, we use a velocity scale which is directly associated with the shear stress. This
velocity scale is obtained by non-dimensionalising the velocity by a reference velocity
called shear or frictional velocity. This frictional velocity, uτ could be defined by:

uτ =
√
τw

ρ
(4.1)

where τw = µ ∂u
∂y is the associated shear stress, known as the wall shear stress. The

shear velocity becomes important in the near-wall region since it characterizes the tur-
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bulent scales and strength. By using uτ as the reference velocity, the half-height H as

Figure 4.1: The computational domain for the problem simulated

the reference length scale and ts as the reference time scale, we non-dimensionalise the
Navier-Stokes equations which results in :

∂ũi

∂t̃
+ ∂ũi ũ j

∂x̃ j
=− ∂p̃

∂x̃i
+ 1

Reτ

∂2ũi

∂x̃2
j

∂ũi

∂x̃i
= 0

(4.2)

which are solved in a computational domain,Ωnb of the size (Lx ×Ly ×Lz ) = (2π×2×π).
The numerical discretization is based on the second-order finite volume method. Dis-
cretization for the convective term uses a central difference scheme. A second-order
explicit 3-stage Runge-Kutta method has been used to integrate the convection and dif-
fusion terms in time. Hence, to ensure convergence, a CFL = 0.4 has been used. Sim-
ulations are performed for a shear Reynolds number, Reτ = 126 which corresponds to
Re = 8600, which is in a turbulent regime of wall-bounded flows.

The required wall shear stress, τw is imposed by choosing a certain frictional veloc-
ity. Range of values for the ratio of uτ

Uw
was given in [31]. By choosing uτ = 1 the ra-

tio uτ
Uw

= 0.02937 gives Uw = 34.0. Hence, the top wall is constrained to have a no-slip
boundary, Uw = 34.0 (represented by a thick solid arrow in Fig4.1) relative to the bot-
tom wall, U = 0.0. Instead of a well defined inlet and outlet, we have a periodic domain.
Hence, we have periodic boundary conditions in the streamwise and the spanwise di-
rection (represented by the dashed arrows in Fig4.1).

As a general practice, the perturbations are added in to generate a turbulent flow
after the flow is developed. But in our simulations, sinusoidal profiles superimposed on
a linear profile of velocity to start with a turbulent flow. In the homogeneous directions,
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the initial profiles are:

ũ(y, z) =
(

Uw

2

)
(y +H)+ sin(4z)

4

w̃(x) =
(

Uw

2

)
sin(2x)

4

(4.3)

A general workflow is followed in pre and post processing this Single phase test case.
The same workflow is followed for the upcoming two-phase model as well. Initially, the
problem to be simulated is understood from the test case. A brief survey helps to un-
derstand and translate the reference case so as to model it in NRG’s solver RK-Basilisk
C. Codes are written to set up the physics, discretization schemes, boundary conditions,
flow initialisation etc. The strategy for meshing (discussed in chapter 4.2) is also imple-
mented along with the code, as a part of the pre-processing stage. Depending on the
problem size, simulations are run in parallel in NRG’s HPC cluster. As the simulations
are running, a script averages the instantaneous quantities and stores it as scalar fields.
This completes the simulation stage. The post processing stage is started by visualising
the flow fields, examining the scalar fields for correctness. In case, if there are any dis-
crepancies in the solution, the simulations are run again after rectifying the issue. If not,
another script ensemble averages over space and time (stored as N snapshots at user de-
fined intervals as the simulation progresses) by interpolating data from an unstructured
RK-Basilisk grid to a structured grid. This returns a number of scalar fields by averaging
over a 3D domain to a 2D space in the wall normal direction. Finally, a python script
is written for final stages of post processing the ensemble averaged quantities and to
visualise the mean velocities, r.m.s’, turbulent kinetic energy budgets etc.

4.2. MESHING
Since we have two rigid walls, the flow is confined and interacts with it. The presence
of these walls directly influences the overall turbulence in the channel. It is essential
to capture the associated turbulent boundary layers as accurate as possible. Moreover,
considering the goal of this chapter, which is to study the TKE budgets, they become
locally important in these near-wall viscous regions. Hence, the mesh needs to be con-
structed with a resolution that is fine enough to capture these layers. Since we know
that DNS is already computationally expensive and restricted to small domains, it is not
always feasible to adapt to a higher-level grid (i.e, a mesh with more cells than a given
level). A foremost goal would be to find an "adequate grid" that has a good agreement of
the statistics with [56]. Of course, moving onto a higher-level grid will be interesting to
visually study and to post-process the data.

In section 3, it was discussed how a grid is transformed from a physical space, Ωp to
Basilisk space, Ωb by a mapping. A unit cubic cell a mapped to a cube which includes
new metrics cm and f m. But there is also a possibility that they could be mapped to
form a non-uniform grid, Ωnb as well, which are subjected to deformation and stretch-
ing (see Fig 4.2). Cells belonging in and around the boundary layer need to be stretched
and deformed with a strategy that would essentially capture all the necessary informa-
tion. The basic idea is to have a non-uniform grid with homogeneous deformation in
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Figure 4.2: Mapping of an untransformed cell fromΩp to a stretched cell inΩnb

the streamwise and the spanwise directions, but a highly clustered grid near the top and
bottom boundaries in the normal direction. Hence, we need a transformation that maps
the uniformly spaced grid, Ωp to a non-uniform grid, Ωnb (non-uniform basilisk do-
main) with the use of some cell stretching and deformation functions.

As a first step, a geometric grading ratio is determined. This grading ratio, also known
as a grading factor controls the growth of each cell based on the cell width. Based on a
given first cell height ∆0 of Ωp , half-height,H of the domain and the number of cells in
the normal direction, Ny a function determines a constant grading factor,αwhich could
be represented by:

α= η(∆0, H , Ny ) (4.4)

ForΩp which has the normal coordinates yi , i = 1, ..., Ny , the cell width with a ’constant
stretching’ can be written as:

∆i = yi+1 − yi =α∆i−1

Based on this, we can also define a cell width to be based on the first cell height, ∆0

leading to a non-uniform grid:

∆i =αi∆0 i = 0, ..., Ny

Hence, the wall normal coordinates of this deformed grid can be constructed by a
deformation function, ζ : Ωp → Ωnb | ynb = ζ(yi ,α,∆0), ynb ∈ Ωnb and yi ∈ Ωp , where
Ωnb is abbreviated for a non-uniform deformed basilisk domain, which maps a uniform
grid to a non-uniform grid:

yi ,nb = ζ(yb ,α,∆0) = y0 +
i<N y−1∑

i=1
αi∆0 (4.5)

where y0 is the first wall normal co-ordinate and
∑i<N y−1

i=1 αi∆0 is the formed by a
geometric progression:

i<N y−1∑
i=1

αi∆0 = y0 +∆0

(
αi −1

α−1

)
(4.6)
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Figure 4.3: Transformed and untransformed coordinates, y ∈Ωp

A typical transformation of grid is represented in Fig4.3. Two different curves are pre-
sented. A normalised ∆y0 = ∆y+

0 = ∆0uτ
ν , (here, ∆y0 is the first cell width) Ny = 32 and

H = 1 has been used as the first cell height, the number of points and the half-height
respectively. Blue markers represent coordinates, yp ∈ Ωp = [−0.5,0.5] and red mark-
ers represent the deformed grid coordinates, ynb ∈ Ωnb = [−1,1], therefore stretching
the further by 0.5 units in both the normal directions. If a transformed grid has no de-
formation and it is clear that this curve will have an α = 1, representing an uniformly
transformed grid. Hereafter, the wall normal coordinates are not represented as ynb , but
just as y to maintain simplicity and uniformity. Although, when non-dimensionalised
distances are written, they are denoted appropriately.

In Basilisk, it is not only sufficient to model the transformation of the normal coor-
dinates but to specify the magnitude by which each cell is stretched so as to perfectly fit
in with these transformed coordinates. It might be confusing to sometimes differentiate
between the grading factor and cell stretching. Grading factor is basically an expansion
ratio which is a constant determined based on the global parameters, while cell stretch
is a function that stretches a cell based on the local coordinates. Upon observation, we
can notice these cell stretches are basically the derivatives of the deformation function,
which determine a factor by which the cells are expanded/compressed. This stretching
function is clearly represented in Fig.4.4. We clearly have a high peak around 0, two cells
sharing the maximum magnitude of stretching and the lowest at the other ends. This
depicts that the cells in the bulk regions are stretched more when compared to the cells
in the top and the bottom wall. Hence the near-wall region has a fine resolution, which
is exactly what we desire. To get visual understanding, these cells are visualised as edges
in paraview as shown in Fig.4.5. The clustered cells are visualised better on a mesh with
lower level; Nx × Ny ×Nz = 64× 64× 64 cells. It is clear that the bulk region has a very
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Figure 4.4: Cell stretching, y ∈Ωp

coarse mesh, with the near-wall regions being refined well. We now have a mesh which
geometrically progresses from the wall towards the bulk and declines away from the bulk
towards the other wall.

To have good accuracy in capturing the boundary, the value y+ should be chosen to
be in the viscous sub-layer. This simply means that the first cell should have a certain
value that falls under the thickness of the viscous sub layer. For internally bounded flows,
y+ < 5 represents the viscous sub layer. This y+ value coming out by normalising the y-
coordinate by ν

uτ
, is a non-dimensionalised wall normal distance (in the non-uniform

deformed basilisk domain). A more compact definition

y+ = yuτ
ν

= yReτ
H

(4.7)

basically, represents the ’local frictional Reynolds number’. Similarly the non-dimensionalised
cell width is written:

∆y+ = ∆yuτ
ν

= ∆yReτ
H

(4.8)

In our simulation, we choose ∆y+ = 1.5 to resolve the layers adequately for M6 and M7.
Moving to a higher mesh, M8 which has 256 cells in each direction, this ∆y+ value was
found to be too big in order to find a grading factor, α. Hence, the ∆y+ value is lowered
to 0.9 (only for the M8 mesh) to produce a grading factor. We run the simulations for
Reτ = 126. Hence, we place the first cell at

∆y =
(
∆y+

Reτ

)
which seemed to be a good resolution to resolve the layer. Simulation runs are per-
formed on 3 different meshes, M6, M7, M8 which has 26,27,28 cells in each direction
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Figure 4.5: A visualisation of the clustered mesh constructed with deformations on a 2D-plane

respectively. The mesh statistics are presented in the Table4.1:

Mesh Shear Re First cell width Domain Grid Resolution

M Reτ y+ Lx ×Ły ×Lz Nx ×Ny ×Nz ∆x+ ∆y+ ∆z+

M6 126 1.5 2π×2×π 64 ×64×64 12.3 1.5 - 8.32 6.18
M7 126 1.5 2π×2×π 128 ×128×128 6.18 1.5 - 2.54 3.09
M8 126 1.5 2π×2×π 256 ×256×256 3.09 0.9 - 1.07 1.54

Table 4.1: Mesh statistics for Single phase flow

As we move onto level 8 meshes and higher, the normalised cell width remains al-
most the same. This means that, if we adapt to meshes with higher resolution, α ≈ 1,
giving almost a uniform mesh. In this case, it is safe to stay with an adequate resolution
and avoid the higher computational cost. Keeping this in mind, a mesh independence
study is performed to in order to find the accuracy of the solution compared to the test
case for a given mesh, Fig4.6. The mean velocity profile in the logarithmic scale is mon-
itored. It is seen that all the 3 meshes have a good agreement with the profiles from the
reference case. But since M8 has an even lower first∆y+ value, and more number of cells
(more cells clustered in viscous sub-layer), this resolution has captured the viscous sub
layer more accurately than the other two meshes. But as the statistics are concerned, all
3 meshes gave almost identical results.

4.3. RESULTS
We wish to validate the results of [56] against the simulations performed in RK-Basilisk.
The research group tests the results for different frictional Reynolds numbers and differ-
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Figure 4.6: Mean velocity plotted against a height in logarithmic scale for 3 different mesh resolutions

ent sizes of the computational domain, we wish to validate only for Reτ = 126. Although
they use higher-order FDM for computations, it should be nevertheless interesting to see
how well lower-order FVM performs for these turbulent simulations. Initially, the lower
order statistics are shown, followed by some higher order statistics along with some vi-
sualisations and contours. Later, we move on to the interesting part of studying the TKE
budgets.

4.3.1. AVERAGING
Once the flow is fully developed they are averaged in the following way:

• Initially, the mean quantities of the variables are computed in a particular time
step,

Φ(x, ta) = 1

∆ta

∫ ta+∆ta

t a

φ(ta ,x)d ta (4.9)

where ta is time step for averaging. Equation 4.9 is the time average of the instan-
taneous value over a given time interval ∆ta > smallest time scale of turbulence.
At a user-specified interval, these averages are stored as snapshots. In particular,
a snapshot is a range of data sets (scalars of flow variables and gradients) that are
useful information to study mainly the statistics and the budgets.

• Since there are N number of snapshots/realizations, the scalars are further aver-
aged by the ensemble averaging. This is done in three steps.
With a similar methodology discussed in sec 4.2, a structured Cartesian mesh is
constructed. An algorithm interpolates the time averaged quantities from Basilisk
grid to this Cartesian grid. This is because, the Basilisk grid is unstructured and
requires additional efforts for averaging. Hence, the data is located in the unstruc-
tured grid and interpolated to a structured (Cartesian) grid and averaged. Secondly
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the interpolated data is ensemble averaged over snapshots (after attaining steady
state):

Φ(x) = lim
T→∞

∫
ta∈T

Φ(x, t )d t (4.10)

Next, yet another ensemble averaging is performed over space to find an averaged
quantity as a function of domain height. For a given 2D slice , the variables are
plane averaged. Several slices of these planes at different wall normal coordinates
are averaged again to give a final averaged quantity in space.

〈
Φ(y)

〉= [(
1

(Nx × Nz )

Nz−1∑
k=1

Nx−1∑
i=1

(Φ(x))

)]
(4.11)

For computing some higher-order statistics, gradients and second derivatives need to be
computed from the ensemble averaged quantities. This is especially important to study
the budget terms since the budgets contain the gradients and the second derivatives in
their individual definition.

For the gradients, firstly the fields are interpolated on the faces by a weighted average
of their cell metrics. 〈

u f (y)
〉= cm+ 〈u−1〉+ cm− 〈u〉

cm++ cm− (4.12)

Then a simple forward difference operator constructs gradients over these interpolated
face values

d 〈u〉
d y

≈
〈

u f
〉−〈

u f−1

〉
cm ×∆ (4.13)

Similarly, for the second order derivatives, two consecutive gradients are constructed.
Firstly, a gradient is computed between the cell-centered value to be approximated on
the cell face.

d 〈u〉
d y f

≈ 〈u〉−〈u−1〉
cm ×∆ (4.14)

Again, a the second gradient is taken over these cell faces to approximate the second
derivative, which is defined on the cell center

d 2 〈u〉
d y2 ≈

d〈u〉
d y f

− d〈u〉
d y f−1

cm ×∆ (4.15)

This depicted an overall picture of how the instantaneous quantities are (ensemble) av-
eraged in time and space. Although the constructed gradients and second derivatives
have a high truncation error in the numerical discretization, these lower order approxi-
mation seem to be sufficient for the present study.

4.3.2. MEAN VELOCITY AND FLUCTUATIONS
The instantaneous (non-dimensional) velocity component ui can be expressed by the
Reynolds decomposition

ũi = 〈ũ〉+ ũ′ (4.16)
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Figure 4.7: Mean velocity 〈ũ〉 plotted over domain height y/H

where 〈ũ〉 and ũ′ are the mean and the fluctuating part of velocities. After the flow is
statistically steady, the flow is averaged to compute the mean quantities. Since there is
only net flow in the streamwise direction, the mean quantity in the spanwise direction
and the normal direction is negligible and thus 〈ṽ〉 = 〈w̃〉 = 0.

Figure 4.8: Instantaneous velocity magnitude from a snapshot taken at t+ = 80 on a M8 mesh

Figure 4.8 shows the instantaneous velocity magnitude from a snapshot taken at
t+ = 80 on M8 mesh. The bulk of the flow is chaotic, consists of disturbances and is
non smooth, which visually confirms the channel to be turbulent. The regions near the
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top and the bottom walls constitute the maximum and minimum velocity respectively.
The bulk region has velocities in the range 12 < ũ < 22. ũ is shown to be u+ in the legend
to also represent a non-dimensional scale.

Figure 4.7 shows the mean streamwise velocity 〈ũ〉. The values are compared against
the reference data from [56]. We see that there is a very good agreement with our test
case. Compared to turbulent pressure driven channel flows, Couette flow do not pre-
serve the axis-symmetric parabolic velocity profile. A no-slip velocity at the top plate
creates sharp gradients in this region, showing similarities to a stationary wall in a tur-
bulent flow. This makes the channel to have a rotationally symmetric monotonic "S-
shaped" velocity profile. Naturally a stationary bottom wall also acts as a generator of
turbulence making the region around the wall to have sharp gradients. Moving away
from the walls towards the bulk of the flow (−0.75 < y/H < 0.75), the velocity profile
has a very small slope. These slopes represent the mean streamwise gradients of the
flow, which are shown in Figure 4.9. Near the bounding walls, (−1 < y/H < −0.75 and
0.75 < y/H < 1), the gradients are typically higher, ranging from (125 < y/H < 0.2 and
0.2 < y/H < 125) respectively. This shows that the near-wall regions show very high vis-
cous effects, due to a high turbulence activity. In the bulk region, the gradient is more or
less a constant and as also seen from the velocity profile, the gradients do not exactly die
out, but have a very small finite value. Since a non-zero gradient exists at the center line,
and µ+ ̸= 0, the channel has a non-zero shear stress. [56] report these values of mean
streamwise gradient at the center line of the channel to be 0.184. From our computa-
tions, we find the value to be 0.225 which is a good agreement, suggesting that the bulk
flow has been adequately resolved.

Figure 4.9: Streamwise velocity gradient in the normal direction
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The mean velocity in inner variables is shown Figure 4.10. Inner variables or inner
scales refer the representation of velocity in wall units. This is done by studying it in a
logarithmic scale. The velocity is represented in such a way that it scales with the log-
arithmic distance from the wall in the normal direction. This is also known as law of
the wall [49]. The logarithmic wall normal distance is divided into several regions that
associates the strength of viscous and inertial motions in the fluid. It was previously dis-
cussed that the first cell center should be placed within the viscous sub layer i.e y+ < 5.
Principally the velocity should start from 〈ũ〉 = 0 which ensures that the viscous sub-
layer has been fully resolved. Although in this study, we see that it has not been resolved.
But this does not mean that we have an inadequate resolution, since we have non-zero
velocity within the viscous sub-layer. It is seen that the viscous sub layer covers the ex-
tent until y+ < 5. This is where the viscous effects dominate in the entire flow due to the
high shear rate imposed by the wall. The buffer layers extends from the viscous sub-layer
until y+ < 30. The viscous effects are weaker than in the viscous sub-layer. The log-law
layer is active from y+ > 30. Due to turbulent stresses, the inertial effects are as impor-
tant as the viscous effects in this region. The mean velocity is plotted until the center line
of the channel. The center line velocity is averaged to be at 〈ũ〉 = 17.5. The correspond-
ing y intercept is at y+ ≈ 120, which is the frictional Reynolds number that is imposed
confirms the definition of it too.

Figure 4.10: Mean streamwise velocity 〈ũ〉 plotted as in a logarithmic scale

The turbulence intensity is compared for all of the 3 velocity components in Figure
4.11 each represented by a colour : Yellow for the streamwise component, red for the
spanwise component and green for the normal component. The root-mean-squared
values of the fluctuating velocity component from the Reynolds decomposition of ve-
locity informs about the turbulence activity in a region. Fluctuations produced by the
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Figure 4.11: R.m.s fluctuations are shown for all 3 components. Values are compared against the reference data
set from [56]

streamwise component are higher than the spanwise and the normal component. The
peaks of the streamwise velocity fluctuations appear in the near-wall region, confirm-
ing walls to be a big source for turbulence. The spanwise fluctuations are higher than
the normal fluctuations and but both of them seem to attain a constant value in the
bulk region of the flow. The test case shows a small under prediction for the streamwise
fluctuations but has a good agreement with the reference case for the other two com-
ponents. Compared to channel flows where the fluctuations have a local minima at the
center line of the channel, Couette flows do not show this behaviour. All 3 components
show a constant value throughout the bulk region. With these constant fluctuations, a
non-zero turbulent shear stress exists at the center line of the channel.

4.3.3. REYNOLDS AND TOTAL SHEAR STRESS
Upon averaging the NSE, an equation for the mean flow could be obtained and leads
to an additional fluctuating stress component apart from the averaged quantities. This
additional term is the contributor of fluctuations to the momentum flux in the mean
motions of the flow. This forms a tensor, which is commonly referred to as the Reynolds
stress tensor, governing the turbulent shear stress induced in the flow. This rank 2 tensor
can be denoted by:

Ri j =−ρ 〈
ũi ũ j

〉
(4.17)

For a flow with constant density, the Reynolds tensor can be written as: Ri j = −〈
ũi ũ j

〉
.

The element R12 = Rx y = −〈
ũ′ṽ ′〉 is studied in Figure 4.12. A very good agreement of is

obtained with the reference case. The turbulent shear stress contrasting to the viscous
shear stress. The bulk flow is majorly influenced by the large motions which contributes
to a high turbulent shear stress. Most importantly, due to non-zero turbulence intensity,
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Figure 4.12: Reynolds shear stress Rx y =
〈

ũi ũ j

〉
/u2

τ is compared against the reference of [56]. The total shear

stress τtot al is also shown. y/H = 0 is the bottom wall and y/H = 0 is the top wall.

the turbulent shear stress has a constant value of 0.8 in non-dimensional units through-
out the core of the flow.

Contributions to shear stresses arise due to both viscous effects and turbulent ef-
fects. Both the effects dominate in different regions in turbulent Couette flow. By inte-
grating the x-momentum equation for the mean flow and using the physical conditions
for a plane Couette flow, a relationship for the total (planar) shear stress τtot al can be
obtained [56].

τtot al =µ+ d 〈ũ〉
d y

−
〈

ũ′ṽ ′〉
u2
τ

= τvi sc +τtur b

= 1

(4.18)

where µ+ d〈ũ〉
d y is the contribution due to viscous effects and 〈ũ′ ṽ ′〉

u2
τ

is the contribution

due to turbulent effects, better termed as viscous stress and turbulent shear stress (or
Reynolds shear stress) respectively. Interestingly, shear stress is obtained to be a con-
stant of unity, which is found to be constant at all heights confirming the inference from
the previous section. A constant shear stress value of 1 in non-dimensional units is a
good indication that the flow is statistically steady [56]. From Figure 4.9, it is deducible
that τvi sc due to the mean streamwise velocity gradient, is weaker in the bulk whereas,
τtur b dominates in the bulk. Thus, it is intuitive that these stresses complement each
other from the deviation of uniform (non-dimensional) unit shear stress throughout the
channel.
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4.3.4. TKE BUDGETS

Turbulent kinetic energy, characterized by the fluctuating velocity component is the en-
ergy associated per unit of mass in a fluid [43].

k = 1

2
(
〈

ũ′2〉+〈
ṽ ′2〉+〈

w̃ ′2〉) (4.19)

Naturally, regions having a high activity of turbulent fluctuations, corresponds to having
a large kinetic energy. Figure 4.13 shows such behaviour.

Figure 4.13: Turbulent kinetic energy contained in the flow. y/H = 0 is the bottom wall and y/H = 0 is the top
wall.

Results show a good agreement with the test case except for a small under predic-
tion near the top wall and a small over prediction at the bottom wall. The turbulent
kinetic energy is dominated by the streamwise fluctuating component since the have a
higher magnitude when compared to the other two directions (see Figure 4.11). Due to
the presence of a bounding wall having a no slip condition influences the flow to have
high gradients, which causes the kinetic energy to be high in this region. In our test case,
the kinetic energy seems to be a bit higher near the bottom wall than the top wall even
though both are constrained to have a no-slip condition at the walls.

An equation for the material derivative of turbulent kinetic energy can be obtained by
applying a Reynolds decomposition for the NSE pre-multiplied by u′

i [41]. This results in
an equation which is commonly referred to as the Turbulent kinetic energy budget (TKE
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Budget) equation :

Dk

Dt
=−

〈
ũ′

i ũ′
j

〉 ∂〈ũi 〉
∂x̃ j︸ ︷︷ ︸

Production

− 1

ρ

∂

∂x̃i

〈
p̃ũ′

i

〉
︸ ︷︷ ︸
Press. Diffusion

− 1

2

∂

∂x̃ j

〈
ũ′

i ũ′
i ũ′

j

〉
︸ ︷︷ ︸

Turb. Transport

+ 1

2
ν
∂2

∂x̃2
j

〈
ũ′

i ũ′
i

〉
︸ ︷︷ ︸
Viscous Diffusion

−ν
〈
∂ũ′

i

∂x̃ j

∂ũ′
i

∂x̃ j

〉
︸ ︷︷ ︸

Dissipation

(4.20)

(Hereafter in this thesis, when these budget terms are abbreviated, the convention of :
P , Π, T , D and ϵ is used for production, pressure diffusion, turbulent transport, viscous
diffusion and dissipation respectively) It identifies the physical mechanisms which gen-
erates, transports and decay turbulence. Hence, when the flow is statistically steady, the
material derivative is in equilibrium. Each one of the terms’ weight indicates a gain or
loss in turbulence governed by these physical mechanisms. Figure 4.14 shows the indi-
vidual plots of the terms in the r.h.s of equation 4.20. The terms are shown only in the
lower half of the domain since they are symmetric with the upper half. The following
discussion provides a brief overview explaining about the trend shown in the respective
curves.

As the name suggests, the budget of production reveals the magnitude of turbulence
generated in the region of interest. Since this characterizes the generation of turbulence
formed by the fluctuating components, this primarily acts as a source term due to shear.
Since the mean flow in the spanwise and the normal direction is negligible, the mean ve-
locity gradient in those direction is zero, and thus the production of turbulence is purely
identified by

Pk =−〈
ũ′ṽ ′〉 ∂〈ũ〉

∂ỹ

The previous section showed the behaviour of the turbulent shear stress and the viscous
stress. As we see that the production term being a product of the mean streamwise gradi-
ent and turbulent shear stress indicates that the turbulence generation is purely because
of the stresses in the fluid. Figure 4.14 (a) shows the budget of production of turbulence.
A very good agreement is obtained with the reference case. Due to high velocity gradi-
ents and high turbulent shear imposed by the walls, generation of turbulence is localised
in the near-wall region. Considering this, and from examining the graph, it is conclusive
that the stress in the bulk region supplies more kinetic energy towards the wall. Or in
other words, production of turbulence is due to the extraction of kinetic energy from the
mean flow [41]. Due to a non-zero shear stress as seen from the previous section, Figure
4.14 (a) also shows a non-zero production at the bulk region of the flow.

Figures 4.14 (b), (c) and (d) together represent the diffusion in turbulence. The effec-
tive mixing leads to turbulence being transported anisotropically. The budgets of diffu-
sion is comprised due to pressure, viscous effects and transport by velocity fluctuations.
These terms have a divergence form and is mainly responsible for redistribution of tur-
bulent kinetic energy. Among the three contributors, the transport due to pressure has
lowest magnitude. But the pressure diffusion is known to be the main contributor to re-
distribute teh energy from the normal components to the homogeneous components
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(a) (b)

(c) (d)

(e)

Figure 4.14: Individual terms in the budget equation 4.20 for (a) Production (b) Pressure diffusion (c) Turbulent
transport (d) Viscous diffusion (e) Dissipation. Solid blue lines represent the computed terms from the test
case, compared against red marker points from [56].
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[14]. Results alternate between a small under prediction and over prediction. This might
be due to the fact that the lower order FVM methods does not perform the best to predict
such small variations in the pressure fluctuations. The transport on the other hand is a
higher order statistic due to the triple product of velocity fluctuations. In the bulk of the
flow, we almost have a zero transport, but towards the walls, the transport has two peaks,
partly contributing to both gain and loss in TKE.

Transport due to viscosity has the highest magnitude among the 3 transport terms. In
the bulk region, the viscous transport is zero, but has the highest variation near the wall
region. Initially there were problems in predicting the viscous diffusion at the top wall,
which showed over predicted values. The second derivates of scalar fields constituting
the viscous diffusion is computed by finite difference operators from locally averaged
velocity fields in a given time interval as seen from section 4.3.1. Boundary conditions
were for the computation of these scalar gradient fields. Although setting the appropri-
ate boundary conditions, the diffusion value showed much higher values than expected.
To rectify this, the profiles of these averaged velocity fields were extrapolated to fit in the
correct boundary conditions. Yet they over predicted the values at the wall. Finally, by
trial and error, a small number (typically in the order of 1e −3) was multiplied with the
actual boundary condition and seemed to be a temporary fix, making it a very sensitive
boundary condition. This still remains as an open question as to why such a sensitive
boundary condition leads to the correct prediction in the diffusion values.

Dissipation represents the loss or decay in turbulence inside the channel. It is always
negative and thus acts as a sink. Figure 4.14 (e) shows the dissipation in this Couette flow.
Near the wall, we see that it has a negative peak, meaning most of the turbulence pro-
duced is equally destroyed at the walls, balancing the TKE in the channel. Theoretically
P ≈ D , but practically in internal flows, it is always reported that they do not balance
each other [17] [56].

Figure 4.15 shows the individual terms of the budgets combined together represented
in a single scale. They are again showed only for the lower half of the domain due to the
symmetricity. Budgets in our test case is in very good accordance with the reference case
from [56]. Near the viscous region y+ < 15, the budgets become important. But away
from the the log region and throughout the core of the flow, these terms have a con-
stant non-zero value due to a non-zero constant shear stress. Generally it is seen that
the turbulent kinetic energy produced at the walls extracts (by transport due to pressure,
velocity fluctuations and viscosity) energy from the mean flow and dissipates at the wall
to maintain equilibrium. As we move from the bulk towards the wall, the production
term has a peak value of approximately 0.25 in non-dimensional units and constitutes
the highest budget. From equation 4.20, we see that production is one of the terms which
does not scale with the viscosity. Hence, the production in an internal shear driven tur-
bulent flow is independent of Reynolds number, and thus Pk ≈ 0.25 as Re →∞. We see
that large scale production is not exactly balanced by dissipation in this Couette flow.
The dissipation seems to have a higher value than production. As dissipation scales with
viscosity (see equation 4.20), we can say that the flow belongs to a low Re and a high
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Figure 4.15: Budgets of the turbulent kinetic energy. Solid lines show the computations from the test case. The
values are compared against the chose literature [56], represented in shapes.

viscous regime. As a cause, turbulence decays more, leading to quicker energy cascades.
More of kinetic energy seems to be converted as heat or into internal energy.

Figure 4.16: Error in computations of budget terms

Figure 4.16 shows the error in computations of the budget terms. Theoretically, the
sum of the budget terms should balance the material derivative of the turbulent kinetic
energy, which in principle is zero. But we see that there is a very small error which leads
to a non-zero value near walls. [41] discusses that it is quite difficult to achieve the equi-
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librium relationship between the budgets and the material derivative. As dissipation
scales with viscosity, much smaller scales called the ’Taylor micro-scales’ are necessary
to fully resolve the dissipation in the same order of magnitude of dissipation. Another
causality might be due to the lower order FVM functions which introduces approxima-
tion errors of the derivatives leading to small errors as observed in the figure. To over-
come this, spectral methods are chosen which uses higher order functions to solve the
equations in a Fourier space and is known to do well for simulations involving turbu-
lence [14] [17].





5
CO-CURRENT STRATIFIED FLOW

Following the strategies and ideas introduced in the previous chapter, they are adopted
and extended to the two-phase problem. Although this required additional modelling
effort, the result seemed to be in good agreement with the chosen reference case. Before
approaching the canonical problem, a brief literature survey on the common strategies
to solve the air-water coupling is discussed. Further sections give a detailed picture of
the numerical methods, a new strategy on the mathematical modelling of air-water cou-
pling, meshing and finally the results.

The groups of [64] and [14] solve a stratified air-water coupled flow subjected to
very small deformations of the interface. They simulate a flow for Reτ ≈ 170 (for both
the phases), driven by a pressure gradient and emulating a domain with infinite depth.
Higher-order schemes were such as pseudospectral methods were used to solve the equa-
tions of momentum and mass. Following [14], [64] solve the two domains separately
with a fractional iteration alternating between the two domains. Air and water motions
are coupled with continuity of velocity, tangential and normal stress balance. The inter-
face motion is computed by solving the pure advection equation and with the ’Boundary
fitting coordinates (BFC)’ method. BFC has been gaining a lot of attention in solving de-
forming interface topologies. This has been reported to perform similar to the other
numerical methods such as FDM/FVM, although fails when subjected to strong changes
in topology [29].

A coupled air-water shear driven co-current flow was solved by the group of [30]. A
pseudospectral method along with the second-order Runge-Kutta method were the nu-
merical methods adopted to solve the equations. The flat interface was coupled via the
continuity of shear and velocity. Following the work of[32], [31] used the same numeri-
cal strategies to solve a co-current Couette air-water flow for a flat interface. This work
done, was the first to simulate both the phases with their respective scales.

A common methodology called the ’fractional time step iteration’ was used to solve

49
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the air-water motions in almost all of the above works discussed. The idea behind this
is to decouple the air and water motions and to solve them separately, treating them as
two different domains coupled at the interface. The top boundary of water domain and
bottom boundary of air domain locally serve as the interface and they are coupled by
the interfacial conditions. For the first fractional half of the time step, air side motions
are solved subject to the velocity at the top boundary of the water domain, satisfying the
continuity of velocity. Similarly, for the next half of the fraction, water side motions are
solved subject to the shear stress provided by the bottom boundary of air side, satisfying
the continuity of shear stress. Hence, the air-water motions are solved alternatively in a
given time step until the flow becomes statistically steady.

The work of [31] particularly stands out due to the fact that they solve the motions in
the respective scales of air and water, which surprisingly has not been reported in any of
the previously mentioned works of [32],[14]. When true air-water ratios are used, the dif-
ference in the densities and viscosities lead to the Reynolds number of both the phases
being coupled by a factor (see equation 5.4). Thus, the velocity and shear continuity
just across the interface leads to two different spatial and temporal scales, where air side
motions are much faster than the water side [31]. Moreover, by using realistic air-to-
water ratios which inherently leads to two different Reynolds number across the phases,
opens the problem to a more realistic scenario, which are typically seen in nuclear ap-
plications. Therefore, it should be interesting to model the system with two scales and
validate the results against this literature, [31] and finally highlighting the effects seen
with such choices of air-water parameters.

Unfortunately, at the moment RK-Basilisk does not offer to solve the problem with
the fractional iteration method. Of course it could be developed, but would take an ap-
preciable amount of time and also would make the goals of this thesis out of scope. Thus,
right now we are constrained to solve the problem without decoupling the phases to ap-
ply a fractional iteration scheme, but to solve it ’together’ as one single system. This
already knocks out the possibility of having two different temporal scales as the air and
water system (which originally will have different temporal scales) ’should’ be solved to-
gether.

5.1. NUMERICAL METHODS
This section provides a detailed idea behind the numerical methods implemented to
solve the two-phase stratified Couette Flow configuration. Firstly, the problem and the
equations responsible for the multiphase system including additional conditions that
need to met at the interface is explained. This is followed by a short discussion of the
numerical methods adopted to solve the system. But unlike the reference case, we wish
to solve the problem without a fractional time step iteration scheme, i.e., solving the
system together, but with different scalings. We see that the numerical methods when
constrained (explained in the upcoming paragraphs) is not straightforward, and the ad-
ditional numerical strategies which are adopted are carefully explained.
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We consider a co-current air-water flow driven purely by shear. This shear is imposed
by imposing a finite velocity Uw at the top wall, which is separated from a bottom plate
distanced at 2H kept stationary, where H is the half-height for the entire domain, ref Fig.
5.1. To avoid any external forcing, there is neither a gravitational force, nor a pressure
gradient added to the system. Due to the density difference and to keep it physical, air
is simulated in the upper half and water in the lower half of the domain. We assume
and thereby model to have no wavy effects at the interface, hence maintaining a flat
interface. This means that we have high gravity and/or surface tension. We have u, v and
w as the streamwise, normal and spanwise components of velocity with x, y and z as the
reference axes with the interface being located at the origin. The equations governing
the multiphase fluid system is the Navier-Stokes equation :

∂ρui

∂t
+ ∂(ρui u j )

∂x j
=− ∂p

∂xi
+µ ∂2ui

∂xi∂x j

∂ui

∂xi
= 0

(5.1)

where, ρ = ρ∗ f +(1− f )ρ† andµ=µ∗ f +(1− f )µ† are the variable densities and kinematic
viscosities responsible for each phase (∗ for air and † for water ) based on the phase frac-
tion f . ui can be written as (u, v, w) indicating the three components of velocity with i
being the direction along each of the reference axes.

Figure 5.1: The computational domain and the physical problem simulated

This along with the interface advection equation solves the two-phase problem with
an actual multiphase modelling technique, such as the VoF method. But we wish to solve
the two-phase problem without any of the interface modelling technique, therefore also
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closely working around the concepts built in [31]. Using VoF or any other method makes
sense if we have a non-stationary interface for which the wavy motion has to be cap-
tured accurately or when we have to resolve interfaces of complex topologies. But this is
disregarded simply due to the fact that we assume and thereby solve for a flat interface
throughout the simulation in [0,T ]. Therefore it is inadequate to solve the VoF advection
equation as it would just increase the computational cost of the overall problem. Hence,
there is a need to replace this by additional conditions which has the characteristics of a
stratified interface separating both the domains.

As long as there is absence of mass transfer across a fluid-fluid interface, the veloc-
ities at the interface are continuous [52]. This vector condition of velocity is analogous
to a no-slip condition. This is given by the equation 5.2. If either velocity continuity or
just shear continuity is specified, the problem becomes ill-posed [53]. Since we have two
unknown velocity fields (air and water), we need twice as many as equations to close to
problem. If we assume the interface to have infinitesimal thickness, from the equilib-
rium of forces, we can write a condition based on the stress acting on that face [52]. This
is given by equation 5.3. :

ua
i = uw

i i = 1,2,3 (5.2)

µa

∂ua
j

∂xi
=µw

∂uw
j

∂xi
j = 1,3 (5.3)

where µa and µw are the dynamic viscosities of air and water respectively and also tab-
ulated along with other flow properties in Table 5.1. One immediate solution should
be that the vertical component of the velocity condition at the interface should be zero,
since we assume to have a flat interface.

Fluid Density Kinematic Viscosity Dynamic Viscosity

ρ ν µ

Water 998 1.14×10−6 1.14×10−3

Air 1.205 1.45×10−5 1.75×10−5

Water-Air ratio 828.21 7.86×10−2 65.1

Table 5.1: Fluid properties at 20◦C and 1 atm.

Other than these interfacial conditions, periodic boundary conditions are applied
in the streamwise and the spanwise directions. Simulations are performed in a domain
which has a size Lx×Ly×Lz = (2πH×2H×πH), where H is the half height. The equations
of motion are discretized based on the second order finite volume method. A central dif-
ference operator has been used to discretize the convection term. The equations are
then integrated in time with the 3-stage Runge-Kutta method. To ensure convergence, a
CFL = 0.4 was chosen.
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Before proceeding to the rest of the details, some constraints and problems related
to the implementation of the aforementioned model is briefly summarized.

• As mentioned earlier, the main constraint posed by (RK-)Basilisk is the unavail-
ability of the fractional time step solver. Due to this, the air and water system can-
not be decoupled to be solved in alternative fractional time step. Thus, we are
forced to solve a coupled system together with the same temporal scales.

• Since µa ≪µw (µw = 65.1µa) water phase has more inertia when compared to the
air phase. Thus, gradients and motions in the air side would be much larger when
compared to the water side. The interface velocity Ui would be much smaller than
the top wall velocity Uw [31]. This leads to the fact that, air side motions require a
much smaller time step than the water side to resolve the quick motions. Solving
the equations ’together’ on a continuous setting with the parameters specified in
Table 5.1 crashed the simulation. This is due to the reason mentioned above. Thus,
the solver, trying to resolve the coupled motions at the interface, typically marched
to time steps in the magnitude of 1e −10, which caused the simulation to diverge.

• Next issue is basically a conjuction of the above two reasons. When the system is
solved together, computing gradients at the interface will involve, say velocities, of
two different scales i.e, velocities in units of water and units of air. As this is already
undesirable for the computation of the solution variable(s), also will have unphys-
ical gradients for the averaged quantities which leads to incorrect computation of
budget terms.

Considering these issues, we need to come up with a strategy to firstly solve the prob-
lem together (coupled) by preserving the nature of numerical gradients at the interface.
Thus, in the next section, we see how this problem is tackled and overcome by develop-
ing certain numerical strategies which locally (at the interface) modifies certain terms
of the Navier-Stokes equations in order to comply with respective scalings and working
through the constraints mentioned above.

5.2. MATHEMATICAL MODELLING OF THE INTERFACE COUPLING
As mentioned earlier, we wish to simulate the problem in two different scales. These
two different scales arise purely by using true air-water ratios of flow parameters. We see
from [31] that,

Rea
τ =

√
ρw

ρa

νw

νa
Rew

τ =
√
ρa

ρw

µw

µa
Rew

τ = 2.26Rew
τ (5.4)

Hence, from a continuous dimensional NSE, we could move to using a non-dimensional
form of NSE to simulate to different scales of the problem. Previously we had µ and ρ

varying across the interface to define a stratified multiphase problem (equation 5.1). In
the non-dimensional counterpart, we just have a Reτ which acts as a flow parameter as
also seen in the previous chapter. Hence for the non-dimensional two-phase NSE, we
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just have Reτ which varies across each phase. Since we assume to have a flat interface,
we can define :

Reτ(x) =
{

Rea
τ if y > yi nt

Rew
τ if y < yi nt

(5.5)

where yi nt is the ordinate along which the interface is located. Thus we could re-write
the NSE as :

∂ũi

∂t̃
+ ∂ũi ũ j

∂x̃ j
=− ∂p̃

∂x̃i
+ 1

Reτ(x)

∂2ũi

∂x̃2
j

∂ũi

∂x̃i
= 0

(5.6)

which is the equation solved by RK-Basilisk.
Usually a non-dimensionalisation with a uτ and H , leads to the coefficient of the vis-

cous term having a frictional based Reynolds number (also seen in the previous chapter).
By using two different frictional Reynolds numbers - Rea

τ and Rew
τ , it is presumed that

we introduced non-dimensionalisation based on two frictional reference velocities, ua
τ

and uw
τ each for one domain. Although this is physically not true nor allowed, but it is

written so that it is easy to distinguish, identify and label the phases.

Simulations are performed for the same frictional Reynolds numbers as mentioned
in [31]. The respective air side and the water side frictional Reynolds numbers are :
Rew

τ = 120 and Rea
τ = 2.26Rew

τ = 271. In the previous section, it was indicated that the
solver faces difficulties when the problem is solved with the actual physical parameters.
This was due to the large ratio of the physical viscosities. This is potentially overcome
by simulating a non-dimensional Navier-Stokes equations. This is because of the dif-
ference in the ratio of the coefficient of the viscous term. Now, these coefficients are

non-dimensional viscosities, denoted by µ∗ = 1
Rea

τ
and µ† = 1

Rew
τ

. The ratio of µ†

µ∗ ≪ µw
µa

.

Hence, by still having two different scales, we avoid a huge computational inefficiency.

Thus we aim to solve the stratified two-phase problem together as a whole system,
but as if we had two single-phase problem with this it’s respective units, coupled at the
interface. This basically combines the idea of two different scalings from the reference
literature, but solves with the constraint (the fact that we can’t adapt to a factional it-
eration scheme) posed by RK-Basilisk. Now that certain ideas are established, we can
break down the equation solved by RK-Basilisk (equation. 5.6) to represent two different
scales.

∂u∗
i

∂t
+
∂u∗

i u∗
j

∂x j
=−∂p∗

∂xi
+ 1

Rea
τ

∂2u∗
i

∂x2
j

∂u∗
i

∂xi
= 0

(5.7)
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and

∂u†
i

∂t
+
∂u†

i u†
j

∂x j
=−∂p†

∂xi
+ 1

Rew
τ

∂2u†
i

∂x2
j

∂u†
i

∂xi
= 0

(5.8)

where ′∗′ represents the scaled units in air and ′†′ represents the scaled units in water.
All the ’tildes’ have been dropped since∗ and † already represent units in non-dimension
scales.

At the interface, there are a few other reconstructions that are required too. Due
to the constraint of solving the problem ’together’, the gradients computed just at the
interface will involve velocities in different scales (also mentioned earlier). Since we have
to solve ’coupled system’ as ’two single-phase flows’, we need to re-scale the velocities
belonging to the gradients/fluxes at the interface so that the re-scaled fluxes have the
units of the phase which it belongs to. This is especially required for the diffusion term in
the NSE since they lead to incorrect fluxes unless re-scaled. Apart from this reason, due
to the fact that we want to solve it as two single-phase flows, there are other fluid-fluid
boundary conditions that are need to be satisfied for the convection and the pressure
terms. They are altogether discussed in the upcoming paragraphs.

5.2.1. CONVECTIVE FLUXES
From the interfacial conditions (equation 5.2), we know that the velocity at the interface
should be continuous. The following discussion takes the concepts from interface mod-
elling method to explain a certain behaviour of velocity component at the interface [52].
The interface motion could be expressed by :

∂F

∂t
+u ·∇F = dF

d t
= 0 (5.9)

for which the unit normal could be defined by n = ∇F
|∇F | and hence, the normal compo-

nent at the velocity at the interface by, u ·∇F = u ·n|∇F |. For a system with flat interface
separating air and water, the kinematic condition at this gas-liquid interface can be writ-
ten as:

ua ·n = uw ·n =− 1

|∇F |
∂F

∂t
(5.10)

If we require the interface to be flat and also need it to be stationary, we would have
∂F
∂t = 0. Hence, the continuity condition for the normal component reduces to:

ua ·n = uw ·n = 0 (5.11)

But when we simulate the problem together, the interface is located at the faces
shared between the air cells and the water cells. Hence, we need a face velocity or a
flux condition which sets the face velocity at the interface to be zero. This can simply be
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derived from the convective term of the NSE.

The convective acceleration due to a fluid velocity u is:

∂u∗
i u∗

j

∂x j

and
∂u†

i u†
j

∂x j

We begin by integrating this acceleration term over a control volume V. Using the
Gauss divergence theorem, we can replace the volume integrals by surface integrals :

1

V ∗

∫
V

∂u∗
i u∗

j

∂x j
= 1

V ∗

∫
(u∗

i ·n)u∗
j ·d A

= ∑
f ∼faces(V)

(∫
f

(u∗
i ·n)u∗

j ·d A

)
and

1

V †

∫
V

∂u†
i u†

j

∂x j
= 1

V †

∫
(u†

i ·n)u†
j ·d A

= ∑
f ∼faces(V)

(∫
f

(u†
i ·n)u†

j ·d A

)
It is clear that we integrate over all of the faces over a control volume ∂V , but right

at the interface, there is exactly one face. Since we do not want any convective transfer
across the interface, the flux normal to the interface is set to zero. Hence,

(u∗
i ·n)

∣∣
fi nt

= 0 (5.12)

and
(u†

i ·n)
∣∣∣

fi nt
= 0 (5.13)

Although they are represented in two different scales, the problem RK-Basilisk solves
just has one face. So, we just the convective flux (ũ ·n)| fi nt , where ũ represents a general
non-dimensional velocity.

5.2.2. PRESSURE GRADIENT
Earlier it was discussed that the each of the phases are scaled differently because of the
difference in the non-dimensional viscosity responsible for each of the phase. Upon
non-dimensionalisation based on the respective shear velocity, uτ and the domain height,
H , we see that (note that the itldes are used to give a general idea of non-dimensional
quantities here, but not with resepect to each scaling)

− ∂p

∂xi
=− ∂p̃

∂x̃i

ρ

H
u2
τ
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Hence the the pressure gradient ∂p̃
∂x̃ has a different definitions at the interface, or sim-

ply been scaled in units based on the shear different shear velocities.

Careful attention must be paid in order to ensure careful predictions of the variables
and the gradients at the interface. To derive a correct boundary condition for pressure,
we start from the momentum equation. Since an adjustment is required only for ∇y p,
the (unscaled) y-momentum equation is reduced in order to derive an appropriate pres-
sure boundary condition. This derivation should be analogous for each of the phase. We
have :

∂ṽ

∂t̃
+ ∂ṽ ũ j

∂x̃ j
=−∂p̃

∂ỹ
+ 1

Reτ

∂2ṽ

∂x̃2
j (5.14)

We have an incompressible flow between a well defined boundary, with constant height,
H . Assuming steady flow (from the perspective of single-phase flow) which has a con-
stant flow rate, we can assume that the flow is planar. In this case, velocity vector will
be just a function of y, the gradients in the homogeneous (streamwise and spanwise)
directions are almost negligible. Hence,

ṽ = ṽ(y)

At the lower boundary, since we have a no-slip condition v(y = 0) = 0. As known from
the previous section, since we impose the flux normal to the boundary to be zero, which
inherently is the interface velocity, v(yi nt ) = 0. And we have the incompressiblity con-
straint,

∂ũi

∂xi
= ∂ũ

∂x
+ ∂ṽ

∂y
+ ∂w̃

∂z

As discussed, the velocity gradients in the homogeneous directions are negligible. Hence,
we see that the incompressibility constraint reduces to

∂ũi

∂xi
= ∂ṽ

∂y
= 0

Hence, we see that v(y) = constant at all heights. The y-momentum equation reduces to
the pressure gradient balancing the viscous terms,

∂p̃

∂y
= 1

Reτ

∂

∂y

(
∂ṽ

∂y

)
Since we see that the gradient ∇̃y v reduces to zero at the interface, we have

∂p̃

∂y

∣∣∣∣
i nt

= 0 (5.15)

Upon close examination, we see that condition is what we exactly impose at walls
when simulating single-phase wall bounded flows. Hence this makes sense, since we
basically aim to solve two-phase problem as if we had two-single-phase problems. This
Neumann pressure condition ’naturally’ occurs as a part of the NSE and it is quite typical
to use a homogeneous Neumann pressure condition at walls, in order for the flow to
freely develop.
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5.2.3. DIFFUSION FLUX
Similar to the pressure term, having a non-zero gradient across the interface, a certain
non-zero momentum flux exists across the interface. Since these fluxes have a gradient
term in the definition, these account for velocities from two different phases. This in
particular is an important term to be correctly imposed at the interface since diffusion
characterizes turbulence overall, hence directly affecting the budgets of turbulence. This
suggests that, the diffusion term needs to be replaced too, appropriately, subject to few
scalings required for the fluxes from each of the phase to have it’s own units, which is
shown in the upcoming discussion.

The main idea is to replace the incorrect diffusive fluxes at the interface by a correc-
tor flux, Dc . The incorrect fluxes are first removed from the discrete system by setting the
coefficient of the flux, µ+ = 0 (non dimensional viscosity coefficient, mu+ = 1

Reτ
). Since

we aim to treat it as two different flows, a finite volume discretization process is adapted
to arrive at the appropriate fluxes from each of the phases. It should be noted that, when
re-writing the fluxes, the gradients involve velocities from other phase as well. Hence,
a "scaling correction", S is used to re-scale the velocities so that the fluxes will have
the units of the phase to which it belongs to. In particular, the air-phase velocity in the
water-phase flux should be rescaled to the units of water and vice-versa. This is scaling
parameter is developed from the coupling conditions elaborated in the following.

We start with the finite volume discretization of the dimensional viscous term in the
NSE:

D = µ+

Ṽ

∫
Ṽ
∇̃ · ∇̃ũdṼ

= µ+

Ṽ

∫
Ṽ

∂

∂x̃i

(
∂ũ j

∂x̃i

)
dṼ

From Gauss’ divergence theorem, we have∫
V
∇·F dV =

∫
A

F ·nd A

Hence, we convert the volume integrals to surface integrals

µ+

V

∫
Ṽ

∂

∂x̃i

(
∂ũ j

∂x̃i

)
dṼ = µ+

Ṽ

∫
Ã

∂ũ j

∂x̃i
·n f ,i d Ã

= µ+

Ṽ

∑
f ∼ f aces(V )

∂ũ j

∂x̃i
·n f ,i d Ã

This,

Dc = µ+

Ṽ

∑
f

∂ũ j

∂xi

∣∣∣∣
f
·n f ,i d Ã
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exactly is the corrector (non-dimensional) momentum flux that needs to be added at the
interface.

As we see from the 5.2, the missing fluxes are along the interface and the face is
shared by two cells, one from the air phase and the other from the water phase. As the
control volume shares just one face, we can be more specific with the notation. Air cell
shares the south face and water cell shares the north face. Hence, we could denote the
respective fluxes as Dc |a,s and Dc |w,n . As it was already mentioned that we intend to
solve from the perspective of single-phase flows, the interface "acts" as a "boundary" for
each of the phases. Since these share a common face, an interface velocity, ũi nt is used
in the definition of the gradients in the fluxes.

Dc ∣∣
a,s =

µ∗

V

(
u∗

j −u∗
j ,i nt

∆/2

)
·nA f

Dc ∣∣
w,n = µ†

V

 u†
j ,i nt −u†

j

∆/2

 ·nA f

with ∆ being cell center to cell center distance, n being the outward normal and A f be-
ing the area of the face. It should be noted that, now these fluxes are defined in it’s own
units, i.e, in units of air and water. Hence, the interface velocity, ũ∗

j ,i nt in units of air

and ũ†
j ,i nt in units of water. In the last paragraphs, it was mentioned that the gradients

require information from the other phases and due to this, re-scaling is necessary. But
it was just shown that we define gradients with an interface velocity, but this ambiguity
will be resolved, once when we see that the interface velocity is simply but an weighted
average of the (re-scaled) velocities from each of the phases, interpolated at the face.

A definition for the non-dimensional scaled interfacial velocities are not readily avail-
able. From the continuity of shear and velocity at the boundary, we arrive at an expres-
sion for an interfacial velocity first and then respective non-dimensional interface veloc-
ities are developed.

Shear stresses are continuous at the interface. Note that the following are in dimen-
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sional units

τa = τw

µa

∂ua
j

∂y
=µw

∂uw
j

∂y

µa

ua
j −ui nt

j

∆/2
=µw

ui nt
j −uw

j

∆/2

µa(ua
j −ui nt

j ) =µw (ui nt
j −uw

j )

Rearranging for the ui nt
j , we get:

ui nt
j =

(µaua
j +µw uw

j )

(µa +µw )

Before proceeding to the non-dimensionalisation of the interface velocity with the
respective reference velocities, the scaling factor S is shown from [31]. We can usually
define the frictional velocity as uτ = τ0

ρ . The ratio of shear velocities gives,

ua
τ

uw
τ

=
√

τ0
ρa√
τ0
ρa

=
√
ρw

ρa

= 28.8

=S

This makes sense because, the shear stress is continuous at the interface, this scaling
factor, which essentially is the ratio of the frictional velocities, brings out the disparity in
both the phases due to the large density difference. This gives us a qualitative hint that
the air-side non-dimensionalised velocities just near the interface would be much lower
than the water side velocities.

Using this, the air phase interface velocity can be non-dimensionalised by ua
τ , as:

ui nt
j

ua
τ

=
(µa

ua
j

ua
τ
+µw

uw
j

ua
τ

)

(µa +µw )
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Figure 5.2: Cells above and below the interface belonging to the the air-phase and water-phase respectively.

The interface velocities in units of ∗ and † are computed by interpolation of u∗
j and u†

j

Using the previous derived Scaling factor S , we can write

ui nt
j

ua
τ

=
(µa

ua
j

ua
τ
+µw

uw
j

S uw
τ

)

(µa +µw )

u∗
j ,i nt =

(µau∗
j +µw u†

j /S )

(µa +µw )

gives the non-dimensionalised interface velocity in units of air.

Similarly, using the same scaling factor, a non-dimensionalised interface velocity can be
obtained by using uw

τ as the reference velocity, :

ui nt
j

uw
τ

=
(µa

ua
j

uw
τ
+µw

uw
j

uw
τ

)

(µa +µw )

ui nt
j

uw
τ

=
(µa

ua
j

ua
τ /S +µw

uw
j

uw
τ

)

(µa +µw )

u†
j ,i nt =

(µaS u∗
j +µw u†

j )

(µa +µw )
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gives the non-dimensionalised interface velocity in units of water.

It was previously hinted that, at the interface the motions will be lower in the air side,
than in water. Looking at the interfacial velocity, this being non-dimensionalised with
it’s friction velocity and knowing that ua

τ ≫ uw
τ , we see that the u∗

j ,i nt ≪ u†
j ,i nt .

These definitions u∗
j ,i nt and u†

j ,i nt are finally used to now fully define the required

corrector flux from the faces at the interface. Hence,

Dc ∣∣
a,s =

µ∗

V


(µa u∗

j +µw u†
j /S )

(µa+µw ) −u∗
j

∆/2

 ·nA f

Dc ∣∣
w,n = µ†

V


(µaS u∗

j +µw u†
j )

(µa+µw ) −u†
j

∆/2

 ·nA f

Considering the sign convention for the normals and also expanding, we have

Dc ∣∣
a,s =

µ∗

V

µau∗
j +µw u∗

j −µau∗
j −µw u†

j /S

(µa +µw )∆/2

 A f

Dc ∣∣
w,n = µ†

V

µau∗
j S +µw u†

j −µau†
j −µw u†

j

(µa +µw )∆/2

 A f

After some rearrangement, we can finally write the corrector flux needed from each
of the phases :

Dc ∣∣
a,s =

µ∗

V

(
µw

µa +µw

)u∗
j −u†

j /S

∆/2

 A f (5.16)

Dc ∣∣
w,n = µ†

V

(
µa

µa +µw

)u∗
j S −u†

j

∆/2

 A f (5.17)

Although these fluxes could be closely compared to the original fluxes, we see that
there are important and necessary differences which help to simulate the way we want.
Firstly, the gradients responsible from each of the phase for the corresponding flux term
require the velocity from the other phase, but now is re-scaled so that information taken
from the other phase is in the units of the phase where the gradient belongs to. Secondly
there is apparently a "dimensional viscosity scaling" in front of the rescaled gradients.
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With this, we have successfully derived the new inertial, pressure and viscous terms
at this interface. This truly enables us to simulate a two-phase stratified flow as two-
single-phase flows being coupled at the interface, where each of the phase simulated
has been scaled in it’s own reference velocity, uτ, thereby essentially answering/solving
the third constraint specified in section 5.1.

5.3. MESHING

It is important to have a fine resolution where the flow is subjected to high gradients.
Parts of the domain where these high gradients exist are near-walls. In the test case that
we want to simulate, the near-interface region would also be subjected to high gradients
and high shear rate. Hence, it is also important to capture the layers belonging to this
region accurately. Moreover, we want to study the budgets near the interface accurately.
Hence, by using the same strategy for meshing as in the previous chapter, we extend it
to our two-phase scenario. For the streamwise and the spanwise directions, we stay with
having homogeneous deformations and cell stretching. In the normal directions, we re-
quire a highly clustered grid near-walls and near-interface.

The main goal is to map a uniformly spaced grid, Ωp to a non-uniform grid Ωnb so
as to construct a clustered grid. Firstly the same function, η (as seen in the previous
chapter) is used to determine the grading factor, α based on the domain half height, H ,
number of cells in the normal direction, Ny and the first cell height. The grading fac-
tor then determines the cell width based on the index of the cell and the first cell width.
Due to the difference in Reτ of both the phases, they can give our two different spatial
scales. Compromising on some computational efficiency, but due to simplicity, the mesh
is constructed on the the y+ values of the bigger Reτ so that the scales of fluid having a
smaller Reτ is automatically resolved by resolving the grid with higher Reτ. The same
grading, deformations and the cell stretches are used near the interface and near the
walls. Hence, the same deformation function, ζ :Ωp →Ωnb |yp ∈Ωp and ynb ∈Ωnb maps
the uniform domain to a stretched non uniform basilisk domain. Since we typically need
the same transformations in both the domains, the same functions, but adjusted accord-
ingly could be used to construct the same deformations

ynb = ζ(∆0,α, y0) =


y0 +∑i<N y−1

i=1 αi∆0 y > yi nt

y0 +∑i<2N y−1
i=N y αi∆0 y < yi nt

(5.18)

where the summations
∑i<N y−1

i=1 αi∆0 and
∑i<2N y−1

i=N y αi∆0 form a geometric progres-
sion:

i<N y−1∑
i=1

αi∆0 = y0 +∆0

(
αi −1

α−1

)
(y > yi nt ) (5.19)
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and

i<2N y−1∑
i=N y

αi∆0 = y0 +∆0

(
αi −1

α−1

)
(y > yi nt ) (5.20)

Figure 5.3: Deformation function mappingΩb →Ωnb

Fig. 5.3 shows the deformation of a uniform grid Ωp = [−0.5,0.5] transformed to a
non-uniform grid Ωnb = [−1,1]. A grading factor of α = 1.195581 was determined and
the normal coordinates were determined which is represented by the red markers. The
graph shows the deformed coordinates for a total of Ncel l s = 32 with a ∆0 = 1.5

Reτ
, where

Reτ = 271 . It is clearly seen that the domain is now deformed from having a unit length
to now a length of L0 = 2. The cell wall normal coordinates have been constructed such
that the near-interface region now has the same slope as the near-wall region, confirm-
ing that these regions have the same deformations. This can also be confirmed from the
slope of the deformation function which represents the cell stretch corresponding to the
respective deformations in Fig. 5.4. Two different peaks are observed around −0.5 and
0.5 which confirm that the cell stretch around this region is high and correspond to two
coarse regions. The other regions have small cell stretching which confirm that the these
near-wall and the near-interface region have more fine cells than the coarse region. The
constructed mesh is then better visualised in paraview which is seen from Fig.5.5

Since the higher meshes are quite hard to distinguishable between the coarse re-
gions and the fine regions, paraview visualisation of the meshes are presented for a level
7 mesh, which has Nx ×Nx ×Nz = (128×128×128) cells. 128 cells in the normal direction
are clustered in the near-interface and the near-wall region. It is seen that the cells are
refined less in the bulk region of each of the phase and and refined well near the inter-
face and also near-walls to capture the boundary layers accurately.
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Figure 5.4: Cell stretch function for two-phase

Figure 5.5: A visualisation of the clustered grid constructed for the two-phase problem

To capture these boundary layers to a good extent, it is equally important to choose a
y+ which falls under the viscous sub layer (as also discussed in the previous chapter) to
depict the high sheared regions. Hence, the first cell should be stretched reasonably so
that y+ < 5. Initially a value of∆y+ = 1.5

Rea
τ

was tested. Although the motions in the air was

resolved, this showed a large error in predicting the mean velocities in both the phases.
Hence a better value of∆y+ = 1.0

Rea
τ

was used. By using this y+ value, the cells are stretched

even smaller in the near-interface and the wall region, making the resolution very fine
compared to the when using the previous y+. The change in y+ value is accounted in
such a way that the fine cells (typically near the interface) are made ever finer and the
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coarse cells coarser (typically in the bulk of flow). Hence, this hinted us to move onto a
better mesh, such as a M8 mesh, which typically has more cells distributed in the bulk
flow. Mesh statistics for all of these values are tabulated in Table 5.2

Mesh Shear Re First cell width Domain Grid Resolution

M Rea
τ ,Rew

τ y+ Lx ×Ły ×Lz Nx ×Ny ×Nz ∆x+ ∆y+ ∆z+

M6 271,120 1.0 2π×2×π 64 ×64×64 12.3 1.07 - 28.76 6.18
M7 271,120 1.0 2π×2×π 128 ×128×128 6.18 1.02 - 11.16 3.09
M8 271,120 1.0 2π×2×π 256 ×256×256 3.09 1.00 - 3.86 1.54

Table 5.2: Mesh statistics

Figure 5.6: Statistics for 3 different meshes compared against [31]

Mesh statistics are presented for 3 different grids (M6, M7, M8) for the same resolu-
tion near boundaries. The coarsest cells in M6, M7 and M8 are have ∆y+ of 28.76, 11.16,
3.86 respectively. As a first observation we see that the first cell width ∆y+ scales with
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the local Reynolds number Rea
τ , the cell width of the coarse cells becomes high. Com-

pared to Table 4.1, the coarse cells in the two-phase domain have high stretching. Hence
given that, the cells in the bulk region are too coarse, there might be a possibility that the
bulk flow would not be resolved accurately. This should be taken into account because,
the unresolved bulk region might affect the interface and also the overall flow, leading to
under prediction of the required data. Unlike single-phase flow which had close∆y+ val-
ues for M8, we see that two-phase grids fail to have good resolutions overall even when
moving to M8. This suggests that it is highly necessary to move onto to higher meshes
such as M9 and M10 which would have 512 and 1024 cells clustered in the normal di-
rection, to have a better accuracy. Unfortunately, considering the computational time
and budgets, the simulation runs for these M9 and M10 meshes were not performed. A
mesh independence study (Fig. 5.6) is performed to see the agreement between the grid
presented in Table 5.2. The r.m.s fluctuations for these meshes are monitored. The statis-
tics are compared against [31] who ran simulations for a clustered grid of Nx ×Ny ×Nz =
128×512×256 cells, who also report a huge under prediction when simulating on meshes
with Ny < 256. M6 and M7 do not perform well as there is a huge error in predicting the
fluctuations. This might be possibly due to the aforementioned fact that the insufficient
resolution in the bulk region. But it is seen that, the M8 mesh performs comparable to a
the grid presented in [31], which has a smaller ∆y+ value when compared the other two
meshes. Hence, simulations and statistics are presented to the M8 grid from now since
it has a comparable agreement with the chosen reference case.

5.4. RESULTS
This section will first start with the averaging procedures and then provide a qualitative
description of some lower order and higher order statistics based on the described mod-
elling in the previous section. Results are shown for a test case with corresponding to the
M8 mesh and are compared against the simulations performed in [31] and turn out to
be in a good agreement and hence the model being validated.

5.4.1. AVERAGING
Section 5.2 discussed the reasons why re-scaling of gradients across the boundaries were
necessary. As computations proceed, we begin local averaging of instantaneous quanti-
ties to store in snapshots as discussed in section 4.3.1. Wall normal gradients are taken
for computations of the budget terms. As we have two scales just across the interface, the
gradients are scaled differently. Hence, we need some adjustments in the computations
of gradients and second derivatives according to their respective scalings to estimate the
budgets near the interface.

For the computations of gradients, the velocities from the cell centers are interpo-
lated at the face. At the interface, without any scaling, the interpolated velocity would
have units both air and water. For example, we would have,〈

u f (y)∗,†
〉
= cm+ 〈

u†
〉+ cm− 〈u∗〉

cm++ cm−

where
〈

u f (y)∗,†
〉

represents the ’mixed’ gradient. Using this gradient for the post-processing
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gradients would lead to an incorrect computations in the budget terms. Hence, a new
strategy for the computation in correct units is implemented which is discussed briefly.

Since we treat the problem as two single-phase domains, we disregard the idea of
using velocities from the other phase for computing the interface gradient. We leverage
the fact that we have already computed the interfacial velocity in two units, u∗

j ,i nt and

u†
j ,i nt which could then be used to define gradients in their respective units. As a first

step, scalar fields are created to store these interfacial velocities and they are averaged
locally within a given time, t :

〈
u j ,i nt (x)∗

〉= 1

∆t

∫ t+∆t

t
u∗

j ,i nt (t ,x)d t (5.21)〈
u j ,i nt (x)†

〉
= 1

∆t

∫ t+∆t

t
u†

j ,i nt (t ,x)d t (5.22)

If we assume that the interface ’acts’ like a boundary for the single-phase domains,

we could compute gradients with
〈

u∗
j ,i nt

〉
and

〈
u†

j ,i nt

〉
like how any other gradient at

a boundary would be computed. Additionally, we should be aware that now that the
gradients are being approximated between a cell’s face and it’s cell center value. These
interfacial gradients are:

d
〈

u∗
j ,i nt

〉
d y

≈
〈

u∗
j

〉
−

〈
u∗

j ,i nt

〉
cm ×∆/2

(5.23)

in for the air side, and

d
〈

u†
j ,i nt

〉
d y

≈
〈

u†
j ,i nt

〉
−

〈
u†

j

〉
cm ×∆/2

(5.24)

for the water side. Hence, without rescaling we can construct the interfacial gradients in
its respective units by just averaging the interfacial velocity fields. The second derivatives
are constructed in the same way, involving the interfacial gradient. Using the averaged
interfacial velocity, the gradient is calculated (equations 5.23, 5.24). Now that these gra-
dients have their respective units, the second derivatives are approximated without any
rescaling in the same way as explained in section 4.3.1 :

d 2
〈

u†
j ,i nt

〉
d y2 ≈

d
〈

u†
j ,i nt

〉
d y − d

〈
u†

j

〉
d y >

∣∣∣∣∣−1

cm ×∆ (5.25)

for the water side, and

d 2
〈

u∗
j ,i nt

〉
d y2 ≈

d
〈

u∗
j ,i nt

〉
d y − d

〈
u∗

j

〉
d y >

∣∣∣∣∣−1

cm ×∆ (5.26)

The other procedures of locally averaging fields and ensemble averaging in space and
time over N snapshots remain similar to what is explained in section 4.3.1.
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5.4.2. MEAN VELOCITIES AND R.M.S FLUCTUATIONS
Firstly, the dimensional velocity profiles are shown in Fig. 5.7. The raw output produced
by Basilisk is non-dimensionalised since we solve the non-dimensional equations of mo-
mentum. Table 5.1 is used to calculate the respective shear velocities of air and water
phase and the velocities represented are rescaled up to the physical units. From the fig-
ure, it is seen that when the velocities are plotted on the same scale the water side veloc-
ities are much smaller in magnitude when compared to the air-side. This is because of
the large difference in the dynamic viscosities in both the phases (µa ≪ µw ). Visualisa-
tions of the instantaneous dimensional velocity from post processing are also shown in
Figure 5.8. It is observed that the air side velocities are much higher when compared to
the water side. The small bulk Re and high dynamic visocities pose a high inertia on the
water side, causing it to have much smaller motions when compared to the low viscous
fluid above it.

Figure 5.7: The mean dimensional velocity profiles of air phase, in red and water phase, in blue

The interface velocity is not shown in Figure 5.7 since the velocities being a cell cen-
tered term, are averaged at the cell centers (and also for the other results in this thesis).
But in principle, the velocities do not show any jumps, and are continuous at the inter-
face, thereby also satisfying the interfacial condition 5.2. Due to the difference in the
magnitude, it is almost apparent that the velocity has a linear profile. Hence, it becomes
very hard to understand the turbulent nature in the water phase, unless rescaled. This,
leads us to the conclusion that one needs to study the statistics in its respective scales to
infer more qualitative results.

It makes sense physically, to examine the statistics after normalisation in wall units/shear
scales. From the continuity relations, a scaling factor S , by which the shear scales are
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Figure 5.8: Snapshot of instantaneous dimensional velocity taken at t+ = 60 for a grid with Nx × Ny × Nz =
64×64×64 cells.

related was shown. It was seen that, ua
τ = S uw

τ . After normalisation, as a result, we
see that the air side motions are scaled down and the water side motions are scaled up,
bringing them up to a closely comparable scale. Hence, to understand the respective tur-
bulent behaviour in each of the phase, the non-dimensionalised statistics are presented
henceforth (which is already what comes out as the raw data from RK-Basilisk simula-
tions, since the basis of these simulations already involve different scalings ).

Figure 5.9: Snapshot of instantaneous velocity at t+ = 60

Figure 5.9 shows a snapshot of the instantaneous velocity at t+ = 60 on a M8 mesh.
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The flow direction is from left to right along the periodic boundaries. As a first obser-
vation it is seen that due to a high Rea

τ , the air side motions are more incoherent and
constitutes more turbulent behaviour than the water side motions. Since we force the
normal fluxes at the interface to be zero at all instances, the interface remains flat. Un-
like the dimensional scale as seen in Figure 5.8, the water side interfacial velocities are in
comparable scales of top wall velocity in the air phase, and consequently air side veloc-
ities near the interface and comparable to the velocities near the bottom wall in water
phase. This is of course due to the fact that the velocities are scaled up and scaled down
because of the scaling factor S . From visualisations, it can be said that the constructed
M8 mesh has performed well in capturing the interface velocities well since the bound-
ary layers look captured well enough. This is qualitatively examined in the upcoming
discussions.

Figure 5.10: Mean velocities of both air and water phase in non-dimensionalised units of air and water.

Figure 5.10 shows the mean velocities of air (〈u∗〉) and water (
〈

u†
〉

) phase each of
them non-dimensionalised in their respective shear units. Unlike in Figure 5.7, due to
the difference in scales, both the phases show the characteristic ’S-shaped’ profile as
seen in turbulent Couette flows. The data is compared against the mean velocities shown
in [31] and seem to have a good agreement. Although, there is a very small under pre-
diction. This might be due to the fact that we need a much better resolution to capture
the bulk flow. Around 0.3 < y/H < 0.7, there is a minimal under prediction and this
being in the bulk region of the flow, suggests that a better resolution is needed to re-
solve the flow in these regions, as also discussed in the previous section. Another reason
might be the inaccurate imposition of the wall shear stress. If the imposed wall veloc-
ity, Uw is lesser than what is supposed to be imposed, it might lead to the flow being less
sheared. This consequently reduces the interface velocity, ui and might lead to the water
being less sheared since we know that the flow in the water phase is completely driven
by the flow in air. Apart from these observations, in the bulk flow, −0.7 < y/H < −0.3
and 0.3 < y/H < 0.7 the flow is subjected to small change in velocities. And at the cen-
ter line of the channel, the flow does not have a zero gradient, indicating that there are
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simply non-zero shear stresses too. And in regions −1.0 < y/H < 0.8, −0.2 < y/H < 0.2,
0.8 < y/H < 1.0 we see that the velocity in the respective phases show high slopes. These
near-wall gradients are hence subjected to high gradients. These facts can also be con-
firmed by examining the Figure 5.11. As mentioned in the averaging section, wall nor-

Figure 5.11: Mean streamwise velocity gradient taken over the channel height. The quantities are non-
dimensionalised in their respective shear units

mal gradients require a rescaling at the interface because since the FDM operator used
to construct the interface gradients would have two different velocity scales. Hence, the
re-scaled gradients are presented here. The near-interface and the near-wall region have
high gradients whereas the bulk region is as apparent as to having a zero gradient. Know-
ing that the velocity in the bulk is not constant, it is safe to assume that, these gradi-
ents still have a finite value and does not necessarily have a zero gradient in the bulk.
There are certainly a few theoretical and experimental studies ([35] [3] [20]) which con-
firm that the center line gradient approaches a value of 0.2 (in non-dimensional units)
as Reτ →∞. A clear inference from this is that, there is certainly a non-zero shear stress
and thus turbulent production in these center lines [56] [31]. Another inference from
these plots is the ratio of these gradients. We know from the continuity of shear (shown
for mean velocities) that:

µa

d
〈

ua
j

〉
d y

=µw

d
〈

uw
j

〉
d y

(5.27)

The non-dimensional shear stress is continuous by

µaua
τ

d
〈

u∗
j

〉
d y

=µw uw
τ

d
〈

u†
j

〉
d y

(5.28)
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(a) (b)

Figure 5.12: Mean velocities in the logarithmic scales for (a) near-wall and (b) near-interface in the air side

Plugging the respective dynamic viscosities and the scaling factor for the shear velocities,
we see :

d < u∗ >
d y

≈ 2.26
d < u† >

d y
(5.29)

This ratio is also what is seen from the plot, where the non dimensional gradient of
air phase is around 2.26 higher than the non dimensional gradient of the water phase
thereby also indicating the correctness of the physical model implemented with appro-
priate scalings.

The mean velocities in the classical logarithmic scale is showed in Figure 5.12. Figure
5.12(a) shows the mean velocities near the bottom wall in the air side. As seen in classi-
cal wall bounded turbulent flows, a viscous sub layer is observed in y+ < 5 followed by
the thin buffer layer. Beyond y+ ≈ 30, the log-law layer followed by the outer layer ap-
pears. Similarly comparisons are made for the near-interface region in the air side (seen
in Figure 5.12(b)). We see that the velocity does not necessarily start at zero, suggesting
that there is a small interface velocity in the air side. But it is readily noted that, the air
side does have the logarithmic behaviour as a wall bounded flow would. Hence, a main
inference would be that the side feels the interface as a flexible non-deforming wall.

Next, the turbulence intensity u′
i ,r ms =

√〈
u′

i u′
i

〉
is plotted Figure 5.13. The averaged

fluctuations are normalised by u2
τ in their shear units. The values are compared against

the reference data sets of [31]. For the mesh chosen for the test case, there is a fairly good
agreement. The streamwise fluctuations in the flow seem to be stronger when compared
to the other two directions, followed by the spanwise fluctuations having a higher magni-
tude than the normal fluctuations. Comparing the streamwise fluctuations, the maxima
is obtained around y/H ≈ 0.1 and y/H ≈ 0.9 in the air side. The intensity of turbulence
seem to be the strongest in these near-wall and near-interface regions. Whereas, the wa-
ter side fluctuations are very distinctive. In the near-interface region of water side, the
fluctuations do no die out as we see in the air side. But a similarity is seen in the bot-
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Figure 5.13: The fluctuating velocity components

tom wall. This means that, for the water phase, the interface is less constrained when
compared to the bottom wall and has comparatively a less shear. The intensities are also
comparable to what is seen in a turbulent open channel flow [51]. The spanwise fluctu-
ations seem to have a similar behaviour as the streamwise fluctuations. Although, there
are a few differences. The highest fluctuations are peaked around wr ms ≈ 1.5 for both the
phases and does remain constant throughout the domain in the normal direction. In the
air side, at the top wall, the fluctuations die out due to the presence of a wall. With the
fluctuations going almost to zero at the interface, establishes the fact that the interface
is seen as wall by the gas phase. Water side spanwise fluctuations near the interface also
have a non-zero value indicating a constraint free surface. Similarities between the nor-
mal fluctuations and the streamwise fluctuations are observed. Interestingly, the normal
fluctuations at the interface for the water side die out. This is only because we enforce
the normal fluxes at the interface to be zero.

In overall, the air side turbulence fluctuations have the behaviour of single-phase
wall bounded flows. As an obvious partial fact, this is because of the presence of a wall
at the top side. But the near the interface, after presenting the statistics in it’s respec-
tive scales, the fluctuations go almost to zero. This shows that certainly a high inertia is
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felt due to the high shear imposed by water on air, hence the interface behaving like a
wall for the air side. Generally in pressure driven channels, a local minima is observed
in the center line of the channel. But this is not observed in Couette flows due to a non-
zero shear at the interface [20]. This also helps in supporting an already drawn inference
there exists non zero production and dissipation at the center line of the channel, since
the balance of the TKE is constituted by the normal stresses

〈
u′u′〉 ,

〈
v ′v ′〉 ,

〈
w ′w ′〉 in the

Reynolds stress tensor.

5.4.3. REYNOLDS STRESSES

The components along the diagonals of the Reynolds stress tensor are the normal stresses
and the off-diagonal components are the turbulent shear stresses. In particular the most

interesting component is Rx y =−
〈

u′
x u′

y

〉
=−〈

u′v ′〉. Figure 5.14 shows the distribution

of this particular component across the channel height. We see that the stress has a peak
value of 0.8 (in non-dimensional units) in the bulk of the channel and stays constant
throughout the bulk. Upon integrating the mean streamwise momentum equations with

Figure 5.14: Reynolds shear stress Rx y and the total shear stress in the channel τ

the conditions for a Couette flow, we see that (also shown in the previous chapter)

µ
d

〈
u′〉+

d y+ −
〈

u′v ′〉
u2
τ

= 1 (5.30)

= τtot al (5.31)

is the total shear stress across the channel in the normal direction [20]. The above rela-
tion is generalised in non-dimensional units. The total shear stress is plotted along with
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the shear stresses in Figure 5.14. The total (planar) shear stress, τtot al arises from con-
tributions of shear from viscous stresses and turbulent (Reynolds) stresses and both of
the stresses seem to be dominating near the wall, but only one of them is stronger in the
bulk. As discussed the viscous shear stress dominates in the near-wall and near-interface
region, whereas the turbulent shear stresses dominate near boundaries, near-interface,
and also in bulk (ref Figure 5.11 and Figure 5.14). In theory, the deviation of the viscous

shear stress µ+ d〈u+〉
d y+ from the total shear stress τ is balanced by the contributions of the

turbulent shear stress
〈

u′v ′〉/u2
τ. But in this test case simulated, we see that the shear

stress τ is not exactly unity and has a small under-prediction. But exactly at the inter-
face, the stress equals unity for both the air and water phase. As discussed earlier, an
imposed wall shear stress drives the flow in air, which in turn drives the flow in water.
An incorrect imposition might lead to an under prediction or an over prediction of the
shear stress and looking at the plot, there might have been a possibility that the shear
stress imposed was little under than what was required. Another theory is that a loss in
overall momentum in the channel. Due to a "shear-free-like" surface for water at the
interface, there might be excess dissipation than what is produced, which in turn affects
in the momentum in the water-phase. This leads to the entire air-water domain having a
small loss in momentum. To rectify this, the boundary conditions were corrected to im-
pose more shear throughout the channel. But the deviations in the τ was still observed
and thus stands as a problem not solved, creating room for improvement.

5.4.4. TURBULENCE KINETIC ENERGY BUDGET
In this section, the behaviour of TKE and it’s budgets comprising of various mechanisms
are discussed. Firstly, the individual terms of these budgets are explained with the con-
text of two-phase flow. Then the budgets are shown altogether in a single scale to elabo-
rate on the overall picture, redistribution mechanisms etc. Finally, the error in comput-
ing these budget terms is shown and the possible reasons are briefly discussed.

Turbulence kinetic energy,

ka = 1

2
(
〈

u′∗u′∗〉+〈
v ′∗v ′∗〉+〈

w ′∗w ′∗〉
) (5.32)

and

kw = 1

2
(
〈

u′†u′†
〉
+

〈
v ′†v ′†

〉
+

〈
w ′†w ′†

〉
) (5.33)

is the kinetic energy associated in the turbulent flow characterized by the velocity fluc-
tuations in each of the phase. Figure 5.15 shows the kinetic energy ka and kw in air
and water phase respectively. Kinetic energy in the air side peaks near-wall and near-
interface and thus looks to be symmetric. Whereas, this symmetricity is not observed in
kw . kw has a peak at the bottom wall and has the same magnitude as the peaks observed
in air-side. But just at the interface, the kinetic energy attains a maximum considering
the overall flow. There is a non-zero kinetic energy associated with the "shear-free-like"
surface. Hence, it is seen that the kinetic energy from the mean flow is re-distributed
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Figure 5.15: Turbulent kinetic energy in both the phases

more towards the interface in the fluid having the lighter density.

The turbulent kinetic energy (TKE) budget identifies the contributions of physical
mechanisms that influence turbulent flow characterized by velocity fluctuations. The
TKE budget is linked to the physical systems that create, transport, and decay turbulence
by nature. Each term’s weight indicates flow’s potential to decay or cause turbulence.
These physical mechanisms that change the rate of the kinetic energy are turbulence
production, turbulent diffusion and dissipation. The diffusion can still be decomposed
as 3 other physical mechanisms : diffusion due to pressure, diffusion due to molecular
forces and finally the turbulent transport. On the whole they can be represented by the
following equation shown separately in units of water (†) and in units of air (∗).

Dka

Dt
=−

〈
u∗

i
′u∗

j
′
〉 ∂〈

u∗
i

〉
∂x j︸ ︷︷ ︸
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− 1

ρ

∂

∂xi

〈
p∗u∗

i
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− 1

2

∂

∂x j

〈
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i
′u∗

i
′u∗
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′
〉
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Turb. Transport
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2
ν
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∂x2
j

〈
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〈
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Dissipation

(5.34)

and

Dkw

Dt
=−

〈
u†

i
′u†

j
′
〉 ∂〈

u†
i

〉
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〈
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(5.35)

The left hand side of both the equations are typically zero due to the fact that we average
when the flow is statistically steady (verified with constant planar shear stress).
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(a) (b)

(c) (d) (e)

Figure 5.16: Individual terms in the budget equation 4.20 for both the phases of (a) Production (b) Pressure
diffusion (c) Turbulent transport (d) Viscous diffusion (e) Dissipation. Solid blue lines represent the water
phase, compared against [21] and red lines represent the air phase compared against [1] .

Figure 5.16 shows the individual terms of the budgets. The production in the channel
is characterized by interaction of the turbulent stresses and the mean gradient. Looking
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near the interface (see Figure 5.16(a)), the production is similar to the top wall (where it
is localised in y+ < 19.5), indicating that the interface for the air side is ’wall-like’. The
water side production also has similarity when it comes the the profile being symmetric
(near-wall and near-interface). But what is more appealing is that the spatial extent of
production in the water-phase is more when compared to the air-phase, typically until
y+ < 37.3. This might be because of the the difference in thickness of boundary layers
between the air and water phases near the interface.

The smallest contributions to the transport is due to pressure (see Figure 5.16(b)).
Although hardly noticed due to small magnitudes, a good agreement for the pressure
diffusion was obtained. The reference data for the pressure diffusion is sampled irregu-
larly since it was very intricate to collect data based on very small magnitudes. A sharp
increase in the pressure diffusion is observed in the logarithmic regions.

A slightly higher order statistic in TKE budget is the transport due to the triple prod-
uct in velocity fluctuations (see Figure 5.16(c)). Thus, noticeable local increase in the
magnitude of fluctuations directly affect the transport terms too. As far as the agreement
is concerned, the test case is able to reproduce the transport terms decently. It shows
the typical trend and matches well for the air side, but in the water phase, there is a no-
ticeable under prediction. The general behaviour of the transport term is that it has two
peaks (one positive and one negative). The negative peak means that the energy trans-
ported into the area while a positive peak means that the energy is taken away from that
area [31]. Since air drives the flow in water, as a general notion we can say that the ki-
netic energy from the bulk flow in air side is transported ’into’ near-interface region of
the water side, and further from the near-interface region into the bulk of water, as also
seen in the reference case [31].

Viscous diffusion is more localised near-walls and near-interfaces (see Figure 5.16(d)).
This is very well noticed in the air phase both near-wall and near-interface, due to the
obvious reason of behaviour being similar to the single-phase flow. But the diffusion is
significantly different in the water-phase. In particular the diffusion seems to be higher
near the interface as also seen in open channel flows simulations of [21].

Looking at the dissipation in the air side, it decreases in the bulk region, and has a
sharp increase towards the interface, balancing different budget terms in different re-
gions (discussed in the upcoming paragraphs) (see Figure 5.16(e)). The dissipation in
the water side is more interesting because of the asymmetries between the interface and
the bottom wall. The kinks in both these regions are different and the dissipation near
the interface is more significant. The dissipation has a weak agreement with the refer-
ence case here, but does reproduce the ’dip’ indicating the presence of more dissipation
of turbulence at the interface.

The trends of these budgets altogether is presented in Figure 5.17 and are compared
against the data from [31]. We see that there is fairly good agreement with the most bud-
gets presented by the group. Looking at the overall picture, we see that these budgets
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Figure 5.17: Turbulence kinetic energy budget in air-phase (top) and water-phase (bottom).

become more important near the walls and near-interface of these individual channels.
Due to a non-zero shear stress throughout, there is turbulence generation at the center
line in both of the channels. We mainly notice that the budgets in the air side resem-
ble the budgets in a wall bounded turbulent flow, whereas in the near-interface region
of water phase, the budgets show similarity to an open channel flow. Although there is
a high shear stress ’at’ the interface, the water phase perceives the air-phase as a open
surface which is sheared notably lesser. As a result, the air-phase perceives water to be
a wall whereas water perceives air like a free surface. From the transport and viscous
diffusion, we see that the kinetic energy which is produced in the bulk (also top wall) is
transported near the interface and then further from the interface into the near-interface
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Figure 5.18: Error in the prediction of the budgets in TKE

region of water. This makes sense because of the primary fact that motions of water is
purely driven by the shear of air. The most distinguishing budget term is the dissipa-
tion near the interface in water. Due to the "shear-free-like" surface, the lighter phase
experiences high dissipation rates. Moreover, dissipation is seemed to be balanced by
different terms in different parts of the flow in the water phase. At the interface, the
dissipation is almost balanced by viscous diffusion. Just away from the interface, in the
viscous sub-layer, dissipation is balanced by production. But as we move away from
these regions and towards the bulk, we see that interestingly, dissipation is balanced by
production and a small positive value of turbulent transport. In a nutshell, we see that
the kinetic energy in the water side is affected due the kinetic energy in the air side. Thus,
the air-water interactions, say in a more coarse models such as RANS and LES should be
modelled more carefully.

Finally, we talk about the error in predicting the budget terms. As mentioned earlier,
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as we average through a statistically steady state, the LHS of the TKE budget equations
5.35 and 5.34 should be zero. But upon trying to study the balance, in Figure 5.18, we see
there is a small error in the order of magnitude in 1e −3. While this could be mostly due
to the approximation errors and and inadequate grids (up to Taylor micro-scales) as dis-
cussed in the previous chapter, it could also be due to the fact that, we need more higher
order methods such as spectral methods to solve such two-phase problems. Another
possibility is that with the general behaviour of the air-water stratified case, there might
be a small imbalance in the TKE budgets due to the diffusion and dissipation mecha-
nisms, as we also see that the kinetic energy at the interface is not only non-zero, but
attains a maximum value compared to the other parts of the flow (see Figure 5.15).

5.4.5. STRUCTURES IN AIR-WATER COUPLING
The coupling of air and water is explained with vortical structures which identified from
post processing the simulations in paraview, which also have the potential to support
the inferences of TKE budgets [31]. Coherent structures are vortices correlated over a
spatial extent [16]. By studying the coherent structures, we can except to get a qualita-
tive understanding of vortices and thus the vortical structures. The vortical structures in
Figure 5.19 are visualised by the Q-criterion. ’Q’ here is:

Q =−1

2
tr (S2 +Ω2) (5.36)

where S and Ω are the strain rate and the vorticity tensors and represents the average
balance between the unsteady straining and rotation [16]. Looking at Figure 5.19, an im-
mediate observation is the difference in the cohesion of both the phases. We see that
the structures in the air phase is more incoherent than the structures in water. This is
because the air side has a high Re and high speed motions and lower inertia, contrasting
to the water phase. The water side motions are more coherent, elongated a more persis-
tent in space. The structures just above the interface in the air side seem to have a bigger
spatial extent when compared to the structures in the mean flow. Thus, a high shear
stress exists near the interface in the water-side. Since the stresses are continuous at the
interface, the same high shear stress is also ’felt’ in the near-interface region of air side,
causing it to have similar structures (spatially extended more than the structures in the
bulk flow of air) as the water side confirming that there is a ’coupling’ existing between
air and the water side. Another interesting observation is that, the vortices in the water
side have an apparent upward motion, i.e, towards the interface. Although not shown
here, these vortices tend to ’dissipate’ at the interface comparable to the vortices at the
free surface [31]. This is in accordance with the high dissipation rate also seen at the in-
terface.

The presence of these vortical structures can also be confirmed by qualitatively ex-
amining the streamwise fluctuations.

Figures 5.20, 5.21,5.22 and 5.23 show the fluctuating component of the of the stream-
wise velocities. These components form low and high speed regions called the streaks.
As these streaks can lead to creating vorticity in the flow, a good indication of the pres-
ence of vortical structures can be studied by examining the streaks [4]. The streaks in
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Figure 5.19: Iso-contours of vortices visualised by the Q-criterion. Direction of the flow is from right to left.

Figure 5.20: Streamwise fluctuations represented in a plane at y+ = 6.96

the air side seem to be predominantly of high speed regions (see Figure 5.20), whereas
the streaks in the water side seem to be of low speed (see Figure 5.23). Especially in the
air-phase, streaks are shown for two different locations, close to the interface. Figure
5.21 shows the air side streaks closest to the interface. It seen that there are equally low
speed regions with the extent of these streaks being more than what is seen in Figure
5.20. These two visualisations are located inside and just outside the viscous sub-layer.
Within the viscous sub layer, the streaks show similarity to the streaks observed in the
water side (see Figure 5.23). The water side also has low speed regions with the extent of
cover of these vortices being high. This confirms the presence of similar vortical struc-
tures in the water-side and just above the interface in air-side. But as we move outside
the viscous sub-layer, the vortices seem to have more high speed regions (see Figure 5.20)
with the structures being small as what is also seen in wall boundary layers. Looking at
the interface (see Figure 5.22), the streaks present closely resemble the water-side. The
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Figure 5.21: Streamwise fluctuations represented in a plane at y+ = 1.52

Figure 5.22: Streamwise fluctuations at the interface

Figure 5.23: Streamwise fluctuations represented in a plane at y+ =−1.52
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streaks are of low speeds and cover more extent. This means that the interface motions
are controlled by the water-phase [31]. With this study it could be confirmed that due
to the air-water coupling, the low speed streaks cause the vortices to behave as if it were
near a free surface, causing high dissipation at the interface which is also seen in the
budgets of turbulent kinetic energy.





6
COUNTER CURRENT FLOW

Another interesting configuration of stratified flows is where both the flows move in an
opposite direction, termed as counter-current flows. We intend to test the implemented
model for a counter current situation and infer a few contrasting results (if any). This
chapter starts out with some initial literature survey of single phase and open channel
turbulent flows. Briefly the numerical scheme is discussed. Then a few interesting re-
sults are showed.

We are primarily interested to perform DNS for a two phase pressure driven counter-
current stratified flow with a flat interface. Upon performing an extensive literature re-
search, no DNS reference cases for aforementioned test case were found. Hence, a brief
survey of single phase channel flow is given since the close resemblance of the air-phase
to wall bounded pressure driven channels, hoping to gain some insights about turbu-
lent channel flow simulations. Traditionally, DNS performed to study internal turbulent
flows were on pipes and channels. Few of the recognised works in these topics are from
[1][17][36]. [1] performed a DNS for a range of frictional Reynolds number to study their
dependence on the overall turbulent behaviour. The numerical scheme adopted was a
higher order finite differences for spatial discretization and time advancement was done
using Crank-Nicholson and Adam-Bashforth on a fractional iteration scheme. Since
the choice of the domain plays an important role in determining Large Scale Structures
(LSS), two-point correlations were studied to choose adequate domain dimensions. The
Turbulent Kinetic Energy (TKE) equation was solved and the Reynolds stresses were
studied and the difference in the isotropic nature of turbulence in different parts of the
domain was highlighted. Moreover, it was concluded that as Reτ is increased, the RMS
fluctuations of the streamwise and the normal components are enhanced whereas the
streamwise remained unaffected for small changes.

A counter-current air-water flow having a flat interface resembling a domain with in-
finite depth was solved by the group of [32]. Pseudospectral method along with Adams-
Bashforth and Crank-Nicholson schemes were the numerical methods that used to solve
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the equations of motion. The interface is coupled via the continuity of velocity and con-
tinuity of tangential and normal stress balance. A pressure gradient is used to drive the
flow in opposite directions. The group simulate air and water flow with both the phases
having same Reτ.

The group of [17] solved the unsteady NSE by a DNS for a Re of 3300. Statistical cor-
relations were studied to choose the required dimensions of the computational domain,
confirming that all the essential scales of turbulent structures are resolved. Unlike [1]
the group of [17] solved the equations using a spectral element method which solves the
equations on a Fourier space, although the same time iteration scheme was used. Upon
validating with experimental data, the statistics were agreeable. Although some of them
(Reynolds, normal and shear stresses) remained under-predicted and attributed to the
fact that a smaller frictional velocity uτ was imposed. [36] used the data from the simula-
tions of [17] to particularly study the individual components of the budgets of Reynolds
stresses which contribute to the total TKE budget in the channel. An important infer-
ence was that the turbulent budgets become more important in the near-wall region
than in the bulk, where they are almost constant. This is due to the well-known fact of
the enhanced turbulence action in the near-wall region. By studying each of the budget
terms in detail, an interesting conclusion was drawn that the dissipation rate is almost
balanced by the production near-wall Moreover, the rate of dissipation was highly de-
pendent on the Reynolds number. Usually, the pressure term in the budget can be split
into a strain and a correlation term, but upon using an inhomogeneous boundary con-
dition, they found that this pressure term could then be decomposed into an additional
third term which reveals significant conclusions.

One of the inferences from the previous chapter is that the water phase perceives air
like a free surface and how the structures aligned to resemble open channel flows. To get
some idea about the trends in OCH (open channel flows), a brief summary is provided,
as we wish to compare the simulations in the water side with OCH data. The group of
[51] performed DNS of open channel turbulent flow to examine the Froude number ef-
fect. Equations were solved by finite differences. The study characterizes the domain in
3 regions where the stress distributions are contrasting. They also discuss that the vor-
ticity at the free surface is substantially different. A small Froude number dependence
on the pressure strain correlation budget was seen. The group of [62] also studied the
effects in the turbulent flow due to a high Froude number. Interestingly, they simulate
for a setting where the upper fluid is freely sheared which moves in the opposite direc-
tion, closely resembling the setting we want to simulate. Unfortunately, the budgets are
not discussed making it a bit difficult to compare the budgets. They observed large scale
motions near the free surface causing some streaky structures, which confirmed actions
of vorticity.

Another group ([21]) conducted a DNS for an open channel flow with zero mean
shear at the free surface. They use a higher order finite difference method to solve the
equations. A Reτ of 160 was chosen and the flow was driven by a non-dimensional pres-
sure gradient. The turbulent streamwise and spanwise intensities were higher near the
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free surface Upon examining the budgets they see that the pressure strain re-distributes
the TKE from the normal direction to the streamwise and spanwise directions. They
compared the results with an experimental data and showed that the implemented model
had a good agreement.

This chapter aims to study the turbulent statistics and budgets for a counter current
pressure driven stratified flow with a flat interface. Due to the lack of simulation data
and qualitative research for this setting, it is quite hard and not straightforward to val-
idate the implementation. Based on the conclusions drawn from the previous we wish
to compare the data accordingly. Instead of studying shear driven channels, for this set-
ting, we study pressure driven channels. Hence, the air side data is compared with single
phase turbulent channel data from [1]. The water side having similarity with open chan-
nels, the data is compared to [21]. Of course due to the coupling present at the interface,
these cases cannot be validated. But they are only be compared with the respective cases
and the differences are highlighted (if any).

6.1. NUMERICAL METHODOLOGY
This section provides a description and the numerical methods implemented to solve
the counter current setting. The similarities in the methodologies with the previous
chapter is highlighted. Additional efforts required in order solve the problem is dis-
cussed and the following modelling is elaborated with a derivation.

The last two chapters dealt with fluid flows driven by shear. In this chapter, we take a
different step and solve a pressure driven two phase channel. As the name of the chap-
ter suggests, the stratified flow is chosen to have a counter current setting. A stretched
channel separated by wall distanced at 2H (where H is the half height) is chosen. x, y
and z are chosen as the reference axis having velocity components u, v and w . u is in
streamwise direction whereas v and w are in the normal and spanwise direction respec-
tively. We choose air to move in +x direction (from left to right) and water to move in
−x (from right to left) direction, as seen in figure 6.1. Similar to the previous chapter,
air is stratified on top of water due to the difference in density and the interface remains
flat and stationary throughout the simulation. The governing equations for the system
having this setting of multiphase flow is same as equations 5.1, with the density and vis-
cosity fractions.

Although not proven (in this thesis), a few advantages of disregarding the VoF method
was briefed fairly in the previous chapter. Considering this we do not wish to solve the
VoF equation in this chapter as well, but follow the same methodology taken in the last
chapter to solve the multiphase system. Hence, to close the system, the continuity of
shear and velocity (equations 5.3, 5.2) are imposed as the interfacial conditions. Al-
though the performance and comparison of VoF method and the approach taken in this
thesis would be definitely interesting to see in future works. This chapter also aims to
highlight the differences in the co-current and the counter-current setting (if there are
any). Hence, fluids with the same properties as listed in 5.1 are used for the simulating
the counter-current flow as well.



6

90 6. COUNTER CURRENT FLOW

Periodic boundary conditions are applied in the streamwise and the spanwise direc-
tion. The boundary conditions at the walls in the normal directions are constrained to
have a no-slip condition similar to the co-current flow. But the wall velocities are set to
zero. Hence, U = 0 at both top and bottom walls. The length of the computational do-
main in each direction was Lx ×Ly ×Lz = 2×2H×. Equations of mass and momentum
as solved with the FVM framework. The convection term was discretized with a cen-
tral difference operator. A 3 stage (RK-3) Runge-Kutta method was used to integrate the
equations in time. To ensure convergence, a CFL = 0.4 was used.

The mesh is constructed in the same way as illustrated in the previous chapter. The
same algorithm is used to construct a geometrically graded mesh which has refined cells
near walls and near the interface. The mesh statistics for this test case is already pre-
sented in Table 5.2. Only a limited amount of time was available to test out the counter-
current setting. M8 has approximately 16.7M cells and took quite an amount of CPU
time (not shown here) for the the co-current case. Assuming that the counter-current
case would roughly take the same amount of time on a M8 mesh, simulations for a M8
was disregarded due to the lack of time. Thus the simulations were performed on a M7
mesh, for which the results are presented in the next chapter.

Since we wish to use the same solver, physical conditions and different scalings the
constraints posed by the solver (as discussed in the section 5.1 ) forces us to addition-
ally model the few terms of NSE at the interface as elaborated in section 5.2). Each of
the phase is again solved in it’s own scaling. The frictional Reynolds numbers belong-
ing to each of the scaling are then Rea

τ = 360 and Rew
τ = 160. The convective flux at the

interface is set to zero. The pressure across the interface is set to have a homogeneous
Neumann condition. The diffusive fluxes are computed by re-scaling the gradients to
have the units of the phase which it belongs to.

Apart from these efforts, since we choose a pressure driven channel, the respective
pressure gradients that drive the flow should be derived. The group of [32] and [1] use

a non-dimensional pressure gradient Π = − 1
ρ
∂p
∂x = 1 to drive the flow. The former re-

search group chooses to solve with the fractional time step iteration method and the
latter solves a single phase problem as such. Both of the groups use an identical pres-
sure gradient, but neither of them show the computations behind it. Considering the
approach that we take, i.e to solve the system together, the pressure gradient computa-
tion would not be straight forward since it would have different definitions across these
two phases. The upcoming section considers the different scalings, makes use of the
NSE to arrive at relations that form a system of equations and finally solves for two pres-
sure gradients of different scales which are then used to drive the air and water phase in
respective directions.

6.1.1. MATHEMATICAL MODELLING AND SETUP
As it is a well known fact that turbulence is dissipative, it is necessary to drive the channel
with a pressure gradient in the direction of the mean flow through a periodic boundary
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Figure 6.1: The computational domain and the physical problem to be solved

so that the flow and the turbulent nature does not completely dissipate. As discussed
previously, the pressure gradient appears ’naturally’ from the NSE. Hence, a good start-
ing point to derive the required pressure gradient would be the NSE itself. Since we need
to drive the flow in the streamwise direction, we look at the x-momentum equation.

∂t u∗+ (u∗ · ∇̃)u∗ =−∇̃x p̃∗+µ∗ ∂2u∗

∂x2

∇̃ ·u∗ = 0

∂t u† + (u† · ∇̃)u† =−∇̃x p̃† +µ† ∂
2u†

∂x2

∇̃ ·u† = 0

Due to the reasons discussed in Section 5.2.2, in the derivation of pressure gradients,
considering the boundary conditions, we see that the pressure gradients are exactly bal-
anced by the viscous forces. We have,

∂p∗

∂x
=µ∗ ∂2u∗

∂y2

and

∂p†

∂x
=µ† ∂

2u†

∂y2
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Since the pressure gradient is to be driven throughout the channel, we integrate it
over the domain,Ωa ∈ [0,1] for air andΩw ∈ [−1,0] for water. We get,

∫ 1

0

∂p∗

∂x
=µ∗

∫ 1

0

∂2u∗

∂y2 (6.1)

(1)
∂p∗

∂x
− (0)

∂p∗

∂x
=µ∗ ∂u∗

∂y

∣∣∣∣
top

−µ∗ ∂u∗

∂y

∣∣∣∣
i nt

(6.2)

∂p∗

∂x
+µ∗ ∂u∗

∂y

∣∣∣∣
i nt

=µ∗ ∂u∗

∂y

∣∣∣∣
top

(6.3)

Similarly for water phase, we have:∫ 0

−1

∂p†

∂x
=µ†

∫ 0

−1

∂2u†

∂y2 (6.4)

(0)
∂p†

∂x
− (−1)

∂p†

∂x
=µ† ∂u†

∂y

∣∣∣∣
i nt

−µ† ∂u†

∂y

∣∣∣∣
bot

(6.5)

∂p†

∂x
−µ† ∂u†

∂y

∣∣∣∣
i nt

=−µ† ∂u†

∂y

∣∣∣∣
bot

(6.6)

With this, we already have four unknowns, ∂p∗
∂x , ∂p†

∂x , ∂u†

∂y

∣∣∣
i nt

and ∂u∗
∂y

∣∣∣
i nt

. Hence we

require 2 more equations to close the system and solve the equations. Hence we look at
other relations which could possibly help to solve the system. Next, we also know that
the shear stresses are continuous,

µa
∂u

∂y
=µw

∂u

∂y
(6.7)

Hence the non-dimensional stress continuity reads

µaua
τ

∂u∗
j

∂y
=µw uw

τ

∂u†
j

∂y
(6.8)

Which gives,

µaua
τ

∂u∗

∂y
−µw uw

τ

∂u†

∂y
= 0 (6.9)

Pressure gradients added to the system will bring out distinct features to the statistics
studied. There might be number of factors upon the dependency of the pressure gradi-
ents. But for simplicity, it is assumed that the pressure gradient chosen should be uni-
form throughout the channel. But it is important to ensure that the uniform pressure
gradient chosen should be equal in magnitude, but have different signs to drive the flow
in opposite directions. Hence,

∂p∗

∂x
=−∂p†

∂x
(6.10)
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With this, equations 6.3, 6.6, 6.9, 6.10 forms a system of linear equations, which could
be easily solved to find the respective unknowns. But before moving onto solving the sys-
tem, simplifying some of the known quantities would be helpful to strongly represent the
matrix formed from the linear system.

From equation 6.3, we can approximate µ∗ ∂u∗
∂y

∣∣∣
top

, which basically is the wall shear

stress at the top wall. Starting from the dimensional wall shear stress,

µaua
τ

∂u∗

∂y
=µa

∂u

∂y
(6.11)

= τw (6.12)

= u2
τ,aρa (6.13)

Hence,

∂u∗

∂y
= ua

τρa

µa
(6.14)

= ρa

µa

µaRea
τH

ρa
(6.15)

∂u∗

∂y
= Rea

τ (6.16)

µ∗ ∂u∗

∂y
=µ∗Rea

τ (6.17)

= 1 (6.18)

Hence, re-writing equation 6.3, gives

∂p∗

∂x
+µ∗ ∂u∗

∂y

∣∣∣∣
i nt

= 1 (6.19)

(6.20)

In the same way, we can approximate the bottom wall shear stress,

−µ† ∂u†

∂y
=−1

We can now re-write equation6.6 as

∂p†

∂x
−µ† ∂u†

∂y

∣∣∣∣
i nt

=−1 (6.21)

We can also try to re-arrange equation6.9 by inspecting the coefficients

µaua
τ =µa

µaRea
τH

ρa
(6.22)

= µ2
aRea

τ

ρa H
(6.23)
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Similarly,

µw uw
τ =µw

µw Rew
τ H

ρw
(6.24)

= µ2
w Rew

τ

ρw H
(6.25)

(6.26)

Putting equations 6.216.206.10 and 6.9, we can write a linear system of a format, Ax =
b with, 

1 0 µ∗ 0
0 1 0 −µ†

0 0
µ2

a Rea
τ

ρa H −µ2
w Rew

τ
ρw H

1 1 0 0




∂p∗
∂x
∂p†

∂x
∂u∗
∂y

∣∣∣
i nt

∂u†

∂y

∣∣∣
i nt

=


1
−1
0
0

 (6.27)

which gives the required pressure gradients in each phase to be[
∂p∗
∂x
∂p†

∂x

]
=

[
1
−1

]
(6.28)

Hence, a non-dimensional pressure gradients (ref 6.28) is added as a source term in
the NSE, that drives the flow with the respective derived values either in the +x or −x
direction.

6.2. RESULTS
This section discusses the results of simulations performed for the counter-current flow
modelled in the previous section. The structure of discussions is similar to previous
chapters. The characteristics of the averaged flow is explained, followed by r.m.s values
due to fluctuations. Then the Reynolds stresses in each of the phase is shown. Finally, the
budgets and the flow structures are elaborated. This chapter is not a straight-forward ex-
tension from the previous chapters since the mechanism of driving the flow, the bound-
ary conditions, the direction of the flow in each phase are significantly different. This
may bring out contrasting inferences on the flow, which are briefly explained, if there
are any. The statistics presented are also compared along with a single phase channel
results of [1] for the air side and [21] for the water side, with each phase having the same
Reτ as the reference case(s).

The same averaging procedure is followed as in the previous section. With two scal-
ings involved, the gradient computed during the local time averaging is also re-scaled
to have respective units of the phases as illustrated in the section 5.4.1. The snapshots
stored are then ensemble averaged and the results are presented in the upcoming sec-
tions
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Figure 6.2: Instantaneous velocity at t+ = 75. Air which is on the top moves in the +x direction and water
moves in the −x direction.

6.2.1. MEAN FLOW AND FLUCTUATIONS
Visualisation of the instantaneous velocity field is shown in Figures 6.2. The snapshot
is shown for a M7 mesh. Air flows in the +x direction and water in −x direction. The
flow in air phase seems to be a bit more turbulent with an incoherent flow pattern when
compared to the water side motion. The interface is kept flat, and seems to closely have
a zero valued no-slip condition. From the colour map/legend, we can see that different
regions in the flow are uniform (in magnitude). Near the top wall, bottom wall and the
interface, the velocities are comparable and either have a zero velocity or have a velocity
close to zero. But away from these regions, for most of the flow, the velocity is compa-
rable and uniform in magnitude. This is typically observed in single phase turbulent
channel flows due to a uniformly varying shear stress at wall and in the bulk.

Figure 6.3 shows the mean velocity profiles for air side on top axis and water on the
bottom axis. Both the phases represent the dimensionless velocities, non-dimensionalised
by their frictional velocities. The same physical parameters are used, which means that
the scaling factor S , holds the same definition. The air side clearly reproduces a sym-
metric parabolic velocity profile of a turbulent channel flow. Due to the friction at top
and bottom walls, the velocity is zero, also satisfying the boundary condition. The flow
attains a maximum speed of 〈u∗〉 = 17.8 at the center line where the planar shear stress
is expected to be at the minimum. The velocity profile is compared against the channel
data of [1] of Reτ = 360 and seems to have a similar behaviour as a single phase chan-
nel flow. The water side is not compared with the reference data due to unavailability
of data. The water side also reproduces the parabolic velocity profile as seen in a chan-
nel flow at high Reτ. A maximum velocity of

〈
u†

〉 = 17.5 occurs at the center line of the
channel. Interestingly, unlike the air phase the interface velocity of water is non-zero.
This non-zero velocity at the interface hints that the friction at the interface is not as
high as the friction at the bottom wall for the water side. When moving to the air side,
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Figure 6.3: Mean velocity profiles for air(top) and water(bottom) phase. Air side data is compared against the
single phase results from [1]

friction at the interface and the top wall seem to be comparably same, but higher than
what is seen in the water side, since the velocities typically go to zero.

From the visualisation and discussions of the instantaneous field and the mean ve-
locity profile, we see that the near wall region has a high shear rate, thus the flow around
walls are subjected to high gradients. These gradients are shown for the mean stream-
wise velocity across the channel in the wall normal direction in Figure 6.4.

As shown in the previous chapter, the non-dimensional shear continuity holds (refer
equation 5.28). Consequently gradients in the air side are higher than the gradients in
water. In the regions −1 < y/H < 0.9 and 0.1 < y < 0, the gradients are typically higher,
than in the bulk flow 0.9 < y/H < 0.1. Unlike stratified Couette flows, these flows don’t
always have a positive gradient. In pressure driven channels, due to distribution of shear
stress, the gradient across the center line of the channel also takes different signs. The
gradients seen in the water phase are not as sharp as the gradients in air side. which
might cause the flow in the water side to less turbulent than in the air side.

The mean velocity profile in the logarithmic scales are presented in Figure 6.5 for the
near interface region in the air side and are compared with the single phase turbulent
flow simulation of [1]. We see a similarity in the logarithmic behaviour of the velocity
profile simulated for this test case, highlighting the similarity with a boundary layer as-
sociated to a wall. The velocity profile has a small deviation from the reference case. The
velocity at the interface in our test case, does not necessarily start from 0. One reason
that there is a small deviation in this logarithmic plot could be that the boundary layer is
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Figure 6.4: Two phase mean streamwise gradient for the air phase shown at the top and water on the bottom

not resolved well enough. We saw that a M7 mesh already was a coarse mesh for simu-
lating a two phase flow from the previous chapter. A M8 mesh still needed a smaller∆y+
to resolve the layers up to the smallest level. Since the statistics for this case is presented
on a M7 mesh, the inadequacy of the mesh to resolve the boundary layer for this two
phase problem is evident from Figure 6.5.

The r.m.s fluctuations, ui ,r ms =
√〈

ui u j
〉

for all 3 components of velocity is shown for

both the phases. The air side fluctuations reach a maximum value in the near wall region
whereas the fluctuations are smaller at the center line. This indicates that the turbulent
shear stress and hence the budgets would typically have lower values in the bulk. This is
contrasting to what was seen in the co-current Couette flow simulation. Again, reference
data is shown only for half of the domain due to the symmetricity. For the streamwise
fluctuations, the test case has similarities with the reference. But the presence of an in-
terface and the shear caused by it reduces the spanwise and the normal fluctuations.
The streamwise and the spanwise fluctuations at the interface in the water side do not
die out due to a "shear-free-like" surface. This was also one of the common observations
in the co-current Couette flow. The fluctuations of the normal velocity component has
a zero value at the interface due to the numerical method adopted previously. For the
same Reτ used in an open channel flow, the fluctuations in the spanwise and the normal
direction seem to be smaller for the test case. This points out that the shear felt by wa-
ter in two phase flow is not as low as shear felt by water in an actual open channel flow.
Hence, in both the domains, the spanwise and the normal fluctuations are smaller when
compared to their respective reference cases who simulate for the same Reτ as the test
case.
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Figure 6.5: Mean velocities in the logarithmic scales for the near-interface in the air side

Figure 6.6: R.m.s velocity fluctuations shown for both air and water phase. The values are compared against
the single phase channel data for the air side and open channel flow for the water side
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Figure 6.7: Reynolds and total shear stress for air and water phase. The Reynolds stresses are compared with
the reference data set

Apart from these observations, an overall similarity with the co-current Couette flow
case can be noticed. The fluctuations in the air side have profiles close to a single phase
turbulent channel. The wall at the top side forces the fluctuations to die out to zero.
At the other side, i.e at the interface, the fluctuations also die out. This confirms that a
high shear is imposed by the water side on the air side which makes the interface feel
like a ’immobile’ wall for the air side. Additional shear effects come into the play since
water moves in a direction opposite to air. Due to this configuration, the friction at the
interface is even higher when compared to two fluids moving in the same direction. The
additional friction/shear felt in the air imposed by the water side, certainly affects the
turbulent velocity fluctuating components in the air phase and the water phase. But we
see that for this choice of Rea

τ and Rew
τ , water still feels air like a shear free surface.

6.2.2. REYNOLDS STRESSES

The Reynolds stresses and the total planar shear stress is shown in Figure 6.7.Naturally,
the Reynolds stresses naturally show a higher value near walls and near the interface
than at the center of the channel. The turbulent shear stresses on the air side are propor-
tionally higher than the water side. This purely seems to be a Reynolds number effect. [1]
ran simulations for different Reτ and saw that the turbulent shear stress grows in propor-
tion with the frictional Reynolds number used. Hence, the stresses in the air side higher
than what is observed in the water side.
They Reynolds stresses attain a maximum value of 0.6 at y+ = 22.7 and seem to be sym-

metric across the center line of the air side channel. The stress at the center line how-
ever is 0. The values are compared against a wall bounded simulation from [1]. With the
presence of an interface, the shear imposed on the air-side seems to be different from
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the wall and hence the turbulent shear stresses are slightly lower when compared to this
reference case. The Reynolds stresses for the water side peak at y+ = 17 (from the bottom
wall) with a value of approximately 0.45. Unlike the air side, the stress is not symmetric.
The stress near the interface peaks with a value of 0.25, almost half of the stress at the
bottom wall.

The total shear stress in each of the phases are also shown in the same figure. Un-
like Couette flows that have a constant shear stress of unity, the stress in the turbulent
pressure driven channel flow is not constant, but varies linearly across the center line. It
could be summed up as the contributions of Reynolds stresses and viscous stresses, as
in equation 5.31. From the profiles obtained, we see that a maximum planar shear stress
is at the walls and at the interface. The contribution of Reynolds stress and the viscous
stress add up to a value of 0.8 in non-dimensional units for both the phases, whereas at
the center line, the stress is zero. The deviation of the Reynolds stresses from the total
shear stress is compensated by the the viscous shear stress and vice versa. This brings
out the balance in the equation 5.31. Thus, this is also a good indicator that the flow is
statistically steady [1].

6.2.3. TKE BUDGETS

The turbulent kinetic energy and the individual terms which form the budgets of TKE
are discussed in this section. Initially the kinetic energy in the channel is shown. Next,
the individual terms comprising the budget of TKE are discussed to compare the air and
water phase and also highlight differences with the reference case. Following this, the
budgets are altogether represented in one scale to explain about the TKE balance be-
tween different terms and redistribution of TKE.

Figure 6.8 shows the turbulent kinetic energy, k = 1
2 (

〈
u′u′〉+〈

v ′v ′〉+〈
w ′w ′〉) in both

the phases. The peaks of the turbulent kinetic energy is explained by the peaks in the
fluctuating velocity components localised near the interface and the near wall region.
The TKE in the air side is symmetric across the center line where it is at the lowest. The
TKE seems to be re-distributed from the center line of the channel towards the interface
and towards the wall. This symmetric distribution of TKE is not observed in the water
phase. The TKE is different at different regions of the flow. In the vicinity of the bottom
wall, TKE reaches a maximum of 3.4 in non-dimensional units. At the center line of the
channel, the TKE a low value. But the value of TKE at the center line of the water phase
is higher than the air phase. But as we move towards the interface, the TKE has the
maximum value in the entire channel. Thus, the turbulent kinetic energy progressively
increases more towards a "shear-free-like" surface and certainly has a non-zero value at
that surface, and thus for this test case is the interface itself.

The individual terms that make up the budgets of TKE are shown in Figure 6.9. Figure
6.9(a) shows the production in both the phases. Production in the air phase is observed
to be higher than the production in the water phase. This as discussed earlier, is purely a
Reτ effect. The production term is a product of the turbulent shear stress and the mean
velocity gradient. The turbulent shear stress is known to scale up with increase in Reτ
in pressure driven channel flows [1]. With Rea

τ > Rew
τ , the production in the air phase is
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significantly higher. This is something which is not observed in sheared Couette flows,
as the maximum value of production stays at 0.25 as Reτ →∞. Upon comparing these
production values with their respective reference cases, with the presence of an interface
separating a counter-current flow, the production terms seem to be lesser in each phase.

Next, the pressure diffusion values are shown in Figure 6.9(b). The pressure diffusion
values have very high gradients near the interface. The magnitude of velocity fluctua-
tions which primarily forms the terms of the TKE budgets, cannot be associated with
such high magnitudes in the values of pressure diffusion which makes it conclusive that
the terms in the budget are computed incorrectly. Moreover, the pressure diffusion val-
ues are the lowest among the other budget terms. Upon close examination, the pressure
diffusion values are also higher near the top and bottom walls. The boundary condi-
tion for the gradient computation for this budget term might be incorrect due to which
they show high values at the walls. Similarly, an incorrect rescaling across the interface
might have led to this unphysical gradient near the interface. The aforementioned rea-
sons were neither quantified nor confirmed and remain uncertain. As mentioned earlier,
due to insufficient time, this problem was not debugged and thus opens a way for an im-
provement for this counter-current model.

Figure 6.9(c) shows the diffusion in the two phase flow due to transport of velocity
fluctuations. With the theory established about transfer of TKE with respect to positive
and negative peaks from the previous chapter, we see that, in air-phase only a small
amount of kinetic energy is transported from the near interface region towards the bulk
in the water phase.

Figure 6.8: Turbulent kinetic energy in both the phases. Upper axis represents the air phase and the bottom
axis represents the water phase
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(a) (b)

(c) (d) (e)

Figure 6.9: Individual terms in the budget equation 4.20 for both the phases of (a) Production (b) Pressure
diffusion (c) Turbulent transport (d) Viscous diffusion (e) Dissipation. Solid blue lines represent the water
phase, compared against [21] and red lines represent the air phase compared against [1] .



6.2. RESULTS

6

103

Figure 6.9(d) show diffusion due to viscous effects. The air side has similarities with
the classical wall bounded turbulent flow. But in the water side, as seen in the Couette
flow situation, high viscous diffusion is observed. Comparing the diffusion terms, kinetic
energy seems to be transported more due to viscosity effects than velocity fluctuations.

The dissipation budget of TKE is presented in Figure 6.9(e). Upon comparing the
test case with the reference case in the air-side, the dissipation is comparatively higher.
The near interface dissipation in the air side is comparable to the dissipation at the top
wall and hence does not behave differently near the interface. But in the water phase,
dissipation gradually increases towards the interface and has a ’dip’ in the near interface
region. Thus, the dissipation near the interface is higher, similar to what is observed in
an open channel flow. [21].

The terms in the TKE budget are altogether represented in one scale in Figure 6.10.
The top axis represents the air phase, which is compared with its reference case of [1]
and the bottom axis shows the budgets of the water phase compared with its reference
case of [21]. Since the pressure diffusion values present unphysical gradients as a result
of incorrect computations, it is not shown here. The budgets in both the phases seem
to be localised in the near wall and the near interface region. i.e, y+ < 20 from the walls
and from the interface. The budgets in the air phase are comparable to a wall flow in the
interface region although the magnitude of budgets in the reference case near an actual
wall having the same Reτ are higher. This fact is also highlighted in [14] who compared
the air side motions with a wall bounded flow. This says that the turbulent fluctuations
are damped in this near interface region in the gas phase, due to a high shear present
at the interface imposed by water moving in the opposite direction. Generally, a good
balance is seen between the terms in the budgets in the air side. The production almost
balances dissipation near the interface and also in the core flow. The kinetic energy is
extracted from the mean flow and redistributed by the diffusion terms towards the wall
and the interface. In the water phase, the terms in the budget near the interface do not
resemble the wall behaviour. Turbulent dissipation is much higher. Smaller values in the
diffusion terms show that there is more diffusion from the interface towards the mean
flow. Dissipation in the bulk is seemed to be balanced by the transport term and bal-
anced by viscous diffusion just at the interface. But near the interface, with production
being small (for this particular choice of Rew

τ ) and dissipation being of the same mag-
nitude, there is a balance between production and dissipation. [14] and [32] report that
there is a general imbalance in the budgets, but this is because they simulate both the
phases with the same Reτ. In this case, the production in both the phases will be of the
same magnitude, but still having a high dissipation (due to a "shear-free-like" surface)
near the interface of water. This leads to the dissipation not being balanced by the pro-
duction in the near wall region, which is what was reported. But in our case, we do not
see this, as we simulate two different Reτ, therefore modelling up to a more realistic sce-
nario. The kinetic energy which is redistributed from the bulk towards the interface, has
a non-zero value exactly at the interface, causing few of the budget terms with viscous
mechanisms to having similarities with a shear free surface.
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Figure 6.10: Turbulence kinetic energy budget in air-phase (top) and water-phase (bottom)



7
CONCLUSIONS

The work presented in this thesis illustrates a systematic approach towards developing
a Direct Numerical Simulation for a stratified turbulent two-phase flow configuration.
The developed simulation tool was primarily based on NRG’s solver RK-Basilisk. Three
different test cases were studied, each of which are explained in different chapters of this
thesis, were compared and validated against literature.

Initially, a turbulent single phase flow was studied in order to have a good under-
standing and to form a solid basis while modelling turbulent two phase flows. A shear
driven Couette flow configuration was chosen and modelled in RK-Basilisk. To have
multiple resolutions through the grid, the geometric grading strategy used for meshing
was discussed. Upon performing a mesh independence study, an adequate grid which
resolved the boundary layers fairly well was identified. The computed lower order and
higher order statistics which were compared against the data from [56], were shown to
have a good agreement. The various analyses provided the necessary theoretical back-
ground for the interpretation of results for the two phase problem. We also observe that
RK-Basilisk which uses lower order FVM, captures the turbulent activities near the wall
very well and thus performs as good as the simulations of [56] who use higher order
schemes like spectral methods.

Next, a DNS is performed for a stratified two phase turbulent co-current Couette flow
configuration and the model implemented in RK-Basilisk is validated against simula-
tions of [31]. True air-water ratios are chosen which leads to the frictional Reynolds being
’coupled’ which then give rise to different spatial and temporal scales, and thus opens
the problem to a more realistic situation. We see that there are a few constraints posed by
the solver due to its inflexible nature to solve with fractional iteration method, thus forc-
ing us to solve the air-water flow ’together’. When true air-water ratios are used, solving
the problem ’together’ poses another constraint, i.e, gradients just across the interface
involves variables of different scales. Thus these constraints are overcome by developing
a general mathematical framework which involves some reformulation in the terms of
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the Navier-Stokes at the interface so that it "treats" interface as a boundary to replicate as
if two single phase problems are solved together,coupled at the interface. The meshing
strategy from the single phase simulation was extended to the two phase problem such
that, the two phase grid has cells clustered near interface and near walls. Upon basing
the grid on the higher Reτ, the cells belonging to the bulk region become coarse as the
cell width scales with Reτ. Due to this reason, even the mesh M8 had cells which were
found to be coarse in the bulk region. Unfortunately due to the computational budgets,
analyses were limited to M8 mesh. Good agreement for the lower order statistics were
obtained. However, few of the computed higher order statistics had a small under pre-
diction, which is one of the limitations in this work. Upon studying the budgets, we see
that due to the strong shear at the interface, air phase perceives the water phase as a wall,
whereas, the water phase sees air more like a free surface, bringing out the differences in
the interfacial boundary layers. As a result, budgets of TKE in the air side resemble that
of a wall and the water side resembles a free-slip layer. An overall redistribution of tur-
bulent kinetic energy from the air phase into the water phase was observed. Finally the
coherent structures in the flow were studied and the structure of the vortices revealed
the high shear rate imposed at the interface. Moreover, contours of streamwise fluctu-
ations identified regions of high and low speeds. Similarities in the contours of streaks
between the interface and the water side boundary layer concludes that the interface
motions were controlled by water.

Since this model of co-current flow was validated, the goal was extended to perform
simulations of counter current flow as well. Simulations were performed for a pressure
driven flow instead of shear driven flow. Due to the unavailability of literature for the
flow configuration that is desired, each of the phases were compared with different data.
With the general inference compiled from the simulation of co-current flow, air phase
is ’compared’ against single phase channel flow simulations of [1] and the water phase
with open channel flow simulation data of [21]. The general mathematical framework
developed for the co-current flow simulation was extended to this test case as well. In
addition to this, pressure gradients that drive the flow in each direction was derived con-
sidering the interfacial conditions responsible for this configuration. Lower order statis-
tics showed similarity with the respective reference cases. Moving to the higher order
statistics, showed some differences with the references who simulated it for the same
Reτ. As seen in the co-current flow, due to the presence of the interface the budgets of
TKE in the water side have a behaviour similar to a free surface, where the interface mo-
tions are less constrained. Regarding the gas phase, as expected, the interface budgets
show the ’wall-like’ similarity thereby confirming the qualitative behaviour. But there
are quantitative differences in the wall similarity when compared to simulation of [1] for
the same Reτ. It is observed that the budgets of TKE were lower than what is seen in the
reference case, showing that, turbulence in the air side is damped more by the presence
of an interface due to high shear imposed by the water phase moving in the opposite
direction.

In a nutshell, this work started with identifying a test case that would open the prob-
lem to a more realistic scenarios. The choice of simulating a co-current configuration
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with true air-water ratios in their respective scaling justifies the objective. As turbulence
is dissipative, there needs to be a choice of how the flow needs to be driven. Generally,
fluids are driven purely by shear or by pressure. In this thesis, both the driving mech-
anisms for two different flow configurations were explored. Although comparing both
would be naive, since the mechanism by which they are driven are different, a com-
mon conclusion about the air-water interfacial flow was seen that, the lighter phase sees
the heavier phase as a wall and the heavier phase feels the lighter phase as a free sur-
face. As to study the the near interface and near wall characteristics better, an efficient
mesh was constructed by geometrically stretching and deforming the domain. Finally,
after addressing the constraints in the choice of our problem, two robust benchmark
DNS tools were made to simulate co-current shear driven and counter-current pressure
driven flows. The simulations performed using these tools were validated using post
processing and studying the budgets. Although, there were a few limitations in the cases
which were addressed, this work was able to answer the research objectives formulated
in the literature review phase of this thesis. In the future, this tool can be used to sim-
ulate co-current and counter-current turbulent stratified flow simulations to produce
(DNS) data sets in order to support,train, or develop more coarse models such as RANS,
or provide validations for such models.
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