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Thesis Summary

Opportunistic Spectrum Access: Designing Link and Transport Layer

Due to the rapid growth of wireless services the radio spectrum needs to be ef-
ficiently utilized to fulfill the quality of service requirements of the end users.
However, many independent observations show that radio frequency resources are
often wasted. That is, while channels where WiFi and Bluetooth operate are crow-
ded, other radio frequencies, like those assigned to analogue cellular telephony or
TV bands stay silent. Our own limited observations of Dutch 400 MHz channel
occupancy, presented in the Appendix of this thesis, indicate less than 10% spec-
trum utilization. Thus if secondary wireless networks were able to exploit those
voids in radio spectrum, its overall utilization would dramatically increase and the
pace of wireless networks proliferation would be kept. Therefore this idea, called
Opportunistic Spectrum Access (OSA), has attracted lots of recent attention of
numerous research labs and universities.

There are many open problems related to OSA, mostly associated with phy-
sical layer. However, of high importance is to understand and explore network-
related properties of OSA. Therefore the aim of this thesis was to progress further
networking research on OSA. Particularly, in the context of Link and Transport
layer of the Open Systems Interconnection reference model, the presented results
give certain insights into the design and performance of Medium Access Protocols
(MAC) and Transport Control Protocols (TCP) for OSA networks.

We introduce the reader to the topic in Chapter 1, where we discuss the open
issues and research questions that are associated with the OSA protocol design. In
particular we have found that better a OSA MAC protocol needs to be developed,
which would be flexible enough to support high throughput for secondary users
and induce minimum interference to the licensees. Also the interaction between
physical layer, MAC and transport protocols in OSA networks needs to be better
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iv THESIS SUMMARY

understood.
Our first results are given in Chapter 2 where we present the contributions on

the physical layer analysis for OSA, which serve as the basis for the protocol analy-
sis in the subsequent chapters. We discuss unique properties of the OSA physical
layer that affect the operation of higher layers of the protocol stack. These are:
i) the licensed user activity detection process and ii) the randomness in channel
occupancy by the licensee. It has been shown that the best way to mitigate the
destructive propagation effects in the detection process is to distribute spectrum
sensing amongst all nodes in the OSA network. We have proposed cooperative
log-likelihood combining as a good sensing scheme, which outperforms other exis-
ting methods like hard decision combining. As a result of this analysis a protocol
has been proposed that serves as a substrate for spectrum sensing information
dissemination. In the context of channel variation statistics we have also explored
the networking properties of this protocol, i.e., how frequently an OSA network
needs to observe the licensed channel such that the maximum observation time
can be achieved with the minimum energy consumption.

In Chapter 3 a general analysis of OSA network performance is presented. We
explore the blocking probabilities in such networks, using Markov chain analysis,
taking into account the physical layer features explored in Chapter 2. Two ge-
neral channel access strategies for OSA networks with non-uniform licensed user
channel utilization have been defined: i) random and ii) leased-used channel ac-
cess. We have concluded that leased-used channel access strategy improves OSA
network throughput significantly, when utilization imbalance between individual
licensed user channels is apparent. With this information in mind we have desig-
ned a simple OSA MAC protocol, based on modified ALOHA, that exploits the
knowledge of channel utilization and operates within the interference constraints
given by the radio regulator.

As a follow-up to the proposed OSA MAC in Chapter 3, different implemen-
tations of multichannel MAC protocols for OSA networks have been performed
in Chapter 4. It has been concluded that hopping MACs perform better than
ones with a dedicated control channel in terms of obtained throughput, as well
as in terms of interference induced to licensed users. Also, we have proposed a
new class of MAC protocols in OSA context, called Multiple Rendezvous MAC,
that outperforms all other multichannel MACs existing in the literature, given
different performance metrics like delay, throughput or interference induced to
the licensee.

Having the foundation of the MAC design for the Data Link layer, we have
performed the analysis of OSA network Transport layer focusing on TCP. One
of the conclusions to be drawn from this analysis is that the length of the non-
activity time of the channel licensed user has more negative impact on the OSA
channel utilization by the TCP than the licensed user activity time. Also, we have
observed that with the existing spectrum situation all currently available TCP
designs with Selective Acknowledgments implemented, should have no problem
with grabbing as much available licensed user bandwidth as needed. These results
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are presented in Chapter 5.
Finally the results of this thesis are summarized in Chapter 6. Also, some open

research questions related to the topic of OSA protocol design and performance
are presented there.
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Samenvatting

Opportunistische Spectrumtoegang: Ontwerp van de Link- en de Transport-
laag

Vanwege de snelle groei van draadloze diensten dient het radiospectrum efficiënt
te worden benut om te voldoen aan de eisen van de eindgebruikers met betrek-
king tot de kwaliteit van de service. Maar veel onafhankelijke waarnemingen
tonen aan dat radiofrequenties vaak verspild worden. Terwijl de kanalen waar
WiFi en Bluetooth opereren vol zijn, worden andere radiofrequenties, zoals die
toegewezen aan analoge cellulaire telefonie of TV kanalen, vrijwel niet benut.
Onze eigen beperkte observaties van de bezetting van het Nederlandse 400 MHz
kanaal, die in het aanhangsel van dit proefschrift geplaatst zijn, tonen minder dan
10% gebruik van het spectrum. Dus als secundaire draadloze netwerken de leem-
ten in het radiospectrum konden benutten, zou het algehele gebruik drastisch
toenemen en het tempo waarmee draadloze netwerken zich prolifereren worden
gehandhaafd. Daarom heeft dit idee, genaamd Opportunistic Spectrum Access
(OSA) [Opportunistische Spectrumtoegang], recentelijk veel aandacht van talloze
onderzoekslaboratoria en universiteiten gekregen.

Er zijn veel open problemen met betrekking tot OSA, meestal geassocieerd
met de fysieke laag. Het begrijpen en verkennen van netwerk gerelateerde ei-
genschappen van OSA is echter van groot belang. Het doel van dit proefschrift
was om onderzoek op het gebied van OSA netwerken te bevorderen. Vooral in
het kader van de Link- en Transportlaag van het Open Systems Interconnection
referentiemodel, geven de gepresenteerde resultaten inzicht in de prestaties van
Medium Access Protocol (MAC) en Transport Control Protocol (TCP) voor OSA
netwerken.

We introduceren het onderwerp aan de lezer in hoofdstuk 1, waar we de open
kwesties en vragen uiteenzetten geassocieerd met het OSA protocol ontwerp. In
het bijzonder hebben we vastgesteld dat een beter OSA MAC protocol moet
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worden ontwikkeld, dat flexibel genoeg is voor de ondersteuning van een hoge
doorvoersnelheid voor secundaire gebruikers en minimale interferentie induceert
bij de licentiehouders. Ook de interactie tussen de fysieke laag, MAC en transport
protocollen in OSA netwerken moet beter worden begrepen.

Onze eerste resultaten zijn te vinden in hoofdstuk 2 waar we de bijdragen aan
de fysieke laag analyse voor OSA presenteren, die als basis dienen voor de protocol
analyse in de volgende hoofdstukken. We bespreken de unieke eigenschappen van
de OSA fysieke laag die invloed hebben op de werking van de hogere lagen van
de protocol stack. Deze zijn: i) detectie van activiteit van een gelicentieerde ge-
bruiker en ii) de willekeurigheid in kanaalbezetting door de licentiehouder. Het is
aangetoond dat de beste manier om de destructieve effecten van het detectieproces
in te perken is het verkennen van het spectrum te verdelen over alle knooppunten
in het OSA netwerk. Wij hebben cooperative log-likelihood combining voorge-
steld als een goed verkenningsschema, dat beter presteert dan andere bestaande
methoden zoals hard decision combining. Als resultaat van deze analyse is een
protocol voorgesteld dat dient als een substraat voor de verspreiding van informa-
tie uit de spectrumverkenning. In het kader van kanaalvariatiestatistieken hebben
we ook de eigenschappen van het netwerkprotocol onderzocht, dat wil zeggen, hoe
vaak een OSA netwerk het licentiekanaal moet observeren, zodat een maximale
observatietijd kan worden bereikt met een minimum aan energieverbruik.

In hoofdstuk 3 wordt een algemene analyse van de netwerkprestaties van OSA
gepresenteerd. We onderzoeken de blokkeringskansen in deze netwerken, met be-
hulp van een Markov-keten analyse, rekening houdend met de kenmerken van de
fysieke laag onderzocht in hoofdstuk 2. Twee algemene kanaaltoegangstrategieën
voor OSA netwerken met een niet-uniform licentie-kanaalgebruik zijn gedefinieerd:
i) de willekeurige en ii) leased-used kanaaltoegang. We hebben geconcludeerd dat
de leased-used kanaal strategie de doorvoersnelheid van het OSA netwerk aanzien-
lijk verbetert, indien het gebruik van licentiekanalen waarneembaar onevenwichtig
is. Met deze informatie in het achterhoofd hebben we een eenvoudig OSA MAC
protocol ontworpen, gebaseerd op gemodificeerd ALOHA, dat gebruik maakt van
de kennis van het kanaalgebruik en opereert binnen de interferentiebeperkingen
die zijn opgelegd door de radio-toezichthouder.

Als vervolg van de voorgestelde OSA MAC in hoofdstuk 3, zijn diverse im-
plementaties van multikanaals MAC protocollen voor OSA netwerken uitgevoerd
in hoofdstuk 4. Er wordt geconcludeerd dat hopping MACs beter presteren dan
degenen met een special controlekanaal in termen van de verkregen doorvoer, als-
mede op het vlak van interferentie toegebracht aan gelicentieerde gebruikers. Ook
hebben we een nieuwe klasse van MAC-protocollen voorgesteld in de OSA context,
genaamd Multiple Rendezvous MAC, die beter presteert dan alle andere multika-
naals MACs in de bestaande literatuur, gegeven verschillende prestatiemetrieken
zoals vertraging, doorvoer of interferentie toegebracht aan de licentiehouder.

Met gebruik van de basis van het MAC ontwerp voor de Linklaag, wordt een
prestatieanalyse van de OSA netwerk Transportlaag uitgevoerd met de nadruk op
TCP. Een van de conclusies die wordt getrokken uit deze analyse is dat de tijd dat



ix

de kanaal primaire gebruiker niet actief is, meer negatieve invloed uitoefent op het
OSA kanaalgebruik door het TCP dan de tijd dat de kanaal primaire gebruiker
wel actief is. Ook hebben we geconstateerd dat met de bestaande situatie in
het radiospectrum, alle momenteel beschikbare TCP ontwerpen, waarin Selective
Acknowledgments zijn geimplementeerd, geen probleem zouden vormen wanneer
de voor de gelicentieerde gebruiker benodigde bandbreedte wordt benut. Deze
resultaten worden gepresenteerd in hoofdstuk 5.

Tot slot zijn de resultaten van dit proefschrift samengevat in hoofdstuk 6.
Tevens wordt er een aantal open vragen gepresenteerd met betrekking tot OSA
protocolontwerp en -prestaties.

Przemys law Pawe lczak
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Chapter 1
Introduction

to s lowa
tak mówia֒
to myśli

Siekiera, “To s lowa,” from the album “Nowa Aleksandria,” Tonpress KAW, 1986

Wireless communication has been constantly evolving from the moment hu-
mans communicated for the first time using radio waves. Thanks to the technolo-
gical development wireless devices surround us wherever we go and whatever we
do. However there is a problem. Currently though there are so many networks
around us with only a handful of radio channels available for the new networks
and services. Exploiting the fact that most of the radio spectrum assigned is used
inefficiently, future networks would be able to communicate using the technique
called Opportunistic Spectrum Access (OSA). This thesis will describe how.

Particularly, from the perspective of Link and Transport layer of the classical
Open Systems Interconnection (OSI) basic reference model, this thesis investigates
the aspects of OSA networks. Results presented here give certain insights into the
performance of OSA, as well as into the design and performance of Medium Access
Protocols (MAC) and Transport Control Protocols (TCP) for OSA networks.

This chapter introduces the notion of OSA as well as all its accompanying top-
ics, presenting the background for the results obtained in the subsequent chapters.
First we start by introducing the idea of OSA in Section 1.1. All the concepts
related to OSA, especially the ones that interrelate to the future spectrum man-
agement, that will be used throughout this thesis are described in Section 1.2.
Then, in Section 1.3 we list problems and open research questions related to
OSA. Positioning this research and the motivation for the work in this thesis and
an overview are given in Sections 1.4 and 1.5, respectively. Finally, a summary of
the main results from this thesis is given in Section 1.6. Chapter is concluded in
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2 INTRODUCTION 1.1

Section 1.7.
We emphasize here that this thesis was written with the assumption that the

reader has been exposed to the basics of digital telecommunication principles and
is familiar with classical performance analysis techniques.

1.1 Opportunistic Spectrum Access

Everything has its beginning — life, PhD thesis, as well as any technological
development. It is then necessary to start this dissertation with a discussion on
how everything started with OSA, what OSA can offer, and what are the research
problems associated with OSA. We also feel strongly that it is necessary to look
at this communication technique in a proper historical context.

1.1.1 Infinite Capacity, Infinite Possibilities

Martin Cooper – former corporate director of Research and Development for
Motorola and considered by many as the father of the mobile phone – once stated
that the number of wireless voice or data transmissions that can be transported
over a given area in all of the useful radio spectrum doubles every two and a
half years1. Thus at the time of writing this thesis the theoretical number of
possible wireless connections at the spot where Guglielmo Marconi performed his
first spark gap transmission2 in 1895 raised from 1 to an astonishing 4.04×1013.

But, for example, when one looks closely at the proliferation and utilization
of Wi-Fi Access Points (APs) in crowded city areas, not much space is left for the
Cooper’s law to prove itself in the near future in these bands. To give a sharp
example, one of the Ofcom (United Kingdom’s communications market regulator)
studies showed that the average number of APs that can be accommodated per
square kilometer, such that reasonable Quality of Service (QoS) can be exper-
ienced by individuals, is ≈ 26, assuming that no other devices, e.g., Bluetooth
and microwave ovens, radiate at a given frequency [1]. In contrast to that, rough
estimates of Wi-Fi proliferation in central London, performed by British futurist
Peter Cochrane, revealed a stunning number of 200 APs/km2!

1.1.2 Cooper’s Law: Theory versus Reality

Wireless Local Area Networks (WLANs) in 2.4 and 5 GHz bands are overpopu-
lated since their capacity is too small for a far too higher number of interested
parties. But even if WLAN network administrators would like to direct some of
the traffic to different bands to reduce the congestion, they are forbidden to do

1Although we are not aware of any document to cite this observation, the Internet legend
credits this law to Cooper.

2Which does not necessarily mean that he was the first one to demonstrate wireless commu-
nication using radio waves — Bengali Hindu, Jagadish Chandra Bose was the first, see IEEE
History Center.
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so since it would violate local spectrum licensing laws. Even more interesting,
if we look closely at any recent spectrum utilization measurement (an example
is given in Appendix A) we will notice a huge asymmetry in spectrum utiliza-
tion. That is, while popular spectrum bands like WLAN are highly congested
in certain geographical areas, majority of spectrum bands, although assigned to
different systems, are practically silent. Under-utilization is specifically visible in
the licensed bands, i.e., bands that one must acquire a license, potentially from
a spectrum regulator before usage. Pagers, analogue television and telephony,
although slowly disappearing from the annals of telecommunication history, still
have a reserved place in spectrum charts, which no one except for these licensees
can use.

Thus the problem lies not in Cooper’s law but in an archaic spectrum licensing
and management. Such static spectrum assignment, applied to radio frequencies
for almost a century, led to quasi-scarcity of the spectrum. It would be thus prac-
tical to allow unlicensed users to exploit dynamically and opportunistically the
licensed frequencies when they are free at a specific time and space (to minimize
interference). Theoretically, such approach would increase overall frequency re-
use and would boost the throughput for applications that opportunistically use
the empty frequencies. This way of spectrum access will be called throughout
this thesis as OSA (more formal definition will be given in Section 1.2.2). There-
fore through OSA WLAN, users would benefit from a temporal channel change,
while this would not cause interference to anyone, since there would be no one to
interfere with!

There have been many successful attempts in the past to liberalize spectrum
access this way. Before going further with the OSA overview let us briefly discuss
the history of non-conservative approach to spectrum management.

1.1.3 A Brief History of Elastic Spectrum Management

Dynamic and opportunistic spectrum sharing is not a novel idea and is probably
as old as radio communication itself. Looking at the history of radio regulation
(especially in the United States) we can find many examples of attempts to lib-
eralize spectrum market. Here, by liberalization we mean maintaining a set of
radio channels and assigning them on demand basis. Such maintenance would
be completely distributed (using specific radio layer management protocols) or
supported by a spectrum regulator.

One of the first communication systems with shared radio resources, de-
veloped in early 1920s, was maritime communication, see Fig. 1.1). In this system
2.182 kHz band was used as emergency and control channel on which all ships
listen whether someone wants to communicate by broadcasting working carrier
identifier for further communication. After the World War II, around 1960, USA’s
Federal Communications Commission (FCC) allowed using shared channels in
land mobile communication, where one trunking channel could be used by many
parties. With hardware extensions, like tone-coded squelch or Listen Before Talk
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Figure 1.1: History of dynamic spectrum access systems and their relation to the im-
plementation platforms, with the view on the future; DSA: Dynamic Spectrum Access,
HW: hardware, SW: Software (for the explanation of all terms and other abbreviations
reader is referred to Section 1.1.3.)

(LBT), and the fact that most transmitted messages were short, shared channel
communication became very efficient. In the mid 1970s FCC allowed to share
channels at 27 MHz band (so called Citizen Band (CB)) on a first come first
served (FCFS) basis. The only restriction that users of CB bands had to adhere
to was maximum transmitting power limits.

With the advent of wireless data communication more flexible ways of spec-
trum management were possible. Abramson’s Aloha protocol, presented in 1970,
was a solution to use radio channels for wireless data communication without any
centralized coordinating entity. The ideas of random access were later extended
to Packet Radio Networks. This, indirectly, gave a way to an FCC Rule part 15,
which described the ways of coexistence of low power wireless devices in Indus-
trial, Scientific and Medical (ISM) bands. Adopted in 1985, it initially described
the methods for wireless devices using spread spectrum as a communication tech-
nique. Later FCC part 15 Rule was changed to allow any modulation technique
that met required power limits, is wide enough and did not contain “strong spec-
tral lines”. Neither Etiquette nor LBT protocols were defined in FCC Rule. Its
huge success was later legitimized by FCC’s acceptance of Apple Corp. proposal
in 1995, to allow everyone to use 5 GHz band (called Unlicensed-National Informa-
tion Infrastructure (U-NII)) without any prior allowance. Currently, U-NII is used
with success for wireless packet-based communication. British Cordless Telephone
Second Generation (CT2) system standardized in the mid 1980s was another ex-
ample of a successful distributed channel management technique. 40 MHz band
divided in 40 channels was managed by a Base Station (BS) that could monitor



1.1 OPPORTUNISTIC SPECTRUM ACCESS 5

the level of interference on all channels and choose one that possessed minimum
interference.

In George Gilder’s article “Auctioning the Airwaves” published in Forbes on
April 11, 1994, the author envisioned the future in which “the wireless systems
(...) will offer bandwidth on-demand and send packets wherever there is room”.
In parallel, Eli Noam from University of Columbia proposed in 1995 an “Open
Spectrum Access” paradigm [2], in which interested parties would pay for band-
width whenever there is demand. Although both proposals addressed no technical
issues and were mainly aiming at packet data communication, it was a sign for
radio regulators that real steps in liberalizing spectrum market were needed, i.e.,
it was a clear indication that it might be better to promote licensed parties that
share their unutilized resources, instead of not controlling how the spectrum is
utilized by the licensees.

Therefore, in 2002 FCC issued 98-153 Docket permitting many users to trans-
mit on a single channel using low power communication based on Ultra Wide
Band (UWB) communication. Recently released FCC Docket 03-122 revisited
rule 15 allowing wireless data users to share channels with radar systems on LBT
basis. Finally FCC realized that Cognitive Radio (CR) techniques are the future
substrate that stimulate full growth of “open spectrum” (see FCC Docket 03-108
on CR techniques and FCC Docket 04-186 on CR in TV spectrum). Finally on
the day of the historical 2008 US presidential election FCC released 08-260 Docket
that formally allowed unlicensed transmission in the TV broadcast bands.

We note that some probes of radio channel liberalization were not so spec-
tacular, mainly due to inflexible rules of operation enforced by the regulator.
Examples of such systems were Radio Common Carrier (RCC) issued in mid
1970s, 800 MHz channel Air Ground Telephone Service (AGTS) from 1990s, Un-
licensed Personal Communications Service (UPCS) and Large Scale Low-Earth
Orbit Satellite System (called “Big” LEOS) with shared Code Division Multiple
Access channels (early 1990s). First, RCC could operate only when multiple ser-
vice providers decided how to share common channels that was not so financially
attractive due to competition between all interested parties. Second, AGTS was
not popular due to many rules of operation that FCC provided. Third, UPCS
specification by FCC also included many restrictions to the operation of potential
systems. Moreover it had to share channels with microwave point to point links,
which are now ubiquitous, and often space separation was necessary between dif-
ferent UPCS devices. Finally, “Big” LEOS failure was due to financial problems
of service providers because of licensing fees.

More information on the historical developments in dynamic spectrum man-
agement can be found in [3], where some of the systems are more elaborately
explained. Brief illustration of the above discussion is given in Fig. 1.1, where
we map discussed solutions onto different types of hardware platforms, which
we describe in more detail in Section 1.2.1. Note that we can observe semi-
exponential growth in radio reconfiguration flexibility. That is on the course of
history hardware that supported wireless communication became more capable of
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doing complicated signal processing tasks, while software design that supported
radio hardware became more important during the design process. Now, given
the knowledge of the past on flexible spectrum management, we obviously need
to look at the future.

1.1.4 A View of Wireless Network Futurists

In the late 1990’s, in tune with what has been happening over the last 100 years
in radio spectrum management, community of researchers, visionaries, futurists
and the like started to think about combining flexible spectrum access concepts
with intelligent radio hardware platforms and smart networks. In this framework,
emerging paradigms of dynamic spectrum access were related to cognitive com-
munications3. The computational abilities of current electronic devices as well as
recent developments in computer science and artificial intelligence led research-
ers to start thinking of introducing the cognition into the wireless networks and
devices. This functionality would allow wireless systems in general to become
more flexible, inferring from the environment on the required actions and adapt
the internal parameters to fulfil the needs of the user to the possible best. These
cognitive devices would per se also allow harvesting the radio spectrum more op-
timally, allowing more users to communicate efficiently, without additional need
for licensing. The ultimate dream is to use and reuse the available spectrum to
the fullest.

The CR, as it is usually called in the literature, started to attract lots of
attention gradually. Since the introduction of this concept formally in 1999 by
Mitola [4] a massive amount of literature has been published on this topic. In
nine years more than 35 conference and workshops that focused solely on CR have
been organized and approximately 20 scientific journal special issues on CR have
been published, see http://www.scc41.org/crinfo/. Looking at the popularity of
papers published by Institute of Electrical and Electronics Engineers (IEEE) on
CR since 2001, see Fig. 1.2a, and the results of our simple investigation based
on Internet webpage crawling, see Fig. 1.2b, we can conclude that CR, Dynamic
Spectrum Access (DSA) and OSA, which are inter-related with CR, have become
increasingly popular.

Moreover, recent research papers outline the possibility of extending the prin-
ciple of cognitivism to entire heterogeneous networks, thus a new concept called
Cognitive Networks (CN) [5] has been making inroads as one of the future net-
working construct. The aim of CNs is to self-adapt to the changing requirements
from users and applications in order to provide QoS and self-management capab-
ility. Such a networking paradigm is based on the availability of Software Adapt-
able Network elements, driven and configured by a cognitive process4. Growing

3The term cognition is a popular topic in psychological and social sciences that relates to
information processing, understanding and making sense of the observations, and finally using
it in future interactions with the environment.

4Cognitive process is a decision making engine whose decisions are based on the current
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Figure 1.2: Popularity of OSA and its related concepts: (a) number of articles related
to Cognitive Radio published by IEEE (source: Dr. A. Swami, US Army Research Labor-
atory); and (b) statistics of the Google search engine responses for ‘Cognitive Radio’
(CR), ‘Dynamic Spectrum Access’ (DSA) and ‘Opportunistic Spectrum Access’ (OSA)
phrases in terms of number of WWW pages found.

interest on this research topic can be recognized by the commencement of an
IEEE Communications Society Technical Committee on Cognitive Networks, see
www.eecs.ucf.edu/tccn/.

1.1.5 Advantages and Applications of OSA

Since OSA and its related concepts are radio access techniques, they can be ap-
plied to any communication system or network that suffers from spectrum short-
age. It becomes attractive since it does not need any specially designed mod-
ulation technique, coding, etc. OSA reuses spectrum which has been detected
as vacant using the appropriate communication technology. Ad Hoc, sensor and
cellular are the ones that will immensely benefit from additional spectrum capa-
city that OSA can offer. Operation specific networks can also benefit from the
introduction of OSA. For example in this thesis a specific application of OSA into
Emergency Communication Networks (ECNs) will be introduced and discussed
in detail.

Further, attractiveness of OSA has been recognized by European Telecom-
munications Standards Institute (ETSI), and has been considered as one of the
candidates for future radio interface of 4G networks. The potential for OSA has
also been found by IEEE. Its newest standard specifying protocols for future Re-
gional Access Networks (RANs), called IEEE 802.22, aims at design of a new
radio interface that would work in the so called white spaces, i.e., places in radio

network conditions and involving adaptation and learning techniques.
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spectrum vacated by analog television signal. Yet another initiative by the IEEE
is a standard related to reconfigurable heterogeneous radio interfaces, called IEEE
1900.4.

A discerning reader will notice some inconsistency in terminologies related to
OSA, e.g., what is the relation between CR, DSA and OSA. In the following
section we will discuss each concept in detail, pointing to the essential differences
between them.

1.2 Essential Concepts Related to OSA

Unfortunately, during the course of research on OSA, there has been a lot of ambi-
guity in naming certain concepts. We noticed that different modern approaches of
spectrum management are commonly mistaken with CR. We will briefly elaborate
on this issue in the subsequent paragraphs.

1.2.1 Ambiguity in CR Definitions

Historically, CR was first described by Mitola in [4; 6; 7] as a decision mak-
ing layer in which “wireless personal digital assistants and the related networks
were sufficiently computationally intelligent about radio resources, and related
computer-to-computer communications, to detect user needs as a function of use
context, and to provide radio resources and wireless services most appropriate to
those needs.” It was a vision of an intelligent wireless “black-box” with which
user travels. Wherever the user goes CR device would adapt to new environment
allowing the user to be always connected [4]. We need to note here that Mitola
was not only the initiator of the CR notion, but also coined the term Software
Defined Radio (SDR). He thought of CR as a natural extension of SDR, where
software allowed to flexibly altering transmission and reception parameters, to all
layers of communication stack. Also, he was the first one to think of including
“intelligence ergo cognition to the whole radio setup.

Six years after Mitola’s first article on CR, Haykin in his invited article to IEEE
Journal on Selected Areas in Communications [8], recapitulated the idea of CR.
He defined CR as “inclusive of SDR, [idea] to promote efficient use of spectrum by
exploiting the existence of spectrum holes”, or “intelligent wireless communication
system (...) that adapt(s) to statistical variations in the input stimuli with two
primary objectives in mind: highly reliable communication (...); [and] efficient
utilization of radio spectrum.” Thus he reduced CR to spectrum utilization-
oriented concept. His whole article focused on signal processing techniques that
in his view would be helpful in managing particularly the second goal, i.e., efficient
utilization of radio spectrum. Not only he defined his own CR, but also altered
the basic cognitive cycle proposed by Mitola [4]. This paper was the first major
publication that gave totally different definition of CR, and at the same time
caused confusions in terminology. Interestingly, according to Google Scholar, as
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of 30 September 2008, original Mitola’s paper on CR [4] was cited 404 times, while
Haykin’s paper [8] was cited 669 times.

Yet another notion of CR can be found in Information Theory (IT) community,
see for example [10]. Very broadly, in IT field CR is reduced to the analysis of
capacity and throughput of Transmit/Receive Pair-1 (called Secondary Users5)
with Transmit/Receive Pair-2 (called Primary Users) that interferes with Pair-1.
In this context a notion of cognitive channel is presented, i.e., a channel in which
secondary pair of nodes possesses some kind of side information on what actually
the interferer is transmitting. It is clearly seen that cognition for IT community
is far different from the concept of cognition introduced by Mitola.

Interestingly the SDR Forum explains CR as “a radio that has, in some sense,
i) awareness of changes in its environment and ii) in response to these changes
adapts its operating characteristics in some way to improve its performance or to
minimize a loss in performance”. In contrast to the above mentioned definitions,
FCC describes CR as wireless node or network able to negotiate cooperatively with
other users to enable more efficient utilization of radio resources, see FCC Docket
03-108 and 03-186 for more detailed description. CR would be able to identify
portion of the unused spectrum and utilize it for communication purposes. Thus,
the FCC approach is a simplified form of Mitola’s vision where only radio spectrum
conditions are considered while taking the decision about future transmission and
reception.

In this thesis we take the position that the cognitive functionality may be
spread across the layers of the communication architecture resulting in coordina-
tion amongst the layers for an efficient use of available spectrum. Fig. 1.3 explains
the basic functional blocks of such a CR node, which we believe is the most com-
plete one. Specifically, apart from a reconfigurable radio, a CR node has various

5See Section 1.2.2 for the definition of Primary and Secondary User in the spectrum man-
agement context.
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Table 1.1: Adaptable Radio Devices; DB: Database, HW: Hardware, ML: Machine
Learning, SW: Software.

Type of Radio Platform Reconfiguration Intelligence

Hardware HW Minimal None
Software HW/SW Automatic Minimal
Adaptive HW/SW Automatic/Predefined Minimal/None

Reconfigurable HW/SW Manual/Predefined Minimal/None
Policy-based HW/SW DB/Automatic Minimal/None

Cognitive HW/SW Full Artificial/ML
Intelligent HW/SW Full ML/Prediction

other components. The sensing and policies block (if available) are extensively
used in deciding the availability of spectrum. These blocks also help to drive
the learning and reasoning functions, where the decision database, along with the
input from the sensing and policies block, drives learning. The end result is that
the radio is configured based on input from different layers of the communication
stack as well as from the environment inputs.

Yet another definitional ambiguity comes from the CR implementation. Cat-
egories and classes of different future adaptive radio devices are listed in Table 1.1.
This simplistic comparison tries to show the differences between them, since some
confusion still subsists in CR community on how to classify different devices and
systems. Please note that in Fig. 1.1 different milestones in spectrum manage-
ment flexibility have been mapped onto different hardware platforms. The more
flexible the given system is, the more flexible the hardware platform becomes.
Certain milestones that we have to note in developing software based radio plat-
forms are SpeakEasy [11], Joint Tactical Radio System [12], DARPA XG Program
radios [13] and Integrated communications, navigation, identification avionics (IC-
NIA) [14].

We have remarked earlier that other names are used in the literature to define
CR systems, for instance, DSA, Spectrum Agile Radio or OSA, see Section 1.2.1.
We feel that any intelligent spectrum management technique is a logical compon-
ent of CR but it is not a synonym. We refer to IEEE P1900.1 standard [15] for
further discussion.

1.2.2 Modern Spectrum Management Approaches

OSA belongs to a class of modern spectrum management techniques that are often
vaguely defined [9; 16; 17]. To clear the ambiguity in terminology let us briefly
introduce our classification given in Fig. 1.4.

We consider three essential models: Exclusive Spectrum Management (ESM),
the Spectrum Commons (SC) sharing model, and Hierarchical Spectrum Manage-
ment (HSM). The ESM model still gives exclusive channel use to each user or
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Figure 1.4: Modern spectrum management: Classification with the application ex-
amples (see also [16; 17]).

provider, but differs from a static assignment in the sense that the channels are
allocated dynamically among possible licensees. The process of exclusive channel
access is usually governed by radio regulation bodies. The differences between
ESM approaches, specified in Fig. 1.4, depend on the economic model that var-
ies from country to country. In the SC model, different users compete for the
assigned frequencies on equal terms. The HSM model gives Primary (Licensed)
Users (PUs) more rights to use the spectrum than other Secondary (Unlicensed)
Users (SUs). We can distinguish two HSM approaches. In Overlay HSM, only
one user/system can use a frequency band at particular space and time, and the
SUs have to back off when a PU is present. However, when no PU is present, the
SU can opportunistically use the frequency band, so this technique is also referred
to as OSA. In Underlay HSM, a SU can transmit in an already occupied band
if this transmission does not increase the interference to the PU above a given
threshold. A further classification of Overlay HSM (not shown in Fig. 1.4) involves
Symmetric Coexistence (when both SU and PU networks adapt) and Asymmetric
Coexistence (when only the SU network adapts, obeying the PU requirements).
In this thesis, we consider only the case where the PU does not adapt to the
operation of the SUs. Clearly, OSA is the most flexible spectrum management
technique. Furthermore, Asymmetric OSA allows achieving maximal spectrum
use without significantly altering the current spectrum regulation market.

Given the discussion on OSA, its history and related definitions, we can pro-
ceed further with the introduction. This will help us to anchor the scope of this
thesis. First we will present and discuss what the research problems associated
with OSA.
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1.3 Research Challenges

Instead of providing an exhaustive analysis of all research works available on OSA
communications – due to the amount of published papers and the interdisciplinary
nature of the topic (see for example [16] and the references therein) – we provide
a contextual references to the established works, while expounding on the issues
tackled here.

The purpose of this section is therefore to briefly describe issues which are
yet open and currently debated in the framework of research on OSA and CR
networks. We will focus on the issues that are solely characteristic to OSA,
omitting where possible discussions on the problems that are common to usual
wireless communication research. In the following sections we will enlist essential
problems grouping them into Computation-, Architecture-, Physical Layer-, and
Protocol-related categories.

1.3.1 Computation-related Problems

Decision Process

As CRs, Cognitive Networks (CNs) and Cognitive Radio Networks6 (CRNs) are
driven by a decision process, a relevant research issue related to where and how the
decision should be taken, for instance on spectrum availability. The first question
is directly related to whether the cognitive process should be implemented in
a centralized or distributed fashion. This aspect is more critical for CNs, where
intelligence is more likely to be distributed, but also CRs, as decision-making could
be influenced by collaboration with other devices. The second issue is related to
the choice of the decision algorithm. It represents a challenging topic. Although
several optimization schemes based on learning are available in the literature,
like neural networks, genetic algorithms, ant-colony optimization, etc., they need
further analysis and customization to fulfil the system requirements.

Interaction with all Layers of Protocol Stack

While the aspect of inter-protocol interaction is, by definition, included in the
concept of CN as a means to support user and requirements of applications, no
relevant and comprehensive analysis is available to address the performance and,
in general, the behaviour of applications and networks based on CR and CN
technology.

6Cognitive Radio Network is a network capable of establishing links between its CR Nodes,
and to adjust its connectivity to adapt to the changes in environment, topology, operating
conditions, or user needs.
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1.3.2 Architecture-related Problems

Implementation

While general block diagrams and functional blocks of CR are being identified, an
open issue is represented by the hardware and software architectures to support
CR and related designs. Indeed, in the case of a single CR device this problem
is closely related to research on SDR. However, in a broader scenario including
cooperation amongst several devices across different networks and higher levels of
adaptation, architectural issues represent a complex challenge as they, not only,
include mainly the definition of architectures for Software Adaptable Networks [5],
but also compliance and inter-operability with, e.g., OSI or TCP/IP protocol
stacks.

Equipment Test Procedures and Certification

Devices with potential CR capability bring new challenges also for the certifica-
tion process. To prove that a CR device will always remain within the operational
boundaries is more difficult compared to classical radios. Future hardware vendors
must know the design methodologies and testing procedures to affirm that their
devices shall not interfere with any PU of a given frequency channel. Many tech-
nical studies are involved such as hazard analysis, listing potential causes for out
of compliance transmission, and description of previous behaviour-based certific-
ation efforts. In fact, its most important task is to standardize the dependability
of a radio system vis-á-vis quantifying the level of trust one has.

1.3.3 Physical Layer-related Problems

Every OSA network or device needs to detect which parts of the spectrum are
vacant. The spectrum sensing should be performed such that it will result in high
confidence in spectrum occupancy decision. Also, the spectral sensing protocols
must guarantee that even a malicious adversary cannot trick the secondary users
into using a non-vacant channel and interfere with a PU. One of the primary
goals of OSA networks is to identify spectrum holes and to make these available
to applications, without requiring the PU to reprogram their hardware and func-
tionality. In other words, it is essential for the SUs to detect the presence of a
PU and evacuate immediately if there is a PU active in the band. However noise
and propagation conditions make spectrum sensing a very difficult task.

1.3.4 Protocol-related Problems

Medium Access Control

Although IEEE 802.22 Working Group is already developing the MAC Protocol
for Wireless Regional Access Networks utilizing concepts of OSA, other OSA
MAC designs have not been made into standards. Particularly distributed MAC
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for ad hoc networks operating in the opportunistic spectrum access manner are
not well covered. In the standardization domain IEEE 802.11 group covers some
of the topics of intelligent spectrum management, e.g., IEEE 802.11k, but those
are limited to the operations in the unlicensed bands.

Signaling

It represents a key research issue as both CRs and CRNs need to configure lower
level parameters of the networking devices, and therefore the underlying infra-
structure needs to provide software reconfiguration and programming, thus re-
quiring SDR or Software Adaptable Network [5] technology. The requirement for
programmable devices leads to two main challenges.

First, because of the limitations of the layering principle, in order to provide
efficient operation, programmable devices should offer cross-layer interfaces suit-
able for adaptation and optimization. Specific signaling architectures are needed
in order to enable internal or network-wide exchange of information between cog-
nitive devices or among distributed devices constituting a single cognitive entity.

Second, while the debate on cross-layering has already gained maturity even
with conflicting ideas [18], it is worthwhile to address signaling architecture as a
relevant point to support cross-layer or in general optimized solutions. Indeed,
several signaling architectures are available which can be classified on the basis of
different types of interactions among protocols at different layers, or network-wide
signaling [19].

Inter-operability

With the ability to switch between various bands of frequencies to achieve higher
spectrum usage, the OSA devices will not be confined to one frequency band. Thus
many technologies will be using multiple frequency bands. In such a scenario, the
question is how to maximize the spectrum usage with these devices co-existing
and co-operating or collaborating with each other. The different networks and
the users should use the available free spectrum in an efficient and fair fashion.

Security

Most of the work has been concentrated on Denial-of-Service attacks that affect
the design of authentication protocols. Although it is essential to build on these
initial forays to develop secure protocols for spectrum access by the SUs, it is also
important to consider other aspects of security like authorization. First, CRNs
inherently assume that PUs and SUs are distinguishable. Authenticating PU
and SU is especially important since they have unequal privileges. Although, this
may be fairly straightforward for centralized architectures by making the SUs sign
using a centralized authority, this is harder to achieve in a distributed secondary
network where a centralized authority is not available. Second, in the context of
CNs, there is a unique authorization requirement called conditional authorization.
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It is conditional because the SUs are authorized to transmit in licensed bands
only as long as they do not interfere with PU communications in that band. As
it is difficult to pinpoint exactly which of the secondary users are responsible for
harmful interference to the PU transmission, this type of authorization is hard to
enforce and even more so in a distributed setting. Hence conditional authorization
poses a unique challenge in OSA. So far several researchers have begun working
on security implications for CRNs [20–22], however this area is still in its infancy.

1.4 Research Position and Motivation

Within the framework of wireless communication, different sub-topics can be iden-
tified, where one of them relates to organization of spectrum management. This
can be synthesized later on into separate sub-research topics. OSA is indeed
a spectrum management concept, as it has been explained earlier in Section 1.2.
The question was, however, which sub-area of OSA needed to be explored. Know-
ing how many topics that attract the attention of the researchers in OSA context,
see Section 1.3, it was difficult to decide what to focus on. We have decided to
cover the topics that attracted least attention of the research community, which
at the same time spanned all aspects solely related to OSA. After the first literat-
ure search in the beginning of 2005 it has been found that the most results were
obtained for physical layer aspects of OSA, as well as for architectural and compu-
tational design of OSA which are interrelated to CR(N). There was void, however,
with respect to the results on the protocols of the OSA. In particular, as we have
pointed out in Section 1.1.5, all ad hoc networks will potentially benefit from the
introduction of OSA to their radio access. How to organize communication within
OSA network was indeed a research challenge.

It is obvious to note, after the above discussions, that the concept of OSA
introduces new challenges to the notion of QoS-driven communication. Large
fluctuations in the use of radio resources result in strongly varying throughput for
OSA networks, and compulsory detection of PUs causes additional operational
overhead. Therefore the introduction of OSA requires new approaches for the
design of OSA MAC protocols. That is, protocols that manage common channel
access. To protect QoS of the PU, SUs need to detect the presence of the PUs,
which is prone to errors due to propagation conditions and noise. Whenever SU
nodes make a wrong observation about the channel availability, their transmissions
will harm the operation of the PU. Considering the QoS of the SU, it is clear that
this QoS is largely determined by the channel utilization intensity and traffic
pattern of the PUs.

The functionality of OSA MAC depends on the PU activity on individual OSA
channels and is solely a function of physical layer. Also to know the impact of
the channel availability on the MAC, fluctuating utilization of typical licensed
channels need to be understood. Therefore the only way to solve the problem of
proper MAC (or to be more general Data Link layer) design is to take a cross-layer
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approach. Another facet worth investigating, given our interest in protocols for
OSA, was to see how low layer issues affect the operation of layers higher than
Data Link. We were mostly interested in understanding how physical layer effects
influences the operation of TCP in an OSA environment.

Summarizing, understanding the need for such a design in the OSA context, it
is well motivated to split research presented in this thesis into separate layers of the
classical OSI Basic Reference Model, i.e., research on MAC for OSA representing
Data Link layer and research on TCP representing Transport layer.

It needs to be pointed out that research presented in this thesis was a res-
ult of collaboration within the Adaptive Ad Hoc Freeband (AAF) project, see
http://aaf.freeband.nl. AAF is one of many spin-offs of Freeband consortium,
promoting information and communication technology research in the Nether-
lands and sponsored by Dutch ministry of Economic Affairs. Apparently, when
the AAF project took off in the middle of 2004, it was presumably the first
European project solely related to research on CR (from a spectrum utilization
perspective) and its applications to Emergency Communication.

1.5 Overview of the Thesis

This thesis reflects the results of research on Data Link and Transport layer of
OSA networks. Its structure is divided into three major parts each one specific
to a certain layer of the OSI Basic Reference Model.

Specifically, Chapter 2 (OSA Spectrum Sensing Architecture) is devoted solely
to the design of optimal spectrum occupancy detectors. We start with an imple-
mentation example of OSA into ECNs. Later physical layer issues are analyzed
with a strong focus on the protocol implementation, i.e., how to distribute sensing
tasks amongst individual network nodes.

Foundations of physical layer given by Chapter 2 are later used to explore
design issues of Data Link layer. In Chapter 3 (General OSA Network Per-
formance) we derive blocking probabilities for OSA networks, particularly in
the context of non-uniform PU channel utilization. Certain PU channel access
strategies are proposed and analyzed. Based on the results of these analysis, in
Chapter 4 (OSA MAC Protocol Performance) extensive performance analysis of
all possible implementations of multichannel MAC protocols for OSA networks
are given. Also, two new classes of multichannel MACs are proposed.

Given all the aspects of MAC design, in Chapter 5 (Performance of TCP over
OSA Links), we explore issues related to TCP performance in the OSA context.
First we analyze how different popular TCP designs perform on the OSA links,
given different activity values of the PU. At the end we wrap-up the thesis by
cross-layer design of TCP, i.e., we analyze what is the impact of PU detection
quality on the performance of TCP.

Finally, Chapter 6 (Conclusion) summarizes major results obtained in the
thesis and lists recommendations for future research on OSA.
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1.6 Summary of Main Results

As one hairy and moustached German physicist once said: “If we knew what we
were doing, it would not be called research, would it?” Well, we definitely did
not know what we were doing, when we started the work as a promovendus at
Delft University of Technology on 25 February 2005. Research on Data Link, and
Transport layer, in particular, for OSA was at that time at its infancy. Luckily,
after four years of wandering among endless corridors of science and engineering,
there is handful of interesting conclusions that can be drawn from the research
presented here. Some of them are listed below.

1. Cooperative PU detection analysis for OSA networks has been performed
by building the foundation for analysis. It has been shown that the best
way to mitigate the destructive propagation effects in PU detection process
is to distribute spectrum sensing amongst all nodes in a network. As a
result of this conclusion a protocol has been proposed that serves as

a substrate for spectrum sensing information dissemination.

2. Two channel access strategies for OSA network with non-uniform PU chan-
nel utilization have been defined, i.e., random and least-used channel access.
We have concluded that least-used channel access strategy improves

OSA network throughput significantly, when utilization imbalance

between individual PU channels is apparent.

3. Knowing the effects of least-used channel access strategy we have pro-

posed a new random access MAC for the OSA environment. Also,

we have proposed coexistence metrics for OSA networks using in-

terference limiting constraints defined at the link level. The pro-
posed MAC protocol has been analyzed from this perspective as well.

4. As a follow-up to the proposed OSA MAC design, different implementa-
tions of multichannel MAC protocols have been performed. It has been
concluded that hopping MACs perform better than ones with ded-

icated control channel, both in terms of obtained throughput and in
terms of interference induced to PU.

5. We have proposed a new class of MAC protocols in OSA context called Mul-

tiple Rendezvous MAC, that outperforms all other multichannel

MACs proposed in the literature, given different performance metrics
like delay, throughput or interference to PU.

6. Having the foundation of MAC design for the Data Link layer, we have per-
formed the analysis of OSA network Transport layer specifically for TCP.
One of the many conclusions to be drawn from these analyses is that in-

activity length of the PU has more negative impact on the TCP

performance than activity time. Also, we have observed that with the
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existing spectrum situation all currently available TCP designs with im-

plementation of Selective Acknowledgments should have no prob-

lem with grabbing as much available PU bandwidth as needed.

7. Finally, parallel to the research results obtained in this thesis, we have

co-authored a first IEEE Standard related to modern spectrum

management. The document abbreviated as IEEE 1900.1 [15] focuses on
definitions related to DSA and presents concepts related to the topic. Issues
related to OSA are also standardized there and views in this thesis conform
to the views of the standard.

1.7 Chapter Summary

Starting from a historical perspective we motivated the need for more flexible
spectrum usage. Essential definitions and concepts related to OSA have been
introduced that are used later in this thesis. We have briefly outlined open re-
search questions related to OSA. From that we have motivated and positioned
our research work to focus on the issues not well explored in the OSA context. In
the end we have briefly outlined our research results and contributions.



Chapter 2
OSA Spectrum Sensing

Architecture

We sail through endless skies (...)
As we travel the universe

Black Sabbath, “Planet Caravan”, from the album “Paranoid”, Vertigo Records, 1970

In the previous chapter we introduced the notion of OSA, where we positioned
the research on the design of networking protocols for such networks. As we have
noted there, the most fundamental feature that distinguishes OSA-based wireless
networks from classical ones is their need for PU detection. That is, OSA network
should know at every instant about the activity and condition of every licensed
wireless channel it has access to. Therefore we need to understand the physical
layer issues that impact the performance of PU detection. Even more importantly,
we need to understand and explore how to distribute the tasks related to spectrum
sensing amongst multiple network components.

Our contributions in this chapter lie in the fact that we look at the PU detec-
tion problem not only from the theoretical performance point of view, but also
from the protocol perspective. We emphasize that such a research path has been
so far completely absent in the OSA literature.

We structure this chapter in the following way. First, as an example, we give
a brief overview of design requirements for modern ECNs in Section 2.1. We
stress the fact that the spectrum shortage is sharply visible in these types of
networks and advocate the introduction of OSA. The logical structure of ECN
introduced in this section will serve as a foundation for the design of distributed
spectrum sensing protocol. Then in Section 2.2, we introduce the theory of PU de-
tection process and propose new techniques for optimal measurement combining
resulting in a better PU detection performance. Then in Section 2.3 we explore

19
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theoretically the performance of PU detection from the protocol perspective. We
tried to answer the question on the conditions in which randomized measurement
scheduling approaches fixed scheduling. Given the theory of PU detection we
finally proposed a protocol that aims at supporting a cooperative detection pro-
cess, which is described in Section 2.4. The description of implementation of PU
detection is given in Section 2.5. Finally, the chapter is concluded in Section 2.6.

We stress that in this chapter we lay the foundation for the analyses of a
MAC protocol and transport layer for OSA networks, which we will cover in the
subsequent chapters.

2.1 Spectrum Sensing from the ECN Perspective

The proposed design of spectrum sensing protocol is anchored on the structure
of the modern ECN. Contemporary ECNs suffer the most from the problem of
spectrum shortage. The most natural and efficient way to solve this problem is
by introducing OSA functionality into all ECN components. We now give a brief
overview of the future ECN with a glimpse of the relevant and current state of
the art in their development.

2.1.1 Uniqueness of ECN Design: Spectrum Management

Emergency ad hoc wireless networks must address much broader set of services
than their civilian purpose counterparts, since many of the requirements for par-
ticular functionalities arise only during rescue operations. For example in the
aftermath of a severe flood or earthquake when some parts of communication
infrastructure have been damaged, emergency service workers must still commu-
nicate effectively. The set of requirements that are pivotal to ECN only were
enlisted for example in [23]. These were, apart from reliability and robustness,
self organization, scalability and power efficiency. From the services perspective,
ECN nodes need to support data transfer, i.e., still picture forwarding between
first responders and the command center, and real-time video and voice. However,
in contrast to the conventional networks, ECNs need more stringent constraints
in terms of delay, jitter, packet error, loss rate and bandwidth for each of these
services.

Communication systems that are now available for rescue teams lack crucial
characteristics which are very important when human lives are at stake. Most
of these issues arise from the inappropriate spectrum management problems and
spectrum scarcity phenomenon [24]. For example, TErrestrial Trunked RAdio
(TETRA) standard-based ECNs, like nationwide C2000 infrastructure introduced
in the Netherlands [25], hardly supports high data rate communication, mostly
due to the incompatible channelization of each of the supported network. To give
another example, since different emergency networks occupy different frequency
bands, where each band is heavily congested during the rescue operation and ex-
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clusively available for specific group of users, cooperation between two emergency
networks built on top of the same standard becomes impeded.

Many studies, so far, covered functional and service specifications of next gen-
eration ECNs to address the above mentioned problems. One of the first was
MESA project [26] launched in 2000 by ETSI and Telecommunications Industry
Association of the USA. Similar tasks were performed in the SAFECOM pro-
gram [27] of the USA Department of Homeland Security, in which requirements
for ECNs were stated taking into account more recent technology advancements
than those done earlier by Public Safety Wireless Advisory Committee of the US
government [28]. Wireless Deployable Network System (WIDENS) [29], a MESA
official liaison, focused on the design of high data rate emergency networks able
to cooperate with the existing infrastructure networks like TETRA. WIDENS
network was composed of “terminoids” — wireless nodes with IP capabilities en-
hanced by SDR, where network structure was purely ad hoc. Each node utilized
Multiple Input Multiple Output scheme for transmission and reception, however
it still suffered from static frequency allocation. IP Firefighter project, also hav-
ing its roots in MESA, focused on utilizing existing IP based wireless hardware
for fire fighter brigades. It consisted of personal wireless nodes built on top of
IEEE 802.11 standard. Each node transmitted information about the position of
fireman together with other data to the control center. However reliability of the
network was questionable since it was built on top of legacy WLAN equipment
and the problem of fixed spectrum allocation was still lingering.

To alleviate the problem of spectrum shortage in contemporary ECNs, which
has not been covered by any of the projects listed above, an OSA paradigm has
been identified in [23] as a basis for physical and link layer design of emergency
network. In the same article architecture for OSA-enabled ECN has been pro-
posed. We shall elucidate on it briefly here.

2.1.2 Network Architecture of Future ECN

Future ECN architecture consists of Incident Area Network (IAN), Jurisdiction
Area Network (JAN) and External Area Network (EAN) [27], see Fig. 2.1a. IAN
serves as a network created for a specific incident in a small area and is temporary
in nature. JAN serves as a backbone with which IAN can access general purpose
networks as well as EAN. Finally EAN contains all infrastructure networks, in-
cluding PSTN, Internet, etc. as well as IAN and JAN.

Usually, rescue workers are organized into groups for operational ease. Thus,
equipments for communication carried by rescue personnel are also accordingly
clustered into different groups. To follow this requirement we use Fig. 2.1b that
gives an architecture for IANs, where devices are classified into communication
node, group gateway and IAN gateway. Each group has a gateway, which is re-
sponsible for communication with other groups or IAN gateways. Devices which
have more capabilities in terms of processing power, power supply, and storage
capacity are selected as group gateways. IAN gateways mainly support commu-
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Figure 2.1: Logical components of future ECN: (a) relations between elementary ECN
components, and (b) structure of IAN.

nication from or to IAN. They could be the same devices as group gateways, i.e.,
dedicated devices or control centers which have fixed connections to backbone
networks.

As we have emphasized earlier ECNs need to be robust and self-managing,
thus scavenging for free spectrum should be done autonomously by itself. In
this context looking for new spectrum opportunity should be distributed amongst
all elements of the emergency network. In the reminder of this chapter we will
present a protocol that enables cooperative spectrum sensing for ECN. We note
that reference to ECN is just an example. In the subsequent chapters we will
generalize our discussion which is applicable to any OSA network. Before that we
need to introduce theoretical foundations of the PU detection.

2.2 PU Detection Process Analysis

In this section we will recapitulate the classical theory of known signal detection
in the presence of noise and fading. This will be later extended to a more general
multiple node case. We will also propose novel cooperative detection techniques,
utilizing measurement combining.

We can enlist two essential PU detection methods: i) feature and ii) energy
based1. In the case of feature detection, PU detector has some pre-assigned
knowledge about the detected signal, i.e., type of modulation, coding scheme,
bandwidth, and power mask. During the observation process it looks for certain
features in the observed signal and makes a decision about the availability of PU.
This method is very effective when applied to signals transmitted with low power

1More detailed discussion on different approaches of PU detection can be found in [30].
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Figure 2.2: Block diagram of the energy detector.

and spread spectrum signals. However this detector must know what signals to
look for beforehand.

In the case of the energy detection, detector collects the energy of a particular
frequency channel for certain amount of time. When the collected energy exceeds
the pre-assumed threshold, detector assumes PU to be present. This method
is very simple to implement since it assumes no information about the detected
channel (since any radio transmission needs energy to be transferred between
source and destination). The drawback of the energy detection is that it cannot
reliably detect the signals with low Signal to Noise Ratio (SNR).

In the ultimate scenario OSA network and future ECN in particular, cannot
assume any predefined knowledge about the detected channels. Therefore energy
detection, although having its limitations, has been chosen as a candidate for
future analysis. We will also show how to solve the problem of energy detection
in low SNR conditions.

2.2.1 Energy Detection: PU Signals in Fading Channel

In the following section we will derive the theory of unknown signal detection in
the presence of noise and composite Rayleigh and Log-Norman shadow fading.
As we have noted earlier we will focus only on the energy detection here.

Noise Only Case

A block diagram of the energy detector is given in Fig. 2.2. We assume detection
of signals in the presence of additive white Gaussian noise (AWGN) with known
parameters [31]. The received signal, which in our case represents the PU signal,
r(t) can be written as

r(t) = hs(t) + n(t), (2.1)

where s(t) is the detected signal waveform at time t, n(t) is AWGN at time t and
h = 0 under hypothesis H0 (no PU signal present) and h = 1 under hypothesis
H1 (PU signal present). First, the received signal is filtered by an ideal band pass
filter with impulse response f(t) and bandwidth W to limit the noise power. The
filtered signal rf (t) = f(t) ∗ r(t) is squared and integrated over time s resulting
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in the decision statistic Y =
∫ T

0 r2f (t)dt, which is described by [32]

Y ∼
{

χ2
2u, under H0,

χ2
2u(2γ), under H1,

(2.2)

where χ2
2u is the chi-square distribution with 2u degrees of freedom, χ2

2u(2γ) is a
non-central chi-square distribution with 2u degrees of freedom and non-centrality
parameter 2γ, u = sW is the time-bandwidth product and γ = Es

N0
is the ratio

of signal energy to noise spectral density. It is assumed that s and W are chosen
such that u only takes integer values.

In a non-fading environment the probability of detection, pd, and the probab-
ility of false alarm, pf , for non-cooperative single node are given by [33; 34]

pd = Pr(Y > θ|H1) = Qu(
√

2γ,
√
θ), (2.3)

pf = Pr(Y > θ|H0) =
Γ(u, θ/2)

Γ(u)
, (2.4)

where θ is the threshold of the energy detector, Γ(.), and Γ(., .) are the complete
and upper incomplete gamma function, respectively, and Qu(., .) is the generalized
Marcum Q-function. From (2.4) it is clear that the probability of false alarm pf

is independent of γ, since no signal is present under H0.
When the receiver is in a fading channel, the received signal energy and SNR

are location dependent. Therefore, the average probability of detection pd is
derived by averaging (2.3) over the fading statistics

pd =

∫ ∞

0

Qu(
√

2γ,
√
θ)fγ̄(γ)dγ, (2.5)

where fγ(γ) is the Probability Density Function (PDF) of the SNR due to fading.
The probability of false alarm is the same for all locations, since it does not depend
on the SNR.

Noise plus Composite Shadow and Rayleigh Fading

When a signal experiences a NLOS multipath channel, the signal amplitude fol-
lows a Rayleigh distribution, and γ is exponentially distributed as

fγ̄(γ) =
1

γ
exp

(−γ
γ

)

(2.6)

where γ is the mean SNR value. A closed-form expression for pd is obtained, by
substituting fγ̄(γ) in (2.5) resulting in

pd = e−
θ
2
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∑

a=0

θa

a!2a
+

(

1 + γ̄

γ̄

)⌊u⌋−1


e
θγ̄

2+2γ̄ −
⌊u⌋−2
∑

a=0

(θγ̄)a

a!(2 + 2γ̄)a











, (2.7)
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which corrects the typographical error of [33, (16)].

However, it is likely that a channel will experience both shadowing and mul-
tipath fading. Empirical measurements show that on a log scale the attenuation
due to shadowing follows a zero-mean Gaussian distribution [35], which is char-
acterized by the standard deviation σdB, or dB-spread, which results in γ being
log-normally distributed. The PDF of the composite log-normal shadowing plus
Rayleigh fading channel is found by averaging the log-normal over the exponential
distribution. In this case (2.6) can be written as

fγ̄(γ) =

∫ ∞

0

1

xs
e−

γ
xs

10

σdB

√
2π ln 10xs

e
−

(10 log 10(xs)−µdB)2

2σ2
dB dxs. (2.8)

Here xs is the log-normal random variable, γ in this case is the random variable
after shadowing and multipath and µdB is the mean of the shadow fading. To
the best of our knowledge there is no closed form expression for a log-normal plus
Rayleigh distribution, and therefore the performance of local energy detection will
be evaluated here using Monte Carlo method.

Detection in Composite Rayleigh Fading and Log-Normal Shadowing

The performance of the energy detector may be characterized by the complement-
ary Receiver Operating Characteristic (ROC). The complementary ROC, which
is a plot of the probability of missed detection pξ = 1 − pd versus the probability
of false alarm pf , is shown in Fig. 2.3a. These results indicate that the detection
performance is heavily degraded by log-normal shadowing plus Rayleigh fading.
For example, pf > 0.8 for pξ < 0.1, which indirectly results in a low spectrum util-
ization. The ideal PU detector obtains low pf (realistic value would be pf < 0.05),
while keeping pd very high (again, realistic value would be pd > 0.95).

One of the most promising solutions for mitigating this problem is by intro-
duction of distributed and cooperative spectrum sensing amongst the multiple
nodes in an OSA network.

2.2.2 Cooperative PU Detection based on Energy Observation

In order to improve the performance of spectrum sensing, the SUs can cooperate
to detect the presence of the PU. Some initial discussion on cooperative detection
in OSA setup can be found in, e.g., [36; 37].

The detection topology used for cooperative detection is a parallel network
with a fusion centre as shown in Fig. 2.4a. This topology consists of N ≥ 2 local
detectors, all observing the same phenomenon. The local detectors transmit their
measurement statistics to a fusion center, a dedicated node in the OSA network,
which later makes a global decision on the status of PU (active or inactive). Let
us briefly describe the system model used in analysis later.
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Figure 2.3: Complementary ROC curve: (a) under log-normal shadowing plus Rayleigh
fading at different SNR values for u = 10 and σdB = 6 dB; and (b) for the iid composite
fading channel for several cooperative techniques with N = 10, SNR=−8 dB and u = 10.

System Model

A geographical overview of a OSA network sharing the spectrum with a PU is
illustrated in Fig. 2.4b. Network, consisting of several SUs, is at a distance r from
the Primary Transmitter (PT). Around the PT there is a region of decodability
with a radius of rdec, which we call as R. In the absence of interference and fading
a PU receiver can only decode the signal if it is inside this region of decodability.
The secondary users are clustered in a OSA network with a radius rs. We see
that all the SUs are within the region of decodability, so they can only use the
spectrum when the PT does not transmit.

It is assumed that all the N SUs experience independent and identically dis-
tributed (iid) fading. The sensors are conditionally independent, which means
that the SUs’ measurements are independent, and for each SU the same hypothesis
{H0, H1} applies. We now introduce two new cooperative detection techniques:
weighted gain combining (WGC) and log-likelihood combining.

Measurement Combining

In measurement combining, the fusion center weighs and combines the measure-
ment values of the N local detectors. Based on a threshold test a global decision
is generated. The test statistic YWC is the weighted sum of the N local measure-
ments

YWC =

N
∑

n=1

wnYn, (2.9)

where Yn is the non-quantized output of the energy detectors and wn is the weight
for node n.



2.2 PU DETECTION PROCESS ANALYSIS 27

S1

Fusion
Center

u1 uNu2 uN-1

u0

y1 y2 yN-1 yN

Phenomenon H

SN-1 SNS2

(a)

rPT

x
x = SU

rdec

rsx
x
x

x

(b)

Figure 2.4: System model: (a) parallel cooperative detection topology with fusion cen-
ter [38, Fig. 1], and (b) geographical overview of the OSA network in region A operating
on the PU network region R.

Weighted Gain Combining In a channel experiencing shadowing, some nodes will
have a better location dependent SNR than others. To gain from this SNR di-
versity, the fusion center can provide different weights to different nodes. For
WGC, the proposed SNR dependent weights are given by

wn =
γn

∑N
n=1 γn

, (2.10)

where the mean SNR γn measured over kc SNR values of user n, is given by

γn =
1

2kc

i
∑

j=i−kc

(Yn,j − 2u), (2.11)

and Yn,j is the non-quantized jth measurement of SU n. This results in a high
weight for nodes with a high SNR and low weight for SU nodes with a low SNR.
The weights are calculated by the fusion center, since it already received the SNR
measurements from all the nodes. When information regarding the SNR of the
nodes is not available during the start-up or after a long time without any signal,
the weights are made uniform setting them to wn = 1

N . To make WGC adaptable,
the fusion center only uses the last kc measurements to compute the weights.

Equal Gain Combining A special case of measurement combining is Equal Gain
Combining (EGC). In EGC the fusion center combines the measurements with
equal weights, e.g., wn = 1 for all n.

The global probability of detection QD and global probability of false alarm
QF for both schemes for the AWGN channel are derived in [33]. However, for the
log-normal shadow fading and log-normal plus Rayleigh fading channel, QD has
to be derived numerically.
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Log-likelihood Combining

The optimal solution to the distributed detection problem with conditionally in-
dependent sensors is obtained by applying a likelihood ratio test (LRT) at the
fusion center [38]. The LRT performed at the fusion center is given by

Λ(Y) =
p (Y|H1)

p (Y|H0)

H1

≷
H0

θ. (2.12)

Here, Y = (Y1, Y2, . . . , YN ) is the vector of SU energy detector outputs. To employ
the LRT, it is assumed that the conditional PDFs Pr (Y |H0) and Pr (Y |H1) are
known. In reality this is not the case because the SNR is not known a priori. To
employ the LRT, an estimate of the SNR can be used to derive the PDFs.

We can see that the LRT of the fusion center is the same as a threshold test,
and therefore we can use (2.12) to construct the test statistic Y at the fusion
center. Due to the assumption of independence statistics (2.12) can be written as

YLLC =
N
∏

n=1

p(Yn|H1)

p(Yn|H0)
=

N
∑

n=1

log

[

p(Yn|H1)

p(Yn|H0)

]

. (2.13)

In this form, the LRT can be seen as a sum of weights from the local detectors,
each given by the local ratio of the likelihood of H1 and the likelihood of H0.

Hard Decision Combining

For comparison, we recall the classical cooperative measurement technique: hard
decision combining [36]. Here, the local detectors have their own decision rule
and make a decision based on their own measurements, which takes the value
0 or 1. Previous studies on cooperative detection for OSA with hard decision
detection [39; 40] use energy detection with a fixed threshold identical for all
sensors. This cooperative scheme is suboptimal [41], however, the local and global
decision rules are simple and easy to implement.

The fusion center decides H1 if any of the N local decisions decides H1. This
fusion rule is a threshold rule and is also known as OR-rule or 1-out-of-N rule [41].

In this case the global probability of detection QD = 1 − (1 − pd)N and global

probability of false alarm QF = 1− (1 − pf )
N

, where pd and pf are given by (2.3)
and (2.4), respectively.

2.2.3 Numerical Results

For most cooperative techniques, closed form solutions for QD and QF do not
exist. Therefore, the performance of the techniques presented in the previous
sections are determined from simulations based on the system model as given
in Section 2.2.2 and using the Monte Carlo method. Except for the simulations
showing the influence of the distance, the maximum distance between SUs is
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Figure 2.5: Probability of false alarm vs SNR under iid log-normal shadowing plus
Rayleigh fading for different cooperative techniques and number of sensors, QD = 0.9.

assumed to be much smaller than the distance to the PT, i.e., rs ≪ r. In this
case, the differences in the distance dependent path loss between the SUs are
relatively small and can be neglected. Unless stated otherwise, the following
system parameters are used: the measurement bandwidth of the SU is W =
100 kHz, the integration time s = 0.1 ms, thus u = 10, the number of nodes
N = 10, and the standard deviation of the shadow fading is σdB = 6 dB.

An overview of the performance of cooperative techniques is given in Fig. 2.3b.
The average SNR of the nodes over the whole network is γ = −8 dB. The results
indicate that there is an increase in performance for all the cooperative techniques
when compared to the single node performance. For QM = 1 − QD < 0.1 the
QF is reduced from 0.8 for the single node detection to 0.1 for 10-node log-
likelihood detection. We also see that the more information is available for the
global decision, larger is the performance improvement.

The global probability of false alarm QF versus SNR under iid log-normal
shadowing plus Rayleigh fading for different cooperative detection techniques and
different number of sensors is given in Fig. 2.5. The local and global decision
thresholds are chosen such that QD = 0.9. The results show an improvement in
QF when cooperative detection is used, and log-likelihood combining shows the
best performance at all SNRs. In particular for log-likelihood combining with
N = 10 and γ = −10 dB, QF is substantially lower compared to hard decision
combining and EGC. This improvement will lead indirectly to higher spectrum
efficiency.

The probability of false alarm QF versus the number of nodes N under iid
log-normal shadowing plus Rayleigh fading is plotted in Fig. 2.6a for QD = 0.9.
The results show an increase in performance with increasing number of nodes.
For low SNR case the increase in performance is less compared to that of higher
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Figure 2.6: Probability of false alarm with fixed probability of detection, QD = 0.9,
for different cooperative techniques under iid log-normal shadowing plus Rayleigh fading
versus: (a) the number of nodes and SNR; and (b) distance from the primary transmitter
and number of sensors (for all distances the average SNR at the center of the OSA
network is −10 dB).

SNR. It can also be observed that for low SNR, log-likelihood combining and
WGC perform much better than hard decision combining or EGC.

For a system where the maximum distance between SUs is bigger than the
distance to the PT, the variation of the SUs’ distance dependent path loss can
be significant. For an OSA network with a radius of rs = 250 m at a distance
r = 1000 m from the PT, the difference in SNR can be approximately 9 dB when
the path-loss exponent δ = 4.

Fig. 2.6b shows QF versus distance under iid log-normal shadowing plus
Rayleigh fading for different cooperative techniques and number of sensors for
QD = 0.9. The average SNR at the center of the OSA network is then −10 dB.
These results show a smaller QF at a short distance from the PT, since the SNR
variation becomes larger with larger distances, which results in improved detec-
tion performance. For rs = 250 m, the influence of the distance dependent path
loss becomes negligible for r > 3 km. In general, we can consider a large distance
network when rs

r < 1
12 .

The local mean SNR γn can be estimated from the last k measurements us-
ing (2.11). The effect of the number of samples to determine γn on the comple-
mentary ROC curves for log-likelihood combining under iid log-normal shadowing
plus Rayleigh fading is shown in Fig. 2.7. The mean SNR of the OSA network
is −5 dB, and due to shadowing each local sensor experiences a different γn. We
have assumed that the log-normal shadowing does not change between the k
measurements, but the Rayleigh fading is assumed independent for the kc meas-
urements. These results indicate that the performance of log-likelihood detection
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Figure 2.7: Complementary ROC curves of log-likelihood combining under iid log-
normal shadowing plus Rayleigh fading for different number of SNR estimation steps k,
with N = 10, u = 10. ROC curve of EGC is plotted for comparison.

with kc = 1 is approximately the same as the performance of EGC. It also shows
that the performance improves with each additional measurement. For k ≥ 10 the
performance is close to the performance of log-likelihood combining with perfectly
known local mean SNR.

2.3 Protocol Aspects of PU Detection

Knowing the physical layer issues of spectrum sensing, now our task is to invest-
igate the protocol issues of the cooperative spectrum sensing. Let us introduce
the following extension to the existing system model from Section 2.2.

2.3.1 System Model

We assume that the OSA network cooperatively detects the absence of PUs in the
set M of M radio channels, by means of energy detection. We again emphasize
that we neglect other signal detection techniques, i.e., those based on the feature
detection, or where interaction between OSA and the PU is allowed, i.e., by means
of spectrum etiquette.

The OSA consists of a set N of N nodes, each having the capability of sensing
PU channels. Specifically let us assume that we have a sufficient number of nodes
in the OSA network, such that each channel m ∈ M is scanned by a set of gm

groups Gm = {Gm,1, . . . ,Gm,gm
} of nodes, where Gm,i ⊂ N, |Gm,i| = km, and

Gm,i ∩ Gm,j = ∅. Each group Gm,i scans channel m for an observation time of
s, after which a period of no scanning, tis, occurs. We assume that PU do not
change its state in s, i.e., PU was either absent or present during whole s. We
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also assume that OSA network can distinguish whether channel m was used by
PU or OSA network itself, so the nodes that do not take part in the scanning can
communicate on channel m during the period s. During the inter scanning time,
tis, nodes contact the Detection Entity (DE), in other words OSA nodes through
a dedicated non-PU control channel2, share their knowledge about the scanned
frequency bands. DE can be treated as a dedicated OSA node responsible for
collection and analysis of scanned data obtained by scanning nodes. Interval tis
is also used to exchange data on selected PU channels between OSA nodes. We
denote tc = tis + s as one scanning cycle performed by Gm,i.

OSA nodes can incorporate two simple cooperative scanning schemes, that aim
at observing PUs of each channel m ∈ M as long as possible, without excessive
power consumption at each OSA node [42].

1. In Scheduled scanning, the group Gm,i starts its scanning cycle immediately
after the group Gm,i−1, and after scanning cycle of group Gm,gm

group Gm,1

starts.

2. In Random scanning, each group switches between scanning cycles ran-
domly, such that time until group Gm,i takes part in the scanning process
again, and its scanning duration, are exponentially distributed with para-
meters λs,m,i and µs,m,i, respectively.

In both schemes assignment of particular groups and their members during each
scanning cycle can be performed either by DE or by individual OSA nodes. We
note that both schemes require synchronization of all scanning OSA nodes.

In our network model the mean energy value observed during s from each of
km nodes in one scanning group is sent to the DE. DE then makes a decision
about the presence of the PU, based on the set of energy values obtained from
other nodes in the scanning group. It is done by comparing the sum of energy
values with a given threshold, as in Section 2.2.1, and respond back to the OSA,
through control channel, about availability of the PU channels. This is in contrast
to the case when DE itself would make a decision based on its own measurement.
For simplicity of analysis we neglect propagation delays, transmission errors and
multi access issues, which are discussed more detail in [43].

Since nodes are moving, each time they have a different instantaneous SNR,
denoted as γ, and for saving power, after each s, a different set of km nodes are
chosen to scan channel m in Gm,i. The OSA nodes are distributed over a region
R, see Fig. 2.4b, such that they are placed within the operational area of each
PU3. The PU signal detected by each OSA node is attenuated and suffers from
log-normal shadow fading with a mean value of 0 dB and standard deviation σdB

2Discussion on different control channel designs is given in Chapter 4.
3We will generalize to model the case where in R multiple PUs (ergo PTs) are available.
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dB. Thus the PDF of the SNR of the detected signal from PU m is given by

fm(γ, rn,m) =
10/ ln 10√

2πσdBγ
exp

(

− (10 log10 γ − µγ(rn,m))
2

2σ2
dB

)

, (2.14)

where µγ(rn,m) = Pt,m − 10δ log10(rn,m/r0,m) is the expected path loss in dB
observed by node n, at a distance rn,m from the PU m. Here r0,m is the reference
range in the far field of the PU antenna, where the transmitted power Pt,m is
attenuated over a distance with the path loss exponent δ.

We assume that the OSA network knows the duty cycle of the PUs in M, such
that the period of PU absence and presence on the observed channel are expo-
nentially distributed with parameters λp,m and µp,m, respectively, see Table A.3
in Appendix app:measure and [44] for examples. This knowledge can be gained,
prior to OSA network deployment, from external spectrum regulators, who meas-
ure occupancy of PU channels, or by OSA network itself estimating the channel
occupancy parameters after each scanning cycle.

2.3.2 Obtaining Optimal Number of Scanning Nodes

For the sake of simplicity we assume that the scanning nodes are uniformly dis-
tributed within R, ranging from r1 to r2 from the center of R, thus the PDF of
the distance distribution from the PU m, is pm(r) = 1

r2−r1
. In our model, during

each scanning cycle different set of km nodes in scanning group Gm,i are chosen.
Thus we can have a different representative SNR from each node, depending on
its position. Therefore

E[µγ(rn,m)] = Pt,m − 10δ

∫ r2

r1

log10

(

rn,m

r0,m

)

r2 − r1
drn,m

= Pt,m − 10δ

(

ln
(

rrd

2 r
−rd

0,m − rd
)

rd ln(10)

)

, (2.15)

where rd = r2 − r1. We assume that OSA network is farther away from PU
such that σdB does not change appreciably, and therefore we can write (2.14)
independent of position of nodes leading to fm(γ, rn,m) with µγ(rn,m) given by
(2.15). Later we use the notation fm(γ) for the same.

Now to obtain the desired probability of detection of the PU on channel m
by the DE, based on scanning results from km OSA nodes, in the presence of
log-normal shadowing we first need to find fm(γΣ) – PDF of instantaneous SNR

γΣ =
∑km

i=1 γi detected by each of the km nodes – which the DE combines to detect
the presence of PU. Since there is no closed form expression for the PDF of the
sum of log-normally distributed variables, one of the methods is to approximate
such PDF as another log-normal distribution and find its parameters by means



34 OSA SPECTRUM SENSING ARCHITECTURE 2.3

of numerical integration [45]. Then probability of detection of PU at channel m
is (just like in (2.5))

pd,m =

∫ ∞

0

Qkmu/2(
√
γΣ,

√

θm)fm(γΣ)dγΣ (2.16)

yielding the probability of detection of the PU by km OSA network nodes. To the
best of our knowledge there is no known closed form expression for Pd,m when the
fading distribution of γΣ is log-normal. Thus one has to evaluate (2.16) numeric-
ally. Please note that in case of Rayleigh fading, where we have derived already
a closed form expression for probability of detection in Section 2.3, probability of
false alarm if km nodes are scanning is computed using (2.4) as

pf,m =
Γ(kmu, θm/2)

Γ(kmu)
. (2.17)

Before computing an optimal number km, let us first derive the probability of
channel m being in busy state. Solving the two state Markov chain

Qm =

[

−λp,m λp,m

µp,m −µp,m

]

, (2.18)

we get the steady state probability of channel m being in the busy state as pb,m =
λp,m

λp,m+µp,m
. Thus to find the number of scanning nodes resulting in the required

Quality of Detection (QoD) defined as

QoD , 1 − pb,m(1 − pd,m) − (1 − pb,m)pf,m, (2.19)

we only need to solve (2.17) over km for pf,m evaluated from (2.19), possibly with
the help of numerical integration.

2.3.3 Scheduling of PU Observations within OSA Network

Finally, we need to compare the observation intervals of both the scanning schemes:
Scheduled and Random. To make it simple we assume that s is the total channel
observation time in one scanning cycle of one scanning group. In the Scheduled
scheme the normalized channel observation for one node in the set Gm during
scanning interval of length tc equals to

Os =
1 − tis/tc

gm
. (2.20)

We now need to find Or, the expected channel observation time of one node in
scanning group utilizing Random scheme. With the assumption of an exponential
on-off behavior of the Random scheme we can construct a sampled time continuous
Markov chain that allows us to compute the steady state probabilities Pr[BGm,i

=
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1], i.e., group Gm,i is scanning channel m. The infinitesimal generator matrix
QS,gm

for the Random scanning scheme of channel m with gm sets of scanning
nodes is defined in a compact form as

QS,gm
= (Qs,gm

− Λs,gm
) tc, (2.21)

where

Λs,gm
= diag

(

2gm
∑

i=1

Qs,gm
[1, i], . . . ,

2gm
∑

i=1

Qs,gm
[gm, i]

)

, (2.22)

Qs,i =

[

Qs,i−1 Di(λs,i)
Di(µs,i) Qs,i−1

]

, (2.23)

Qs,1 =

[

0 λs,1

µs,1 0

]

, (2.24)

and Di(x) is i× i matrix with element x at the diagonal and 0 elsewhere. Solving
the Markov chain QS,gm

will yield a steady state probability vector

BGm
=

[

λs,m,1

λs,m,1 + µs,m,1
,

λs,m,2

λs,m,2 + µs,m,2
, . . . ,

λs,m,gm

λs,m,gm
+ µs,m,gm

]

. (2.25)

Since each group is scanning independently a PU channel, we can use the inclusion-
exclusion formula for evaluating probability pΣ , Pr

[
⋃gm

i=1BGm,i
= 1
]

that at
least one of the gm groups of OSA nodes was observing the channel m as

pΣ = 1 −
gm
∏

i=1

Pr[BGm,i
= 0]. (2.26)

Since each set Gm,i should consume the same amount of power during scanning,
i.e., λs,m,i = λs,m, µs,m,i = µs,m which yields Pr[BGm,1 = 1] = . . . = Pr[BGm,gm

=

1] , Pr[BGm
= 1] we can express (2.26) as

pΣ =

gm
∑

i=1

(−1)i−1

(

gm

i

)

Pr[BGm
= 1]i

= 1 − Pr[BGm
= 0]gm . (2.27)

Therefore solving (2.27) for pΣ = 1 − tis/tc, such that one scanning group with
Random scanning scheme would scan the channel m for the same fraction of time
as that of Scheduled scheme over Or = Pr[BGm

= 1], yields

Or = 1 − gm
√

tis/tc. (2.28)

Finally defining function Z(gm) = Or −Os we can compare two proposed channel
observation algorithms. We see that difference between the Random and the
Scheduled schemes, expressed in terms of normalized average observation time,
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Figure 2.8: Plot of Z(gm) for tis/tc = {0, 0.001, 0.005, 0.01}.

converges to zero for large gm, with tis > 0. The function Z(gm) has one extreme
point at

gmext
=

⌈

ln(tis/tc)

ln(tis/tc − 1) − ln(ln{tis/tc})

⌉

. (2.29)

Therefore, each OSA node is observing on an average the same fraction of time
given by Os and Or for large gm. Moreover with larger tis both algorithms
converge faster. Plot of Z(gm) for different tis/tc is given in Fig. 2.8.

2.4 Protocol Design

Now, it is somehow imperative to connect the theory obtained for distributed PU
detection with the architecture of ECN proposed in the beginning of this chapter.
Therefore given the information above we can now design a protocol supporting
the spectrum detection data exchange within OSA network.

2.4.1 Prerequisites

In our sensing architecture an ECN is divided into three tiers, see Fig. 2.1a, with
the core layer of IAN, which we can treat as one cluster. Each cluster is managed
and represented by a Cluster Head (CH), where in the ECN context this will be
commander of IAN. Nodes from each cluster scan the spectrum at the same time
and then send data to CH (which implements all the functions and tasks of a
DE. As explained in Section 2.3) they execute the tasks in the slots of a frame
assigned to them. All CHs will exchange spectrum measurements with other CHs,
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and make decisions about the presence of PU on each scanned channel. Later,
each CH will respond back to its OSA nodes leading to a network-wide decision
on the availability of each PU channel. Please note that we have assume that a
PU does not change state during observation and an OSA network can distinguish
whether channel m ∈ M was used by PU or by OSA network itself.

Each node is equipped with two separate radio front-ends: one responsible
for data communication within an OSA, and the other for spectrum sensing4,
see for example [46] for a similar approach. All OSA nodes except for CH have
limited energy to consume. Therefore, the protocol has to assign sensing cycles
such that it will not force one subset N to scan excessively, thereby balancing
the load. Thus in each sensing frame different subsets Gm,i ⊂ N gather energy
samples. During sensing phase nodes of OSA stay silent, so that energy detector
will not misinterpret communication between OSA nodes as the PU activity. The
number of sensing nodes in a group (cluster) km is limited by the maximal number
of slots in the protocol reserved for nodes-to-CH communication. Nodes in the
operational area of OSA are aggregated into L clusters, where each cluster is
managed by a CH. Moreover one of the CHs will have temporal management
functionality for all CHs. After scanning, each sensing node communicates to
its respective CH to inform about the measured signal energy level. In the next
phase all CHs exchange their measurements, thus all CHs can make the same
decision about the presence of the PU based on the set of Lkc energy values as
given in Section 2.2.25. Finally all CHs respond back to their nodes about the
availability of the channels. We also assume that OSA is synchronized, such that
not only sensing, but whole communication between CH and nodes is performed
using TDMA.

Our protocol aims at network-wide knowledge of the presence of the PU on

4Discussion on the hardware complexity of spectrum sensing implementation will be given
in Chapter 4.

5We note that selection of cooperative sensing technique is purely transparent to the protocol
proposed here.
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each of M channels, thus there is neither negotiation between CHs about which
channels are free, nor forcing nodes to change their decision about spectrum occu-
pancy, contrary to the approach proposed in, e.g., [44]. We note that communica-
tion between nodes, CH and between different CHs are performed on a dedicated
control channel which is not affected by the operation of any PU6. The follow-
ing discussion aims at spectrum sensing protocol only, i.e., protocol for robust
detection of spectral opportunities. We therefore do not focus on the analysis of
protocol for data communication of OSAN, for which a distinct block is reserved
in the network super-frame. This will be covered in-depth in Chapter 4.

2.4.2 Structure of the Protocol

Exchange of sensing data is done in the following phases. First a guard band is
allowed for clock synchronization between OSA nodes. Then the nodes selected
by each CH in the previous frame senses the set of frequencies for s units of time.
After the sensing period each node has a reserved slot in the frame of tnss length
to report to the CH about the observed energy level. Reports are sent in such a
way that when a node reports to its CH all other nodes in that cluster and other
clusters remain silent waiting for their turn. To guard against the errors during
transmission each measured data is secured by Forward Error Correction (FEC)
scheme. Total length of this part of the frame equals to Lkmtsss. We note that
sometimes each cluster can have a smaller number of nodes than km. Therefore
in cluster management phase (CMP) one of CHs will decide how to divide slots
for all L clusters.

CH-to-CH communication phase is preceded by contention phase (CP), during
which nodes moving from one cluster to another register to a new cluster, e.g.,
sensing domain. A node decides to join a particular cluster based on the signal
strength received from each CH. In the next phase CHs send combined energy
samples to other CHs. We assume that all CHs are within one hop reach of each
other unlike normal OSA nodes with sensing capability, where they can only reach
CH with the best signal strength. Combining energy can be done by each CH
in the periods between successive transmissions of nodes from other clusters and
CP, thus we do not need to reserve additional slot for processing. Result of the
computation together with the Newly Joined List (NJL) of nodes is broadcasted
to other CHs. This part of the frame is also protected from errors by FEC. Total
size of the CH-to-CH frame is equal to tcct. We note that transmission takes place
in slots to minimize the probability of losing data due to collision. We note that,
since each CH receives information from other CHs it can combine measurements
applying the same criteria and thus results in a consistent Channel Availability
List (CAL) at all the CHs. Moreover, using the NJL, each CH can update its
node member list by removing all nodes that have been reported to have been
joined by other CHs. In case of temporal node outage or if signals from a node

6As noted earlier, the implementation of different dedicated control channels will be discussed
extensively in Chapter 4.
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are not received by CH – as soon as the node re-appears – the node would join a
new CH. In these cases, the number of sensed data would be less and it must be
taken care of. However, this will not affect the PU detection explained earlier.

In the next phase, one of the CHs elected in the previous frame as OSA
Manager (OMNG), decides how to divide sensing slots among all clusters. The
unequal assignment of slots exists only when each cluster has Ni < km nodes.
Thus in this case OMNG assigns additional slots to cluster that has at least 2km−
Ni nodes. Together with this information OMNG assigns and then transmits the
IDs of all the nodes that will transmit in the next sensing frame. Each node is
chosen with a probability 1/N . Additionally, OMNG schedules who is going to
be the next OMNG in OSA network. This scheduling can be performed randomly
and usually will not change frequently. While all CHs receive information from
OMNG they automatically resend to their nodes within the frame containing CAL
and SNL. Total time of this transmission is equal to tcnt and it is also secured by
FEC. At the end of the sensing protocol frame, data communication on distinct
channels listed by CAL is performed. The complete frame structure is depicted
in Fig. 2.9.

Now, given the description of the protocol we will discuss one of the core
issues related to it. That is, we need to understand how the mobility of the nodes
impacts the sensing scheduling in the proposed protocol.

2.4.3 Impact of Nodes Mobility on PU Detection Quality

Since the nodes move in the OSA operational zone, a constant change in availabil-
ity of nodes in the cluster may make sensing and decision process a difficult chore.
Thus we focus on obtaining the level of node density in each cluster, such that
the probability of scheduling a sensing task to a node which no longer exists in
the cluster is minimized. We present initial performance analysis of the protocol
and analyze the effect of mobility on the contention for joining a cluster when the
nodes move.

We assume that nodes have to register first to a CH to take part in the sensing
process. However due to the multiple access phenomenon during CP, some nodes
will not be able to register successfully. The following analyses are performed
under the assumption that the probability of not receiving the information from
a sensor due to transmission errors is negligible. We first derive the arrival rate
κ(t) of nodes contending for the cluster during time t.

Assume uniformly distributed nodes over a circular area A ⊂ R of radius rs,
which we consider in this chapter, see Fig. 2.4b. At time t0 all nodes are within
A. We assume that at the time t = t0 +∆t, where ∆t > 0 each node has travelled
with speed v a distance rc = vt along a straight line in a random direction. Then
the proportion of nodes that have moved outside the service area Ω = 1 − A

πr2
s
,

where

A = 2r2 cos−1

(

rc
2rs

)

− 1

2
rc
√

4r2 − r2c (2.30)



40 OSA SPECTRUM SENSING ARCHITECTURE 2.4

is the overlap area between two areas R with a distance rc between their centers.
This observation is based on the fact that for a circular service area the number of
nodes moved outside the area when they chose random directions is the same as
when they all choose to move in the same direction. With a circular service area,
in all the experiments when each node chooses a random direction to move, we
may expect the same number of nodes to fall outside the service area. Therefore,
there is no reason to assume that this number would be any different when this
direction is the same for all nodes.

We then obtain

Ω = 1 − 2

π



cos−1

(

rc
2rs

)

− rc
2rs

√

1 −
(

rc
2rs

)2


 . (2.31)

When OSA nodes are moving randomly in each cluster having the size NL = N/L,
arrival rate κ(t) can be finally found using (2.31) as

κ(t) = NLΩ. (2.32)

Let us now analyze the following two cases:

1. Only nodes that arrive during inter contention phase ticf = tdc + tsf − tcf

can contend for the channel;

2. Any arrival can contend for the channel, even those nodes that changed
their position during CP, i.e., during ttot = tdc + tsf .

These cases clearly depend on the relation between ttot and tcf . Specifically if
ticf ≫ tcf then, indeed, number of new arrivals during CP can be assumed to be
negligible. This also implies that, on the average, fixed number of packets will
contend for the channel at the beginning of each CP. In case ticf / tcf arrival
traffic will be the sum of fixed aggregated stream of packets from ticf and arrival
of new registration packets in each slot of CP.

We analyze both cases using Slotted Aloha multiaccess protocol [47]. We note
that Slotted Aloha assumption implies that all registration packets containing
node ID have equal size. We also assume boundless OSA network operation area
R. Given this foundation we assume that the average number of nodes within a
cluster is always the same and equal to NL.

Case 1 (ticf ≫ tcf )

Analysis of multiaccess protocols can be divided into two based on whether the
receiver, i.e., CH, has the ability to capture one packet in case of a collision.
Let tsl be the number of available slots during CP. In the capture case the best
strategy is to force all buffered registration packets during ticf to immediately
contend for a slot. This assumption might be unrealistic from the physical point
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of view however we can treat this result as an upper bound on the performance
of our proposed protocol. Thus the average number of nodes that unsuccessfully
contend for registration is

W1c =

{

κ(ticf ) − tcf/tsl, κ(ticf ) > tcf/tsl,
0, κ(ticf ) < tcf/tsl.

(2.33)

Without the CH’s ability to capturing, when nodes would immediately contend
for the channel, all of them will experience collision. To resolve this problem the
simple strategy employed is to randomly delay each buffered packet and transmit
it with a probability pdl = 1/⌈κ(ticf)⌉. Whenever nodes experience collision,
each colliding packet will again be transmitted with probability pdl until the first
success. Therefore, the probability of successful transmission when κ(ticf ) nodes
are contending for the access is

ps,⌈κ(ticf )⌉ = ⌈κ(ticf )⌉pdl(1 − pdl)
⌈κ(ticf )⌉−1. (2.34)

The reason for fixing pd = 1/κ(ticf ) follows from the fact that (2.34) approaches
maximum exactly with this value of pdl. Thus the expected number of unsuccess-
fully transmitted register packets is

W1n =

{

ps,Σ − tcf/tsl, ps,Σ > tcf/tsl,
0, ps,Σ < tcf/tsl,

(2.35)

where ps,Σ =
∑⌈κ(ticf )⌉

i=1 p−1
s,i .

We note that if all contending nodes would be able to receive information
whether there was a successful transmission in a slot or not, then each remaining
node could increase pdl = 1/(⌈λ(ticf ⌉ − sp), where sp is the number of successful
transmissions in CP so far, that is equivalent to the number of slots in this CP.

Case 2 (ticf / tcf )

In this case assuming that CH can capture one amongst i colliding packets, num-
ber of unsuccessful transmissions, W2c, is defined exactly as in (2.33), changing
all κ(ticf ) into κ(ttot). In the non-capturing case analysis becomes much com-
plicated due to three important phenomena. First, arriving traffic will consist of
registration packets aggregated during ticf and constantly arriving packets after
each slot. Second, because CP length is fixed and small. Further, we cannot
consider the system as in steady state during the contention. Third, the average
number of requests per slot becomes smaller after each successful transmission.
For these reasons we omit the analysis for this case here.

Probability of Sensing Scheduling to Non-existent Nodes

Knowing the average number of unsuccessful nodes registering with a new cluster,
for a particular transmission scheme, we can compute the probability that an
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OMNG will schedule a measurement request to a node which is nonexistent in a
cluster. It is expressed as

pss = 1 −
(

NC − ⌈W{x}⌉
km

)(

NL

km

)−1

, (2.36)

whereW{x} ≤ NC is the average unsuccessful number of nodes and x ∈ {1c, 1n, 2c}.
Now assuming that OSAN can accept only pss ≤ pss,max, to obtain the average
node number in the cluster, NL, which results in such performance, we only need
to find NL by solving (2.36) over pss,max.

Numerical Results

For a representative set of parametersNC = 250, rs = 500, tcp = 1 ms, tsl = 0.5 ms,
v = 0.5 m/s we have compared the expected number of nodes unsuccessful in
registration for various channel access strategies. Obviously we observe that
W1c < W1n for high ticp (in our case ticp ≈ 6 s). With the prolonged inter-
scanning time tis we observe that, in the worst case, maximal number of nodes
that will not be able to register to the cluster is less than 6. This means that for
the NC considered here only 2.4% of nodes will have to wait for the next CP.

For the same values of NC , rs, tcp, tsl, and v observing pss for different km

values for first case of multiple access without capture. Interestingly, if the km

is greater than W1n, even for a substantial number of nodes within the cluster,
when ticf is long, probability of scheduling to a non registered node is moderate.
This implies that there is a tradeoff between km and time between two scanning
events, e.g., for fixed km increasing ticf reduces the QoD.

2.5 Hardware Implementation of Cooperative PU Detection

As a result of the analyses of PU detection presented in the previous sections
of this chapter, a hardware platform has been developed as a proof of concept
for cooperative PU detection. It was a part of AAF project. The AAF demo
platform was developed at Delft University of Technology between 2007 and 2008
by graduate students and PhD researchers of the Wireless and Mobile Commu-
nications Group and Telecommunication and Remote Sensing Technology Group
at the Department of Telecommunications [48].

The whole platform was constructed of two main components: a cooperative
spectrum sensing platform based on USRP devices, and Orthogonal Frequency Di-
vision Multiplex (OFDM) adaptive carrier selection based on the P25M SDR [49]
platform. The spectrum sensing part sends real-time signals on the activity of
the PUs (in this case WLAN activity) to SDR P25M platform, which adapts its
OFDM waveform based on information obtained, i.e., deactivates carriers on the
channels where a PU was detected. Since the primary task of this chapter is the
spectrum sensing we will not describe in detail the OFDM modulation part and
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Figure 2.10: AAF Demo platform: (a) schematic representation; and (b) photograph of
the whole setup. Stationary PC contains P25M platform, while two laptops are connected
to two USRP devices (black boxes in front of laptops), serving as spectrum scanners.

we refer the reader to [50] for more information. The whole setup is schematically
presented in Fig. 2.10a, while the photograph of the setup is given in Fig. 2.10b.

Specifically, the spectrum sensing part is constructed of two PCs running
Ubuntu Linux with complete GNU Radio installed, connected to individual USRP
with 2.4 GHz daughterboard [51]. Each laptop runs its own spectrum sensing
programme written with the help of GNU Radio. Both laptops are connected via
the Samba protocol to exchange sensing data, while one of the laptops serves as
a sensing server and combines spectrum sensing information from both of GNU
radio programs. In the setup a simple measurement combining is performed, see
Section 2.2.2. The outcome of the measurement is sent again via the Samba
protocol to the PC hosing the P25M SDR platform as a vector of zeros and ones,
where ones symbolize carrier occupancy by PU. An example GUI of the spectrum
scanner (server side) is shown in Fig. 2.11. Individual USRP devices could scan
up to 3 MHz of spectrum at a time. Detection threshold θ is set manually based
on experiments to maximize QoD.

Two limitations of the presented setup is the lack of RFE at the P25M, and
simplified spectrum sensing measurement result. Since at the time of AAF Demo
platform development we had access to USRP’s 2.4 GHz daughter board only.
Spectrum sensing results using USRP were not reliable enough. It was due to
the fact that USRP at was simply too slow to perform accurate measurement in
real-time in whole 2.4 GHz range.

We note that the development of the platform was still ongoing while this
thesis was written. Therefore we were not able to include any measurement
results obtained with this cooperative spectrum sensing system. However we feel
that building cooperative spectrum sensing system using off-the-shelf equipment
is possible.
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Figure 2.11: Graphical User Interface of the spectrum scanner of the AAF platform.

2.6 Chapter Summary and Discussion

Theoretical issues related to the PU detection were introduced in this chapter.
Techniques to improve the process based on log-likelihood combining in cooper-
ative detection were also introduced. It has been concluded that novel techniques
proposed in this chapter outperform many cooperative PU detection systems.
Later we have explored protocol issues of spectrum sensing, that is, how to dis-
tribute optimally the detection process among multiple nodes in OSA network.
We have concluded that in Random scanning scheduling, by slightly reducing the
observation time of the PU activity, an OSA network will save a lot in terms
of energy consumption. Also, in this chapter a formal protocol has been pro-
posed that facilitates the cooperative PU detection process. Finally a hardware
implementation of a cooperative PU detection has been presented and discussed.
Results presented in this chapter will be used in the subsequent chapters that will
discuss protocol performance and design of link and transport layers.

In the next chapter we will provide general results on the OSA network per-
formance, particularly related to blocking probability using results obtained here.



Chapter 3
General OSA Network Performance

I am a patient boy, I wait (...),
My time is like water down a drain.
Everybody’s moving (...), please don’t leave me to remain

Fugazi, “Waiting Room”, from the album “13 Songs”, Dischord Records

3.1 Introduction

We explained in the previous chapter the fundamental issues related to spectrum
sensing in the OSA setup. Now, given the physical layer properties of OSA as de-
scribed in Chapter 2, we need to understand what is their impact on higher layer
protocols. Before we start with the work related to the link layer design which
is described in Chapter 4, we need to look at OSA networks from a broader per-
spective. Here we would like to understand two fundamental issues: i) what level
of blocking OSA network might expect, given a certain distribution of channel
utilization by the PU, and ii) what channel access strategy, given certain channel
utilization by PU on each channel, minimizes collision probability with the PU.
These insights will be used to design a PU friendly MAC protocol. Our objective
is also to design a protocol which would be easily controlled in terms of levels of
interference induced to PU. The novelty of our approach is that we were able to
define harmful interference aton the packet level, in contrast to the most common
solution where interference is defined at the physical level. We will compare this
protocol with other design approaches in Chapter 4.

Particularly, the content of this chapter is structured as follows. In Sec-
tion 3.2 we analyze in detail blocking probabilities for OSA networks given differ-
ent channel access schemes. A simple analytical model is presented, accompan-
ied by detailed simulations. The guidelines and presented results are then used

45
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in Chapter 3.3 to design a simple MAC protocol with the objectives described
earlier. Finally, the chapter is summarized in Section 3.4.

3.2 OSA Network Blocking Probability Analysis

In this section we will focus on a general performance issues related to the oper-
ation of OSA networks. By general performance we mean what level of blocking
OSA network might experience. Here we distinguish between two types of block-
ing: i) Type I blocking, when all channels are busy, occupied either by a PU, OSA
network, or both; and ii) Type II blocking, due to the arrival of a PU when OSA
network was using the channel.

We will proceed with finding blocking probabilities for OSA networks using a
simple Markov chain analysis. More detailed model will be assessed with simula-
tions.

3.2.1 Markov Chain Analysis

Here we assume that the traffic from all the OSA nodes can be aggregated into one
stream, and OSA packets are generated such that inter-arrival time and packet
lengths are exponentially distributed with parameters λD and µD, respectively.
OSA network accesses M PU channels, independently and randomly occupied
by individual PUs (which is a normal case for most of the network analysis).
For simplicity of the analysis we assume that OSA network has no queue, where
arriving blocked packets could be stored. Interestingly, this assumption holds
true, e.g., in IEEE 802.22 networks [52; 53], where switching to another vacant
TV channel is not possible, after the operation of the incumbent was detected,
where all remaining channels are already occupied by the PUs. Finally the Markov
analysis of OSA networks is possible when we assume that arrival and departure
process of the PU is memoryless, which is true for some of the PU channels, see
Appendix A for detailed discussion.

For the case of one PU channel to which OSA network has access to, the
infinitesimal generation matrix for deriving blocking probabilities is defined as

QP,m = Qp,m − Λp,m, (3.1)

where

Λp,m = diag

(

4
∑

i=1

Qp,m[1, i], . . . ,

4
∑

i=1

Qp,m[4, i]

)

, (3.2)

Qp,m =









0 λD 0 λp,m

µD 0 λp,m 0
µp,m 0 0 µD

µp,m 0 0 0









. (3.3)
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Figure 3.1: Simulation of blocking probability for M={5,10,20} where OSA network was
using RND algorithm and: (a) each channel was utilized by PUs equally with parameters
λp,m = 1 and µp,m = 3; and (b) channels are utilized non-uniformly by PUs, i.e.,
∀m > 2, λp,m = λp,m−1 − λp,1/2, λp,1 = 20 and µp,m = 3. Plots of blocking probability
with Erlang B formula for the respective number of channels are shown for comparison.

In the above Markov chain state 1 describes channel free, state 2 channel occu-
pied by OSA network, state 3 channel occupied by PU and state 4 arrival of PU
while channel was serving OSA network. Solving this chain we get steady state
probability vector Bb,m. Type I blocking in this case is

pbl,1 = 1 − Bb,m(1)

= 1 − µp,m(λp,m + µD)

λp,m(λD + µD + λp,m + µp,m) + µp,mλD + µD
, (3.4)

and Type II blocking is

pbl,2 = BλD

λp,m

µD + λp,m
. (3.5)

In (3.5) term
λp,m

µD+λp,m
represents the fraction of secondary packets that were

dropped due to the interference caused by the arrival of PU on the channel m and
BλD

is the fraction of OSA traffic that was admitted to the PU channel. Finally
the total blocking probability is equal to pbl,t = pbl,1 + pbl,2.

We note that similar procedure of constructing QP,m for M PU channels
is based on specifying all possible states of interaction between PUs and OSA
network. However due to its non-symmetric nature it is hard to provide a closed
form expression for blocking probability. Instead we will explore such system with
simulations in Section 3.2.2.

But before we proceed with the simulations of such system we need to remark
the following. In Markov chain analysis we assume that from the set of free PU



48 GENERAL OSA NETWORK PERFORMANCE 3.2

0 2 4 6 8 10
0

0.2

0.4

0.6

0.8

1

Load [Erl]

B
lo

ck
in

g 
pr

ob
ab

ili
ty

M=5 (RND)
M=10 (RND)
M=20 (RnD)
M=5 (LEU)
M=10 (LEU)
M=20 (LEU)
M=5 (LUCH)
M=10 (LUCH)
M=20 (LUCH)

(a)

0 2 4 6 8 10
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

Load [Erl]

B
lo

ck
in

g 
pr

ob
ab

ili
ty

(b)

Figure 3.2: Simulation of (a) blocking probability and (b) type II blocking probability for
M={5,10,20} for different channel access schemes. Channels are utilized non-uniformly
by PUs, i.e., for m = 1, . . . , M/2, ∀m > 2, λp,m = λp,m−1 − λp,1/2, λp,1 = 20 and
µp,M = 3. Rest of the channels are considered unoccupied by PUs.

channels OSA network chooses a channel randomly. We call this access scheme
as Random (RND) channel access. However we can also think of two other access
schemes:

1. Least-used (LU), when OSA network chooses channel m with the smallest
λp,m; whenever PU arrives on a chosen channel blocking occurs;

2. Least-used with Channel Hopping (LUCH), when OSA chooses a channel
according to LU scheme. Whenever it finds out that PU has arrived, it tries
to choose another channel with the smallest λp,m, and continues to transmit
the rest of the data there. With no more option of channel hopping blocking
occurs.

Such channel access based on the knowledge of duty cycle of PUs aims at minim-
izing Type II blocking. This observation is confirmed by simulations, provided in
the next section.

3.2.2 Simulation Results

All simulations were performed using code written in C++, and each simulation
ran for 100000 seconds. In our program all OSA network packets were offered to
a pool of M PU channels, each having specified arrival and departure paramet-
ers. No radio propagation phenomena were implemented in the simulator and all
simulations were done assuming perfect PU detection.

In case ofM primary channels having uniform duty cycle, and OSA using RND
access scheme, blocking probability is plotted in Fig. 3.1a. It is interesting to see



3.3 OSA AND THE DESIGN OF MAC PROTOCOL 49

that for this set of parameters OSA network, even for the low load, experiences
significant blocking probability of ≈ 0.15. Simulation results for non-uniform
traffic, also for RND scheme, are shown in Fig. 3.1b. There, not surprisingly, we
observed much higher blocking probability than in Fig. 3.1a.

Results of the simulations for the probability of blocking with different access
schemes are depicted in Fig. 3.2a. A simulation scenario was constructed such that
it closely mimicked the operation of OSA network, i.e., PU channels with non-
uniform utilization and a set of free unlicensed channels. For three different sets
of channels we see that LUCH algorithm outperforms two other access schemes.
What is interesting to see, however, that for the moderate number of channels
the difference in blocking probability between LU and LUCH is rather small (less
than 0.01). The difference between LU and LUCH is more visible in the case
of M = 20 channels and it is due to the fact that the secondary packets have
more opportunities to switch to different channels. In Fig. 3.2b plot for Type
II blocking is shown. For M = 5 difference in Type II blocking is small for
a moderate load from OSA network. But for M = 20 this difference is quite
significant (around 0.2). However while LUCH is the most efficient compared to
the other two algorithms the difference in terms of blocking probability between
LU and LUCH in many scenarios is negligible. We have to emphasize that LUCH
algorithm might on the other hand increase signalling traffic on the control channel
since OSA network must schedule the hopping of all the packets.

Given the above results our primary objective is to plug the channel adapt-
ability, described above, and physical layer issues discussed in Chapter 2, into
more detailed MAC protocol. This will allow us to gain more insights into the
operation of OSA. The discussion is given in the next section.

3.3 OSA and the Design of MAC Protocol

In the previous section we have analyzed a very general case of OSA network.
However a more in depth setup is needed to account for additional overhead and
protocols, such as collision resolution strategies. In this section we will design a
very specific MAC protocol taking into account general OSA properties described
in Section 3.2. We will start with the system model, where we anchor OSA
network in a more realistic setup.

3.3.1 System Model

Let every Mobile Station (MS) belonging to the OSA network request radio re-
sources from the BS. Every MS has no packet buffering [47], is synchronized with
other MSs and the channel is slotted. The total traffic generated by the OSA net-
work expressed in packets per slot, is Poisson distributed with parameter λD. All
packets have equal length. Also, each node obtains immediate feedback whether
transmission was successful on a dedicated broadcast channel [47; 54]. We as-
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Figure 3.3: Symbolic representation of the OSA network system model, where multiple
MSs contend on multiple channels (here M = 3) for the access to the OSA network’s
BS, normally used by PUs of these bands. We note that PU networks can be ad-hoc or
infrastructure based.

sume that the broadcast channel is always available to the OSA network. The
OSA network have access to a set of M channels (corresponding to, e.g., OFDM
carriers), while each of the channels is also randomly occupied by the proprietary
PU of that channel (Fig. 5.1 shows an example system model for M = 3). By PU,
we mean an ad-hoc or infrastructure based network consisting of a number of MS,
operating on channel m ∈ M licensed exclusively to PU by the radio regulator1.
Here, we also assume that channel occupancy by the PU is described by a Poisson
process with parameter λp,m, its transmission is slotted, and the OSA network is
synchronized with the PU (a similar assumption was made in [55]). We approx-
imate PU’s operation as a slotted system, with Poisson arrival traffic, where the
slot length is equal to the occupancy period of the PU. Finally, we assume that
λp,m is known to each of the OSA MSs.

According to the algorithm proposed in [56], each OSA user, before transmit-
ting a request packet, chooses randomly on which OFDM carrier to transmit2.
Whenever there is collision in a slot j, an OSA MS immediately chooses another
carrier randomly, and in slot j + 1 tries to transmit the packet (this procedure is
called fast retrial in [56]). If the packet is still not transmitted, after S successive
trials it is backlogged for a random amount of time. The value of S is given a
priori to the network and is specific to the network operation environment, e.g.
level of frequency reuse in cellular-type OSA.

Since an OSA network has to operate under the shadow of the PU network, it
should behave in such a way that it will not cause excessive interference to the PU
on a channel m. The interference for PU will occur, in the OFDM scenario de-
scribed here, when both the PU and the OSA users try to transmit simultaneously

1Refer to ECN architecture from Section 2.1.2.
2We note that the algorithm analyzed here can also be applied to classical FDMA networks.

However we follow the naming from [56], thus we use the term OFDM throughout this chapter.



3.3 OSA AND THE DESIGN OF MAC PROTOCOL 51

in a slot. A radio regulator allowing operation of an OSA network on a specific
channel can restrict users to transmit such that the probability of interference Im
to the PU on channel m is

Im = pa,mpm ≤ αi,m, (3.6)

where pm = 1 − exp(−λp,m) is the probability of channel occupancy by the PU
on channel m, pa,m is the probability of gaining slot access on channel m by an
OSA network user, and αi,m is the interference limiting factor on a channel m.

We note that we aim at analyzing the performance of a single OSA network
under these circumstances. We note however that the analysis presented here can
easily be extended to a multiple OSA systems.

3.3.2 Collision Analysis

Let us assume that the total arriving traffic on channel m, λT,m, is the sum of
newly generated traffic, fast retrial traffic and backlogged traffic from the OSA
network. Although fast retrial traffic does not follow a Poisson distribution, we
will assume it is distributed in a Poisson manner, since such an assumption is the
norm in the analysis of Aloha-type protocols [47]. The total arrival rate at slot b
in channel m is then [56],

λT,m[b] = λm + pc,mγλT,m[b− 1], (3.7)

where pc,m is the ratio of collisions to total trials of the OSA network on channel
m (OSA network user collision probability), λm = ρmλD, ρm > 0 is the traffic

splitting coefficient on channel m, such that
∑M

i=1 ρi = 1, and

γ =

∑S−1
b=0 p

b
c,m

∑S
b=0 p

b
c,m

(3.8)

is the ratio of fast retrials to the number of collisions in the previous slot. There-
fore, we can write λT,m for the steady state in compact form as

λT,m =
λm

1 − 1−pS
c,m

1−pS+1
c,m

pc,m

= λm

1 − pS+1
c,m

1 − pc,m
. (3.9)

Because operation on each channel is independent and utilization of channels by
the PU is non-uniform, the total OSA network throughput is defined, using [57,
(1)] as

R =
M
∑

i=1

λT,i(1 − pc,i). (3.10)

As we noted earlier, channel occupancy by each PU is different thus the coefficient
ρm allows access to PU channels non-uniformly, in contrast to the uniform random
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channel selection analyzed in [56], minimizing the probability of collision with PU
traffic. We observe that throughput is maximized only when (see the proof in
Appendix B)

ρm =
1 − pb,m

∑M
i=1 1 − pb,i

. (3.11)

In (3.9), total traffic is affected by the ratio of collisions to total trials. In the
following paragraphs we will analyze pc,m depending on the procedures used to
transmit packets of the OSA network during multiple transmissions in a slot, i.e.,
packet capture and spectrum sensing.

Collision Probability without Packet Capture

With the assumption of slotted access and synchronization between PU and SU,
the OSA network will experience collisions not only due the channel occupancy
by PU but also as a result of to its own traffic.

Ratio of collisions to total trials can be defined as [56]

pc,m = 1 − E[|Q|]
E[|Q|] + E[|V |] = 1 − exp(−λT,m − λp,m), (3.12)

where operator E[|X |] denotes expected number of eventX , Q denotes success and
V denotes collision. For the OSA network E[|Q|] = λT,m exp(−λT,m) exp(−λp,m),
i.e., one arrival from OSA user and no arrivals from the PU, while E[|Q|]+E[|V |] =
λT,m, i.e., total expected arriving traffic by the OSA network3.

Now solving λT,m using (3.6) with pa,m = p′c,m taking into account αi,m ≤ pm

we get

λT,m ≤ − log

(

exp(λp,m)(1 − αi,m) − 1

exp(λp,m) − 1

)

= λR,m, (3.14)

which defines the maximum traffic that can be offered on PU channel m for the
OSA network. Whenever the offered traffic is higher, then each node can randomly
discard each newly generated packet with a probability

pα = λT,m/λR,m − 1. (3.15)

Such a handling of packets allows for saving its Poisson behavior [47, problem
3.11]. The value of pα is transmitted to each MS by BS on a feedback channel,
based on the knowledge of total number of OSA users and λD.

3Since the arrivals of the PU and packet generation by the OSA network are independent,
the ratio of packet collisions to total trials will be equal to, according to inclusion-exclusion
formula,

pc,m = 1 − (1 − p′c,m)(1 − pm) = 1 − exp(−λT,m − λp,m), (3.13)

where p′c,m = 1 − exp(−λT,m), and thus (3.12) is equivalent to (3.13).
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Collision Probability with Packet Capture

Due to the fading phenomenon even if n > 1 users were transmitting in a slot,
receiver is able to receive the packet when interference caused by n−1 transmitting
nodes was smaller than the predefined threshold. Such packet capture increases
the throughput possibly minimizing fast retrial and backlogged traffic.

Let us assume that signal amplitude received by BS from PU on channel
m is Rayleigh distributed with average received power Pt,m = ¯Pt,m/r

δ, where
transmitted power ¯Pt,m decays with a factor δ on distance r from OSA BS, see
Fig. 2.4b and the model in Section 2.2.2. We assume that thermal noise can
be neglected, i.e., “ideal” contention-limited design [54], since the dominating
interference in each slot comes from transmitted packets by the OSA and PU
network users. Moreover let us assume that distance r between the OSA network
and PU transmitters is such that each user of the OSA network observes the same
average received power Pt,m. Received amplitude of the transmitted packet by a
OSA network user to the BS is also Rayleigh distributed, with the same average
power for each user, equal to Po,m. This network model is equivalent to the case
when all MS of the OSA network were placed on a ring around BS of the OSA.

For an arbitrary fading scenario, ratio of collisions to total trials in presence
of packet capture is defined as [54, (4)]

pc,m,x̄(ϕ) =

∞
∑

n=1

λn
x

n!
exp(−λx) Pr

[

Ptst

Pn,x̄
< ϕ

]

, (3.16)

where ϕ is the threshold level4 and the Ptst/Pn,x̄ is the ratio of the power of the
test packet to the interference power of n users each transmitting with an average
power of x̄, and generating Poisson traffic with the parameter λx. Assuming
incoherent addition of n Rayleigh distributed phasors we have [54, (20)]

Pr

[

Ptst

Pn,x̄
< ϕ

]

=

∫ ϕ

0

∫ ∞

0

fPtsts
(xz)fx̄,n(x)xdxdz, (3.17)

where

fx̄,n(x) =
1

x̄n

xn−1

(n− 1)!
exp

(−x
x̄

)

(3.18)

denotes gamma PDF with shape parameter n − 1 and the scale parameter x̄ of
X , Pn,x̄ — sum of n interferers powers (denoted also as X ∼ G(n−1, x̄)). While

fPtst
(z) denotes PDF of Z , Ptst ∼ G(1, Po,m) — power of test packet of the OSA

network.

4In [58] authors have noticed that capture probability depends on the threshold level ϕ = ϕn,
which is a function of the number of interfering sources, i.e., it has to be adaptive to the number
of interfering sources. However, throughout this chapter we will refer to a fixed threshold ϕ for
the sake of simplicity.
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Packet Capture without Spectrum Sensing It has to be noted that even if the in-
coming OSA traffic has been limited artificially by pα, still OSA network can
experience collision due to the presence of PU MSs. Since the independence of
the PU and the OSA network operation is assumed, we analyze only two types
of packet collisions in the presence of packet capture: i) in the presence of OSA
sources only, denoted as pc,m,Po,m

(ϕ), and ii) in the presence of PU network only,
denoted as pc,m,Pt,m

(ϕ). Using (3.17) we have

Pr

[

Ptst

Pn,Pt,m

< ϕ

]

=

∫ ϕ

0

nPt,m

(

nPt,m+Po,m

Po,m

)−n

xPt,m + Po,m
dx

= 1 −
(

Po,m

ϕPt,m + Po,m

)n

. (3.19)

Now applying (3.19) to (3.16) to compute pc,m,Pt,m
(ϕ) and to compute pc,m,Po,m

(ϕ)
using (3.19) with Pt,m = Po,m in (3.16), we get, after some simplification

pc,m = 1 − (1 − pc,m,Po,m
(ϕ))(1 − pc,m,Pt,m

(ϕ))

= 1 − exp

(

−λT,m
ϕ

ϕ+ 1
− λp,m

ϕPt,m

ϕPt,m + Po,m

)

, (3.20)

which for the case of ϕ→ ∞ reduces to (3.13) as expected.

Packet Capture with Spectrum Sensing To preserve system from random packet dis-
carding while λT,m > λR,m, the OSA network can detect when the PU was present
before transmitting a packet. This allows for proper packet scheduling at each
OSA node, i.e., having more control over the packets to remove from the queue
to satisfy (3.6).

Specifically in every slot of length l, each node will observe the PU signal for
s < l time (thus reducing R in comparison to no detection case by Ms/l). After
carrier observation the OSA node will decide whether the PU user was present
or not. The OSA users will claim no slot whenever PU is transmitting. Here we
will connect results obtained in Chapter 2, and assume that nodes perform energy
detection to find the PU5.

For generality of our analysis we assume detection of signals in the presence of
AWGN with known parameters. Moreover we assume that the signal from the PU
is deterministic and unknown. Let us also assume that each node is individually
detecting the presence of PU. For a given decision threshold θ of channel m, the
probability of false alarm when the PU is absent can be computed with the help
of (2.4), replacing θ with θm as

pf,m = (1 − pm)pf . (3.21)

5The offset in timing information and turnaround time [59] (time of switching from transmis-
sion to sensing) for spectrum sensing can be accommodated by guard bands, which we assume
here as negligible in comparison to spectrum sensing phase and packet length.
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Thus the ratio of collisions to total trials due to the presence of the PU, the OSA
packets, and the ‘imaginary’ collision due to false alarm is given by,

pc,m = 1 − (1 − pc,m,Po,m
(ϕ))(1 − pc,m,Pt,m

(ϕ) − pf,m). (3.22)

Let us now focus on the analysis of the interference introduced to the PU by
the OSA network. In this case probability of misdetection can be computed as,

pξ,m = 1 − p−1
m

∞
∑

n=1

λn
p,m

n!
exp(−λp,m)pd,m,n, (3.23)

Where

pd,m,n =

∫ ∞

0

Qu(
√

2γ,
√

θm)fγ̄,n(γ)dγ, (3.24)

can be computed similarly as 2.5, replacing fγ(x) with fγ̄,n(γ). Because in this
case distribution of fγ̄,n(γ) has integer shape parameter we can evaluate (3.23)
with the help of [33, (18)–(23)] as

Pd,m,n =
1

(n− 1)!γ̄2n−1

(

ζ + βp

u−1
∑

i=1

(θm/2)i

2i! 1
F1

(

n, i+ 1,
γ̄θm

2γ̄ + 2

)

)

, (3.25)

where βp = (n − 1)! exp(−νm/2) (2η̄/(η̄ + 1))n, and 1F1(., ., .) denotes confluent
hypergeometric function, and

ζ = 2n−1(n− 1)!
γ̄n+1

γ̄ + 1
exp

(

− θm

2γ̄ + 2

) n−1
∑

i=0

ǫk

(

1

1 + γ̄

)i

Li

(

− γ̄θm

2γ̄ + 2

)

, (3.26)

where Ln(.) is a Laguerre polynomial of degree n, and ǫk = 1 for i < n − 1 and
ǫk = 1 + 1/γ̄ otherwise.

With energy detection capability nodes can reduce their traffic splitting coef-
ficients to ρm = (1 − pξ,m)/

∑M
i=1 1 − pξ,i, which in the limiting case,

ρm = lim
∀i pξ,i→0

1 − pξ,m
∑M

i=1 1 − pξ,i

=
1

M
, (3.27)

implying that in the case of perfect detection of the PU on the channels the OSA
user can randomly choose a channel for transmission.

Having computed pd,m we can observe the gain ΓR,m = λ′R,m − λR,m in in-
troducing energy detection mechanism with λ′R,m which is the maximum allowed
traffic computed using (3.14) with pa,m = pmpξ,m. We get

ΓR,m =

{

log
(

exp(λp,m)(pd,mαi,m−pd,m)+pd,m

exp(λp,m)(αi,m−pd,m)+pd,m

)

, pd,m 6= 0

∞, pd,m = 0
. (3.28)
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Figure 3.4: Throughput R in the presence of the OSA network packet capture. Configur-
ation: Po,m = 23 dB, Pt,m = 16 dB, M = 20, where first 10 channels are PU free and the
rest is occupied non-uniformly by PU, with the rates given by vector Λm = [2, 4, . . . , 20],
where Λm(i) = λp,i, for the corresponding channels m = {11, ...20}.

3.3.3 Numerical Results

We have performed a set of numerical experiments to study the performance of
the proposed protocol. In Fig. 3.4 we have plotted the throughput in the case of
packet capture. System configuration is mimicking the real OSA network scenario,
where some channels are free of PU, while others are occupied, but each of them
to a different degree. As expected, throughput is decreasing with the increase of
ϕ.

In Fig. 3.5 we have compared throughput of the OSA network using the uni-
form channel selection and traffic splitting coefficients. We have varied number of
PU channels to which OSA network has access to, where for each channel we have
fixed λp,i < λp,i+1. As expected, splitting the traffic between channels depending
on the arrival rate of the PU gives a substantial increase in the throughput R,
especially when the number of channels are larger and if arrivals of the PU vary
highly between channels.

We have also plotted throughput of the OSA network in the case of packet
capture and spectrum sensing, see Fig. 3.6. We clearly observe the decrease in
throughput when the time-bandwidth product u becomes small. This implies that
for a fixed OFDM subcarrier bandwidth W , with the decrease of integration time
we observe very high probability of false alarm, e.g., for W = 1 kHz and s = 1 ms
(u = 1) and θm = 5 dB probability of false alarm is 0.9179.

In the next step we plotted the curves for probability of PU detection 1−pξ,m,
as a function of the threshold, see Fig. 3.7. We observe an increase in probability
of detection with the increase of offered traffic, i.e., increase of collision by PU.
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Figure 3.5: Throughput comparison between uniform channel usage by the OSA network
and using traffic splitting coefficients. Configuration: no packet capture, M = 20, where
all PU channels are occupied according to Λm = [1, . . . , M ]

This leads to an interesting conclusion that higher the offered traffic by PU, higher
is the probability of interference, but lower is the throughput of the OSA network
on that OFDM carrier. Also interestingly, probability of detection of colliding
packets transmitted according to the Poisson traffic for a given threshold and γ̄
is much higher in comparison to one signal only being transmitted.

We also plotted ΓR,m in function of αi,m for fixed value of λp,m, see Fig. 3.8.
As expected ΓR,m → ∞ as 1− pξ,m → 0. We also observe that for relatively high
value of αi,m, even for low detection probability, the OSA network can gain from
energy detection.

3.4 Chapter Summary and Discussion

We have given analytical expressions for computing blocking probability for the
general OSA network model. By simulation we have proven that Least-used with
Channel Hopping algorithm minimizes packet loss, in comparison with Random
and Least-used algorithms.

Moreover, we have analyzed an OSA network in the presence of the PU and
with fast retrial capability under the OFDM setting. OSA network nodes harness
the holes in the spectrum usage under the shadow of the activity of the PUs.
We analyzed mechanisms of spectrum sharing with and without packet capture
capability and with spectrum sensing. We applied OFDMA-based Slotted Aloha
protocol for accessing the PU channels, which is simple and easily implementable.
We have given a simple way to avoid and control collisions when the traffic gen-
erated by the OSA is higher. The contributions of this chapter also include the
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Figure 3.6: Throughput R in the presence of the OSA network packet capture and
spectrum sensing for different values of u. Configuration: Pt,m = 10 dB, Po,m = 5 dB,
ϕ = 30 dB, M = 10, Λm = [0.15, 0.3, . . . , 1.5] (see notation from Fig. 3.4), and threshold
value θm = 5 dB. We assume here that s ≪ l.

0 20 40 60 80
0

0.2

0.4

0.6

0.8

1

θ
m

1−
p ξ,

m

γ=10
γ=20
γ=5
γ=1
γ=25

Figure 3.7: Probability of detection for u = 2, λp,m = 0.5, for different values of γ̄ as
a function of θm.
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Figure 3.8: ΓR,m as a function of 1 − pξ,m for λp,m = 7. Curves from left to right are
plotted for αi,m = {0.1, 0.2, . . . , 0.9}.

effective use of the PU channel by using the spectrum sensing. We proved that
scheduling the OSA traffic to the least used PU channel reduces the collision and
increases the OSA throughput, which is in line with conclusions drawn from the
first part of the chapter.

Now, given the initial results for OSA network performance, we will continue
further with these analyses in the next chapter. Specifically, in this chapter we
have analyzed a very special case of OSA MAC — where one dedicated CC is
used, e.g., as a feedback channel for collision resolution. As we show in the next
chapter this is the most widely used approach for OSA MAC implementation.
However, we will show that it is not the most efficient solution.





Chapter 4
OSA MAC Protocol Performance

Die Konkurrenz
Die Konkurrenz schläft nicht

Wir Sind Helden, “Die Konkurrenz”, from the album “Soundso”, EMI Music 2007

4.1 Introduction

Given the theoretical foundation of the PU detection in Chapter 2, and general
performance of OSA networks in Chapter 3 we can finally develop a foundation
for the analysis of the MAC protocols in the OSA context. As we have explained
in Section 1.3 the PU detection process is a crucial and distinctive feature of every
OSA network. Its performance has certain implications on the upper layers of the
protocol stack. This chapter will investigate this aspect carefully.

Our starting point for the analysis is the multichannel MAC comparison frame-
work presented in [60] extending to OSA. A detailed physical layer model is added,
with fading, PU activity, PU detection and packet capture. Using this model, we
show that it is not needed to have a control channel solely dedicated to the OSA
network. It is due to the fact that PU activity on such a channel does not degrade
OSA throughput significantly if the OSA data packets are large enough or the
number of OSA channels is small. We also show that the throughput achieved in
the OSA network scales linearly with PU activity. However, depending on how ef-
ficiently the MAC design claims the free spectrum the throughput gain varies. We
also show that for any OSA MAC there is an optimal point between high PU de-
tectability and obtained throughput. When the PU detector is designed properly
the SU network using any OSA MAC will not gain much from fading potentially
allowing packet capture when the PU channel losses are higher. We considered
multiple MAC schemes for comparisons. Finally, after the analysis and through

61
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simulation studies out of all the OSA MACs considered, the Multiple Rendezvous
Control Channel MAC performs best for all the test configurations considered in
this chapter.

We emphasize that none of the studies so far have focused on this issue holist-
ically, specifically, on the question of how MAC design and PU detection quality
impacts the OSA network performance. We note that the only works we found
that focus on assessing the performance of spectrum sharing in general are [61; 62].
They however neglect many of the implementation details.

The content provided here has the following structure. We begin the chapter
with brief prerequisites for the analysis in Section 4.2, listing a set of requirements
for the operation of any MAC in OSA networks and giving a brief survey of state
of the art in OSA MAC design. Then we present an analysis for the operation of
all possible multichannel MAC protocols. Next analytical results for the through-
put assessment of distributed OSA multichannel MAC designs, particularly from
the physical layer perspective, are given in Section 4.3. Simulation results for
delay, throughput and interference to the PU, are introduced in 4.4. Finally, in
Section 4.5 we conclude the chapter with a brief summary of the results obtained.

4.2 A General OSA MAC Overview

We present a general overview of OSA MAC. However, before we start analyzing
the issues of MAC operation we need to briefly outline what are the essential
requirements for these protocols in OSA networks. This will drive our analysis
and further comparisons for all the MAC protocols considered in the OSA context.

4.2.1 Requirements for Distributed OSA MAC protocol

Since OSA MACs need to work in a different context of the PHY layer, it is better
to have a general view of the requirements. Here we list the essential requirements
of OSA MACs. In the next section we will describe in more detail certain features
of these protocols, referring to an existent OSA MAC design. These features are
as follows.

1. Efficient distribution of PU sensing data: Information about the PU of the
licensed band should be exchanged even when OSA network is saturated by
its own traffic. Further, each packet about PU activity must be transported
immediately to each of the OSA network nodes in the vicinity of the PU
node; see Section 2.4.2 for more discussion on this aspect.

2. Multichannel operation: As we have outlined in Section 1.3 another inherent
feature of OSA operation is the use of multiple channels for communication.
Under the current radio regulation, since spectrum charts are channelized,
availability of enough bandwidth of a single continuous channel cannot be
guaranteed at any point of time. Intuitively, the probability that enough
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bandwidth will be vacated from the PU hold increases with the increase of
number of channels considered for the operation.

3. Short channel switching time: Time for switching from one channel to an-
other, when PU activity is detected by OSA network node must be negligible
and should effectively introduce no additional latency.

4. Half-duplex transmission: Each OSA node should either transmit or receive
at any instant. Further it should either send or receive data or send or
receive signalling. This is due to the fact that usually not every node in
a network can support full duplex operation, i.e., full spectrum sensing
capability. Full spectrum sensing capability means that nodes are equipped
with two antennas, i.e., one each for transmission and reception of data, and
for spectrum sensing and signalling.

5. Scalability with increase in PU channels : The gain from introducing more
primary channels to OSA network should be proportional to the number of
channel introduced. However in the most classical case, when one dedicated
control channel has been assigned for signalling exchange it becomes satur-
ated with the increase of signalling packets [63]. One of the ideas to mitigate
this problem is to construct a dynamic common control channel which will
have different bandwidth depending on the number of users in all bands
of OSA network at any instant. One of the candidates for such a channel
is UWB. However it has to be noted that throughput of UWB decreases
profoundly with distance. This would simply mean that maximal distance
between neighbouring nodes of CRN will be limited to UWB transmission
distance. Such limitation is caused by low power levels in which UWB nodes
are allowed to transmit.

4.2.2 OSA MAC Classification

Given the requirements we now give an extensive overview of the available OSA
MAC protocols, identifying all important features that are distinct to the OSA
operation and need to be modelled such as, multichannel OSA design and PU
detection.

In Table 4.1 we have listed different OSA MAC designs found in the literature1.
The features of the identified MAC protocols, that are important in the context
of OSA, are described in detail in the following sections. More discussions on the
identified features can also be found in [64; 65].

1We are aware of the existence of MAC for IEEE 802.22 WRAN [83] and proprietary OSA
MACs found in the OSA devices of Shared Spectrum Company, Philips and Microsoft, but since
their specifications are not public they are not mentioned here.
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Table 4.1: OSA MACs versus their Features, See Also [64, Tab. 1],[65, Tab. 2]

Protocol Bootstrapping Type Scanning RFEs

DOSS [66] Yes DCC Yes 3
Su et. al. [67] No DCC Yes 2

Motamedi et. al. [68] No DCC Yes 2
SCA-MAC [69] No DCC Yes 2
Nan et. al. [70] No DCC Yes 2

C-MAC [71] Yes DCC Yes 1
AS-MAC [59] Yes DCC Yes 1
ESCAPE [72] No DCC Yes 1

MMAC-CR [73] No DCC Yes 1
DC MAC [74] No DCC Yes 1
HC-MAC [75] No DCC Yes 1

Choi et. al. [76] No DCC No 2
Shu et. al. [77] No DCC No 2
BB-OSA [78] No DCC No 1
OS-MAC [79] No DCC No 1

OSA-MAC [80] No DCC No 1
HD-MAC [81] Yes SPCC Yes 1

SRAC [82] No SPCC No 1

Centralized versus Distributed Architecture

OSA network architectures can be classified into centralized and distributed. In
the centralized architecture, one dedicated network entity is responsible for the
management of medium access and functionalities related to channel management.
Examples of these architectures for OSA are Common Spectrum Coordination
Channel [84], Spectrum Information Channel [85] and DIMSUMNet [86]. For the
distributed case, each node of the network decides on the channel access locally.
The focus of this chapter is to analyze distributed OSA MACs only2.

Bootstrapping and Channel Selection

Bootstrapping is the process during which an SU node decides which of the PU
channels are suited for opportunistic use. In one scenario, external entities provide
information on opportunistically enabled channels. Then, SU consults those en-
tities when it wants to join a network. Other scenarios assume that each node

2We note that all centralized protocols that we are aware of organize spectrum access for
OSA networks, and [84–86] in particular, use dedicated control channel to coordinate networks.
One of the distributed multichannel OSA MAC classes that we analyse here is also based on
dedicated control channel principle. Therefore, dedicated channel for control in OSA MAC
context can also be treated as a benchmark for assessing effectiveness of centralized spectrum
coordination protocols.
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finds those channels locally, which can involve a significant amount of spectrum
scanning. After finding the channels, each node distributes its set of channels to
other users in the network, e.g., via a proprietary protocol. Interestingly, only
a handful of proposed OSA MACs consider bootstrapping, e.g., C-MAC [71],
AS-MAC [59], DOSS [66] (only for a Control Channel), and HD-MAC [81]. Boot-
strapping, which is sometimes also referred to as channel selection [87], is mostly
explored in a single channel context. In a multichannel domain, MAC designers
usually assume that each OSA node has a pre-programmed list of PU channels for
use. We will also assume in our analysis and simulations that the list of channels
is known to SUs.

Control Channel Design

After the bootstrapping procedure, the SU network has decided on a set of possible
channels. Now, for each data packet transmission the SU transmitter and receiver
have to coordinate which channel and time slot they will use for the transmission.
This coordination is typically implemented using a (Common) Control Channel
(CC). From the reliability viewpoint, this CC is a very crucial element of the
MAC design, since no SU data communication is possible when it is obstructed.

Using the approach defined in [60, Section II] for the general multichannel
MACs, we can identify four classes of CC implementation. For the list of references
for each MAC class in the non-OSA case we refer to the original paper [60].

1. Dedicated (Common) Control Channel (DCC): Here one channel is dedic-
ated solely to the transport of control messages. All nodes should overhear
the control message exchange and data exchanges. As a result, one Radio
Front-End (RFE) needs to be dedicated to the exchange of control messages.
When only one RFE is used, transmission of control and data packets is time
multiplexed, but then the operation of the protocol becomes more complex.
The drawback of the DCC approach in the context of OSA is that when a
PU is active on the control channel, all SU communication must wait until
the dedicated channel becomes free again. If PU activity is organized in
long bursts, this can result in long delays. As a result, existing OSA MAC
protocols often assume that the CC is always free from PU. Interestingly,
the majority of the proposed designs so far are DCC, see Table 4.1.

2. Hopping Control Channel (HCC): Here all idle nodes hop across all the
channels following a similar pattern. When both the sender and the re-
ceiver successfully exchange control messages on the current channel, they
stop hopping and start transmitting data. After that, they come back to
the original hopping pattern, re-joining the rest of the network. HCC has
the advantage that it uses all channels for data transmission and control
messaging, whereas in DCC, the CC can be used to transfer only control
packets. Also, HCC does not require a single dedicated channel to be free
from PU activity always. This MAC class has not been proposed yet in
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the OSA context in the literature. We note that in HCC only one control
message can be exchanged during one hopping sequence.

3. Split Phase Control Channel (SPCC): Here OSA transmission time is di-
vided into alternating control and data phases. During the control phase,
all nodes switch their RFEs to the dedicated CC and decide on the channels
to use for data transfers in the upcoming phase. Each node stays on the
negotiated channel during data transmission phase. The advantage is that
the CC can be used during the data phase. Compared to DCC, no extra
RFE for the control channel is needed. On the other hand, SPCC requires
stronger synchronization to identify the control and the data phases. Only
two out of all MAC protocols listed in Table 4.1 belong to the SPCC class.

4. Multiple Rendezvous Control Channel (MRCC): Here multiple nodes can
exchange control information at the same time using all available channels.
Each node knows the hopping pattern of its one hop neighbours. Such hop-
ping pattern is based on the seed of a pseudo-random generator. Once the
seed of the receiver is known, the sender can follow the intended receiver
on its hopping sequence. MRCC randomly spreads both control and data
exchanges across all channels. As a result, MRCC is the most robust adjust-
ing to the unpredictable PU activities. We will illustrate this quantitatively
later in this chapter. However MRCC also requires a more stringent syn-
chronization between the hopping users since, they have to keep track of
hopping times of one-hop neighbours. In contrast to HCC, it allows to ex-
change more than one message during the control sequence. Interestingly,
none of the MAC designs in OSA context proposed so far belongs to the
MRCC class of multichannel MAC protocols. A detailed discussion on the
operation of a MRCC MAC proposal for a non-OSA environment can be
found in [88].

We can further divide the multichannel MACs into two major groups: with
Dedicated CC, i.e., DCC and SPCC, and with Hopping, i.e., HCC and MRCC.
The multichannel MAC analysis framework of [60] will serve us to compare these
MAC designs in the context of OSA in Section 4.3 and Section 4.4. Graphical
representation of each multichannel OSA MAC class is given in Fig. 4.1.

PU Detection

We can thus classify OSA MAC protocols into a) scanning and b) non-scanning
OSAs. From Table 4.1 we can conclude that the majority of the protocols con-
sidered here assume to have the scanning under their control. Unfortunately,
scanning increases the overhead since nodes cannot transmit when they are scan-
ning. The overhead can be minimized by increasing the hardware complexity,
i.e., by introducing a dedicated RFE for scanning only (see Table 4.1 for the list
of OSA MAC and their number of RFEs). More importantly, since it is often
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Figure 4.1: Illustration of the operation of different multichannel MAC types with PU
activity on each channel: (a) Dedicated Control Channel, (b) Hopping Control Chan-
nel, (c) Split-Phase Control Channel, (d) Multiple Rendezvous Control Channel. Please
compare [60, Fig. 1] for the description of the non-OSA multichannel MACs.

difficult to distinguish SU and PU signals, the whole SU network has to be quiet
during sensing which requires Quiet Period Management [71]. Scanning or hence
quieting the network can be done periodically or before each transmission at-
tempt. The time interval between two consecutive sensing attempts varies, and
is often a function of the policy. The more tolerant the PU is to the interference
the less often the sensing can be done. Noise, fading, multi-path shadowing and
low PU signal levels make the reliable detection process difficult [30]. Suboptimal
detectors not only affect the PU QoS levels, but the SU QoS as well. In Sec-
tion 4.3.2 we will give a detailed model of the PU detector, which will later be
used in the global system model for the MAC comparison.

Number of RFEs

Different multichannel MAC designs operate using different number of RFEs. For
DCC, this number varies between 1 (one RFE is time shared for control and data
exchange) and 3 (one RFE for control data exchange, and two simplex RFEs
for data transfer). All SPCC MACs that are proposed use only one RFE, see
Table 4.1. We expect that HCC and MRCC will use only one RFE as well.

The number of RFEs has a significant impact on the hardware cost and the
power consumption. The energy consumption of a radio depends to a large extent
on the amount of time the RFE can be switched off to the sleeping mode. Since
none of the classes of MACs considered here have been optimized for sleeping, we
can assume that they will never be able to be turned off. As a result, the number
of RFEs is roughly proportional to the total power consumption. In the rest of
the chapter, we will hence not study the power cost in more detail, and assume
that the number of RFEs is 2 for DCC and 1 for the other protocols.
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4.3 Analysis

In this section we propose a model to analyze OSA MAC performance from the
throughput perspective. First, we give a global overview of the system model.
Later we discuss the detailed physical layer model. Finally, we embed them
into the multichannel MAC model proposed in [60]. We note that our model
possesses the same limitations as that of [60]. Specifically, due to significant
involvement of the delay analysis the model is limited to throughput assessment
only. Moreover, the work here is limited to a single collision domain and effects
such as hidden/exposed terminals are not modelled. However, features that are
not captured by this analytical model, e.g., delay and level of interference to the
PU, will be studied through simulation in Section 4.4.

4.3.1 Modeling Assumptions

Channel Organization

We evaluate the performance of a OSA network consisting of N nodes operating
on a pool of M channels, where each channel can potentially be used by a PU
independently with probability pbm. Each channel has a fixed throughput of
C Mb/s. SUs can utilize the channels when they are temporarily not in use by
the PU, but only when this causes no excessive interference to the PU of any
channel m ∈M .

Time Granularity

The system is analyzed using discrete time slots. As a result, all transmissions
within the SU network are slotted and the boundaries between consecutive slots
are uniquely identified. Further, for the sake of analyses, slots of the secondary
network are assumed to be synchronized with the PU network slots. This means
that any PU or SU packet starts at a slot boundary. A slot is long enough to
contain one RTS/CTS exchange of the SU network. In Fig. 4.1 a more detailed
picture is given since SU transmissions are not synchronized with the PU slot and
a PU packet can start in between the RTS and CTS exchange.

Channel Access

Every node has an infinite stream of data to transmit. Distributed access3 is
modelled by generating each channel access with a probability p. Such channel
access results in a connection arrangement (RTS/CTS exchange) on the control
channel. A successful arrangement is always made when only one user requests a

3We note, just as in [60] effects related to PU activity and multiple channel management are
much more profound for the operation of any Multichannel OSA MAC than collision resolution
strategies. Therefore, the collision resolution procedure, i.e., RTS/CTS exchange, assumed in
the model is simplified.
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new connection in the network in a given slot and the slot was free from the PU
activity. In addition, in case of collisions with the PU or another SU, SU nodes
are potentially able to capture the transmitted packet under the condition that
the total SINR is larger than a certain threshold ϕ.

Data Model

After obtaining the channel SU nodes can transmit only one packet (amount
of data), which is fragmented into multiple slots with an acknowledgement per
fragment. When the transmission has finished, nodes need to perform a new
arrangement for the next transmission attempt. For the sake of simplicity of
analysis, we assume the packet lengths of secondary network are geometrically
distributed with parameter q, i.e. each SU data packet has a mean length of q−1

time slots.

PU Detection

To avoid excessive interference with the PU, every slot of length l starts with a
scanning period s. At the beginning of the scanning period s, all SU nodes stop
their transmission and at the end of that period, each secondary node locally
decides if the channel is free from PU activity or not. Every decision is prone to
errors. When a SU node does not detect a PU, with probability 1−pd, a collision
between PU and SU occurs. A capture model determines if the collision results
in a lost packet for the SU. A lost fragment has to be retransmitted in the next
available slot. Alternatively, an idle slot may be considered busy with false alarm
probability pf . In such a case, the SU postpones its transmission and tries to send
the remainder of the packet in the next available slot. In both the cases, when
this happens during the data transmission phase, no new arrangement is needed.
As a result, the presence of PU only extends the data phase. The probabilities
pf and pd are functions of s, channel bandwidth W and detection threshold θ.
We also assume that all OSA nodes observe the same channel conditions, i.e., the
same instantaneous signal level from PU in each slot.

Physical Layer

Signals received by each of the SU nodes are affected by Rayleigh fading and
thermal noise. We assume that the channel state is constant for the whole slot
length. For the analysis we assume that each SU experiences the same instantan-
eous PU fading, described by a Rayleigh fading process. SU transmissions are all
affected by independent identically distributed Rayleigh fading as well.

4.3.2 Physical Layer Model

We now explain the physical layer model, consisting of a PU detection, packet
capture and slot availability in more detail.
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PU Detection Errors

Every node of the OSA network at the beginning of every slot will sense to de-
tect the presence of PU on a given channel. We assume energy detection in
the presence AWGN and Rayleigh fading, which was extensively described in
Chapter 2. For simplicity of analysis we assume single node, non-cooperative PU
measurement, which results in pf and pd given by (2.4) and (2.7), respectively.
Cooperative spectrum sensing will only change the pf and pd.

Packet Capture

Fading causes additional packet loss for the OSA. We neglect it since these losses
are not specific to the analysis of multichannel MAC design in the context of OSA.
However, fading can lead to a throughput increase for the OSA network in the
following scenario. Even if the OSA node has mistakenly detected the channel
as free from PU activity, if the received PU signal has been in deep fade, the
OSA node might be able to successfully transmit its packet (this effect has been
observed first in [89]) due to packet capture. Therefore we have introduced the
packet capture model to account for this phenomenon in our analysis.

We assume that n colliding OSA packets with average received power Po (in-
cluding PU interference of average received power Pt) are added coherently at the
OSA node4. Also, we omit the impact of noise in the capture, since interference
from competing packets will be the dominant factor in the capture process [54,
(20.b)]. Having listed all the assumptions, we can now compute the capture prob-
ability for the OSA network, as given in the following proposition.

Proposition 1. Given the coherent addition of signals, with capture threshold ϕ,
n ∈ [0, N −1] interferers, PU interference power Pt, and SU packet power Po, the
capture probability is

Sx,n(ϕ) = 1 − Px(n)ϕ

Po + Px(n)ϕ
, (4.1)

where

Px(n) =

{

Pt + nPo, x = 1 (PU+SU interference),

nPo, x = 2 (SU interference).
(4.2)

Proof. See derivation of (3.17).

4Coherent addition requires phase knowledge of the signals, which might be difficult for the
OSA case. However, from the analytical perspective the non-coherent generalization requires
the PDF of the sum of unequally distributed exponential variables, i.e., n variables with average
parameter Po and one variable with average parameter Pt, which has no compact form. Further,
the resulting PDF needs to be convoluted with the fading distribution of the test packet and
integrated, which introduces another challenge.
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Slot Availability

Having the analytical formulas for PU detection errors and packet capture, we
can compute the probability that a given slot available for SU communication,
incorporating all the effects.

Proposition 2. The possible slot availability for the SU node, given n other SU
nodes transmitting, is

ψ(n) = (1 − pbm)(1 − pf )S2,n(ϕ) + pbm(1 − pd)S1,n(ϕ). (4.3)

Proof. A slot can be available to the SU in two distinct cases. First, when there is
no PU on the channel and second, when there is one. In both cases, interference
effects might reduce the probability that the slot will not be available, but only
when the detector properly decides on the channel state. Combining these effects
altogether we obtain (4.3).

4.3.3 Markov Analysis

In Section 4.3.1 we listed system assumptions that allow us to model the mul-
tichannel OSA MAC performance as a Markov model where the state space gives
the number of channels in use for data communication. More specifically, as-
sumption 2 and 4 define the time granularity of a discrete-time Markov model
and assumption 3 and 4 relate to the transition probabilities, i.e., when a suc-
cessful arrangement results in a new data transmission or when an ongoing data
transmission is finished. On top of that, assumptions 1 and 5 allow us to embed
the impact of PU activity on the MAC performance. In this section, we will
describe the Markov model and show how to embed the physical model derived
earlier into it. For the analysis we will focus on one representative OSA MAC
from the two OSA MAC groups defined in Section 4.2.2, i.e., DCC for CC OSA
MACs, and HCC for Hopping OSA MACs.

State Space and Steady State Channel Occupancy

In the discrete Markov chain model, state Xt = k represents the 2k devices (k
pairs) involved in the transmission at time t. The state space is then

S =

{

0, 1, . . . ,min

(⌊

N

2

⌋

,M

)}

. (4.4)

Following this definition of the state space, we can define the steady state vector

of the Markov chain Π =
{

π0, π1, . . . , πmin(⌊N
2 ⌋,M)

}

. From this, the average

utilization per channel, considered as the proportion of time when the channel is
occupied by SU, is

τ = ψ(0)

∑

i∈S iπi

M
, (4.5)
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where ψ(0) denotes the slot availability, when a single SU is accessing the channel
for data communication. We note that SU collisions only happen during the
control message exchange. Also, we note that the computed utilization for the
non-OSA multichannel case represented by [60, (4)] has to be decreased by the
slot availability, since we assume that when the channel becomes busy during the
data phase, the SU just waits until the channel becomes available again on that
channel. Hence, although in the steady state computation the SU is residing on
a channel m, it is not effectively using it. Without that adjustment the Markov
model would consider the PU occupancy as an increase in channel utilization
by SU network. Using (4.5) we can finally compute the throughput, by which
we mean a total throughput of the OSA network as a whole, i.e., the average
throughput of one secondary network consisting of multiple SUs, as

R = MCCτ
l

s+ l
, (4.6)

and

MC =

{

M − 1, for DCC,

M, otherwise.
(4.7)

The separate definition of the throughput for DCC comes from the fact that for
this MAC class one channel is dedicated only to RTS/CTS (control) exchange.
Next, in comparison to [60, (9)] the throughput formula has to be reduced by a
scanning factor l

s+l , given that only a part of the whole slot is used for effective
data communication.

Transition Probabilities

To compute the steady state vector, we need to define the transition probabilities,
i.e., the probabilities to start a new data transmission after a successful connection
arrangement, or to finish the one when the data packet was sent.

Let S
(k)
j denote the probability of j new arrangements given k pairs are com-

municating, and T
(k)
j denote the termination probability of j connections, given

k pairs are communicating. Then the entries of transition probability matrix P

are

pkz =







































0, if z > k + 1,

T
(0)
k S

(1)
k , if z = k + 1,

T
(k−z)
k S

(0)
k + T

(k−z+1)
k S

(1)
k , if 0 < z ≤ kand k + z 6= 2 max{S},

T
(k−z)
k S

(0)
k + T

(k−z+1)
k S

(1)
k

+T
(k−z)
k S

(1)
k , if k = z = max{S},

T
(k)
k S

(0)
k , if z = 0,

(4.8)

We emphasize, that (4.8) corrects the error in transition probabilities of [60,
(6)]. There, transmission probability for condition k = z = max{S} was not
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considered, that means the data transfer is not possible even after a successful
connection arrangement because all channels are busy. This happens with prob-

ability T
(0)
k S

(1)
k . When this case is not considered correctly, the resulting matrix

P in [60] is not stochastic, i.e., each row does not sum to 1, which is a necessary
condition for finite state Markov chains. We will elaborate on this issue more in
Section 4.3.4.

Because of the possible PU operation on each of the M channels, fading effects,

and PU detection errors the definitions of S
(k)
j and T

(k)
j given in [60] need to be

changed. The respective definitions follow as below.

Termination Probability T
(j)
k

The probability T
(j)
k that j connections finish the transfer in a given slot is

T
(j)
k =

(

k

j

)

{qψ(0)}j{1 − qψ(0)}k−j , (4.9)

which means that nodes involved in transmission can terminate successfully only
when the slot was available for the SUs. We note that we neglect the details
of the retransmission policy, which could indeed be included in the termination
expression. Our expression is for the simple case where we have an ACK per
fragment (one slot) and that we just retransmit the fragment in the next available
slot if necessary.

Arrangement Probability S
(j)
k

Different OSA MAC classes have different mechanisms to arrange a new con-
nection, which is translated into different probabilities in the Markov model to
start a transmission. Here we will derive these important probabilities, for each
multichannel MAC class individually.

For DCC and HCC the arrangement probability S
(j)
k is

S
(j)
k =











SA,x, if j = 1,

1 − SA,x, if j = 0,

0, otherwise,

(4.10)

where SA,x is defined below, separately for DCC (x = 1) and HCC (x = 2).

DCC In case of DCC MAC the average probability of successfully receiving the
packet in the presence of interferers is [90]

SA,x=1 =

N−2k
∑

i=1

(

N − 2k

i

)

pi(1 − p)N−2k−iψ(i− 1). (4.11)
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Since the successful transmission might happen for only one user, given i users are
competing for the channel at the same slot, and summing over all possible amount
of interferers i we obtain the expected probability of successful arrangement. The
number of interferers is bounded by N − 2k, since 2k users are involved in data
transmission and will not compete for the new arrangement.

Equation (4.11) does not prohibit however to have more than one sender-
receiver SU pair to access data channel, i.e., more than one user can be successful
in capturing the packet. But since we are particularly interested in capture effects
between PU and SU, and usually in an OSA setup SUs are nearby while the PU
is far away, we have

SA,x=1 = (N − 2k) p(1 − p)N−2k−1ψ(0). (4.12)

We note that using (4.11) in a model will give an upper bound for the OSA net-
work throughput, while using (4.12) will result in a throughput lower bound. For
the numerical results we will proceed with the arrangement probability definition
of (4.12).

HCC In this case we modify (4.12) as in [60, Section III.B] to take into account
the probability that the receiver is available and the that the channel is not used
for data communication. Therefore we have

SA,x=2 = SA,x=1
N − 2k − 1

N − 1

MC − k

MC
. (4.13)

To make a fair comparison of HCC OSA MAC with DCC OSA MAC, one
needs to take into consideration the switching time. As in [60], this is modeled by
modifying the average SU data packet length in slots as q′−1 = q−1 l+s

l+s+tp
, where

tp is the channel switching time.

4.3.4 Verification of the Analytical Model

To verify our analytical model we have developed an event-driven simulator in
Matlab and Octave which closely mimics the conditions assumed in Section 4.3.1.
Our simulator allowed us to track the channels that have been chosen by SUs
and PUs during their respective connections (which were not possible in the ana-
lytical model). Results of the simulations were generated using the method of
batch means for 95% confidence intervals. Each simulation was divided into at
least 5 batches, where each batch contained at least 5000 network events (see for
example [91] for a similar approach of an analytical model verification).

Comparison of the Proposed Model with [60]

As we have noted in Section 4.3.3, the transition probability matrix of [60, (6)]
for comparing non-OSA multichannel MACs was incorrect. Using transition mat-



4.3 ANALYSIS 75

0 0.1 0.2 0.3 0.4 0.5
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
x 10

6

p

T
hr

ou
gh

pu
t (

b/
s)

q
p
=0.1, Sim.

q
p
=0.1, Anal.

q
p
=0.1, Anal. (Mo et al.)

q
p
=0.2, Sim.

q
p
=0.2, Anal.

q
p
=0.2, Anal. (Mo et al.)

q
p
=0.3, Sim.

q
p
=0.3, Anal.

q
p
=0.3, Anal. (Mo et al.)

(a)

0 0.05 0.1 0.15 0.2
0

2

4

6

8

10

12
x 10

6

p

T
hr

ou
gh

pu
t (

b/
s)

q
p
=0.1, Sim.

q
p
=0.1, Anal.

q
p
=0.1, Anal. (Mo et al.)

q
p
=0.2, Sim.

q
p
=0.2, Anal.

q
p
=0.2, Anal. (Mo et al.)

q
p
=0.3, Sim.

q
p
=0.3, Anal.

q
p
=0.3, Anal. (Mo et al.)

(b)

Figure 4.2: Numerical verification of DCC MAC class throughput with respect to prob-
ability of transmit p and different PU activity values pbm for the proposed model and
using transition probabilities of Mo et al. [60]; (a) M = 3, N = 12, l = 812 µs and
(b) M = 12, N = 40, l = 200 µs; Common parameters: C = 2 Mb/s, s = 20 µs,
N0 = −90 dBm, Pt = −85 dBm, Po = −80 dBm, W = 1 MHz, θ = 17.8 dB, ϕ = 9.5 dB.

rix [60, (6)] for k = max{S} we have

k
∑

i=0

Pk,i = T
(k)
k S

(0)
k + T

(k−1)
k S

(0)
k + T

(k)
k S

(1)
k + . . .

+ T
(0)
k S

(0)
k + T

(1)
k S

(1)
k =

k
∑

j=1

T
(j)
k + T

(0)
k S

(0)
k

= 1 − T
(0)
k

(

1 − S
(0)
k

)

< 1 if S
(0)
k < 1. (4.14)

In the model proposed in this chapter last term of
∑k

i=0 Pk,i is replaced by

T
(0)
k S

(0)
k +T

(1)
k S

(1)
k +T

(0)
k S

(1)
k = T

(0)
k +T

(1)
k S

(1)
k , which, after performing simple al-

gebra as in (4.14) results in
∑k

i=0 Pk,i = 1. Interestingly, only in the case of DCC

S
(0)
k < 1; since in HCC, connection arrangement is impossible when all channels

are busy (k = max{S}). To observe how severe the error in the original model
was, we plotted the throughput of DCC for different access probability values p
and different level of PU activities using our simulator and compared them with
our model and that of [60] in Fig. 4.2. We can clearly see that for the considered
parameter range the mismatch between simulations and analysis presented here
using [60, (6)] is visible when the access probability results in the highest through-
put (approximately p = [0.05, 0.25] in Fig. 4.2a and p = [0.025, 0.1] in Fig. 4.2b).
In contrast to that our proposed model gave a perfect match with the simulations
(all points are within 95% confidence intervals).
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Table 4.2: Verification of the Analytical Model for the SU Network Throughput RMb/s
as a Function of PU Activity for M = 3, N = 12, C = 2 Mb/s, l = 812 µs (Top Half)
and M = 12, N = 40, C = 6 Mb/s, l = 200 µs (Bottom Half); Common Parameters:
s = 10 µs, N0 = −90 dBm, Pt = −85 dBm, Po = −80 dBm, W = 1 MHz, θ = 17.8 dB,
ϕ = 20 dB (See Text For More Explanation).

pbm DCC (sim.) DCC (anal.) DCC (sim.) DCC (anal.)
q=0.5 kB q=1 kB

0.10 (0.94,1.08) 1.08 (1.84,1.94) 1.92
0.25 (0.88,0.92) 0.88 (1.47,1.65) 1.57
0.40 (0.60,0.70) 0.69 (1.18,1.25) 1.22
0.60 (0.36,0.45) 0.48 (0.57,0.70) 0.84
0.80 (0.10,0.15) 0.23 (0.18,0.30) 0.42
0.10 (4.06,4.40) 4.13 (8.24,9.15) 8.46
0.25 (3.30,3.52) 3.40 (6.50,7.04) 6.90
0.40 (2.58,2.75) 2.67 (5.23,5.72) 5.46
0.60 (1.58,2.07) 1.93 (3.27,4.30) 3.96
0.80 (0.73,0.97) 0.96 (1.15,2.26) 1.97

pbm HCC (sim.) HCC (anal.) HCC (sim.) HCC (anal.)
q=0.5 kB q=1 kB

0.10 (0.87,0.96) 0.87 (1.37,1.60) 1.40
0.25 (0.70,0.79) 0.72 (1.13,1.21) 1.15
0.40 (0.52,0.61) 0.56 (0.81,0.97) 0.91
0.60 (0.27,0.34) 0.36 (0.44,0.56) 0.58
0.80 (0.10,0.14) 0.18 (0.16,0.23) 0.30
0.10 (3.86,4.26) 4.10 (7.52,8.07) 7.64
0.25 (3.38,3.70) 3.38 (6.00,6.70) 6.43
0.40 (2.65,2.89) 2.65 (4.80,5.10) 4.96
0.60 (1.56,1.90) 1.76 (3.18,3.78) 3.29
0.80 (0.85,1.11) 0.88 (1.30,1.79) 1.65

OSA MAC Scaling with PU Activity

Next, we check how the multichannel OSA MACs scale with PU activity, results
are presented in Table 4.2. For each scenario, we assume that the channel access is
optimized and we achieve this by choosing the access probability p that maximizes
the throughput. For pbm = [0.1, 0.4], which are the values of interest, we can see
that our model matches the simulation results closely since all values are within
95% confidence intervals. We note, however, that our model has slightly lesser
accuracy with the simulations for very high values of PU activity pbm ≥ 0.6 (see
in Table 4.2 for DCC with M = 3 and N = 11). Also we have observed that
the model is sensitive to the selection of transmission probability p, i.e., there is
less match with the simulations when the network operates in highly saturated
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Table 4.3: Verification of the Analytical Model for the SU Network Throughput R Mb/s
as a Function of Probability of False Alarm for pbm = 0.068 (Top Half) and pbm = 0.20
(Bottom Half); Common Parameters: M = 3, N = 12, C = 2 Mb/s, l = 200 µs,
s = 10 µs, tp = 100 µs, N0 = −90 dBm, Pt = −85 dBm, Po = −80 dBm, W = 1 MHz,
ϕ = 20 dB (See Text for More Explanation).

pf DCC (sim.) DCC (anal.) DCC (sim.) DCC (anal.)
q=0.5 kB q=1 kB

0.10 (1.11,1.19) 1.13 (1.91,2.07) 1.95
0.20 (1.07,1.15) 1.12 (1.81,1.89) 1.86
0.30 (1.03,1.10) 1.10 (1.63,1.68) 1.73
0.10 (0.88,0.95) 0.96 (1.58,1.67) 1.65
0.20 (0.86,0.96) 0.95 (1.48,1.58) 1.57
0.30 (0.86,0.93) 0.93 (1.39,1.45) 1.46

pf HCC (sim.) HCC (anal.) HCC (sim.) HCC (anal.)
q=0.5 kB q=1 kB

0.10 (3.13,3.21) 3.17 (3.20,3.24) 3.22
0.20 (2.83,2.88) 2.85 (2.84,2.90) 2.90
0.30 (2.43,2.47) 2.46 (2.44,2.50) 2.49
0.10 (2.66,2.72) 2.73 (2.75,2.79) 2.76
0.20 (2.37,2.45) 2.44 (2.44,2.48) 2.48
0.30 (2.05,2.11) 2.11 (2.08,2.14) 2.13

conditions.

From Table 4.2 we expect a linear decrease in throughput for the OSA network
when the PU activity increases. We will evaluate this closely in Section 4.4.2. We
also observe that DCC performs slightly better than HCC for the chosen setup,
which is consistent with [60, Fig. 4].

Impact of Sensing on OSA MACs

Next, we verify the correctness of the operation of the model as a function of
scanning performance in Table 4.3. While keeping most parameters fixed (see
Table 4.3), we vary the detection threshold ϕ ∈ {14.5, 13.9, 13.5}dB, which results
in different pd = {0.93, 0.94, 0.95}. As in the section above, we assume that the
channel access is optimized by choosing the channel access probability p that
results in maximum throughput. We perform the verification for an average PU
occupancy of 6.8% (pbm = 0.068) which corresponds to our measured value in [65,
Tab. 1] and Appendix A, and next for a PU occupancy three times larger. Again
our model matches the simulation closely since all results are within the 95%
confidence intervals, for all values of the detection performance. As expected, the
throughput decreases with increasing pf .

After verifying the important aspects or our model, we proceed in the next
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Figure 4.3: Throughput of DCC with respect to CC availability, when data channels
are not occupied by PUs using Eq. (4.11), dashed line, and Eq. (4.12), solid line.
Parameters: C = 2 Mb/s, p = e−1/N , l = 812 µs, s = 10 µs, N0 = −90 dBm, Pt =
−75 dBm, Po = −70 dBm, W = 1 MHz, θ = 14.6 dB, ϕ = 9.5 dB, (a) M = 3, N = 12,
and (b) M = 12, N = 40.

section to a more detailed performance analysis using only the analytical model.

4.3.5 Numerical Results

Impact of Control Channel Availability

As we have noted in Section 4.2.2, DCC is the most used OSA MAC. It is there-
fore crucial to observe in isolation how this particular MAC class behaves. What
differentiates DCC from other multichannel MACs is that one channel is solely
assigned to control information exchange. In this section we will show how un-
availability of the CC due to the presence of PU on a channel affects the operation
of DCC.

The result is presented in Fig. 4.3. We were particularly interested in the rela-
tion between data the packet length q−1, and CC availability pbm. Physical layer
parameters are chosen such that the scanning overhead is minimum (only 1.2%
of the whole slot), simultaneously resulting in high PU detection performance,
i.e., pd > 0.91, pf < 0.08. We will show later in Section 4.3.5 how to optimize
the scanning performance. Moreover, the packet capture probability for SU is
less than 20%. We have also assumed that all data channels, except for CC, are
unoccupied by the PU, to observe the impact of the CC unavailability clearly.
Other parameters of the setup used in this section are given in Fig. 4.3.

Interestingly, for large packet sizes even if the CC is highly unavailable, the
network can still achieve moderate or high throughput, see Fig. 4.3. This is
because the SU nodes do not need many new arrangements for long data trans-
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missions, and even if the CC is highly occupied by the PU, it does not affect the
operation of DCC significantly. We clearly see that when the data packet is small
the impact of CC unavailability is rather high. This means that SU can control
their impact by controlling the data packet size or connection duration. It is also
interesting to note that the impact of the CC unavailability on DCC is not linear
and is more stringent for high unavailability rates, between 0.8 and 1, since the
congestion is worse. Also, by comparing Fig. 4.3a and Fig. 4.3b, we see that the
impact is more severe for a higher number of SU channels since the congestion on
the control channel is worse as well. Again, SU can adapt to the PU by adapting
its number of used channels. Referring to our measurement results [65, Tab. 1],
when the average PU activity was only 6.8%, implementing the CC on such a
channel is possible when the SU network intelligently adapts the packet size and
number of channels in use.

Finally in Fig. 4.3 we have compared the DCC throughput using (4.11), rep-
resented by dashed line, and (4.12) represented by solid line. The impact of
multiple captures on the control channel in our setup — when access probability
p is correctly chosen — is very small and it would not contribute largely to the
collisions on data channels as noted in Section 4.3.3.

OSA MAC Comparison of Throughput Scaling with the Number of Channels

Next, we show how the presence of PUs on all M channels affects the throughput
of each of the two investigated protocols. The result is presented in Fig. 4.4. As
in the previous section, detection quality and capture effects have been set to
have minimum impact on the final result so that we can clearly see the effects of
data channel unavailability on the OSA network throughput. Here all channels
are occupied by the PU uniformly and equally including the CC for DCC. The
number of SU users in the setup is always three times greater than the number
of channels.

Obviously, higher the PU activity the lower is the throughput for each of
the MAC classes. In Fig. 4.4a and Fig. 4.4b we see that for a large number of
channels DCC is always better than HCC, independent of the SU data packet
size. The reason why HCC scales slower is that it always wastes channel access
time, since it can only access a channel every M slots. Both for DCC and HCC
the throughput increase slows down with the increase in the number of channels.
HCC saturates because of wasting the slots while hopping onto other channels,
and DCC because of the congestion on CC. Comparing Fig. 4.4 with [60, Fig. 3],
we observe the same trends as in the non-OSA case. Our numerical findings (not
presented in Fig. 4.4), show a linear increase in throughput between different PU
occupancies. Later, in Section 4.4.2 we will investigate the impact of PU activity
on the throughput in more detail analyzing all four OSA MAC classes and taking
into account more networking aspects, e.g., queuing.
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Figure 4.4: Throughput of DCC (solid line) and HCC (dotted line) as a function of
number of channels for different PU activities on each channel and (a) 5 kbyte SU data
average packet size, and (b) 10 kbyte SU data average packet size. Values of C, l, s, N0,
Pt, Po, W , θ, ϕ, and p are the same as in Fig. 4.3a and tp = 100 µs. The number of
users is always three times larger than the number of channels.

OSA MAC Comparison of Throughput Scaling with the Number of SUs

In the next experiment we have investigated how increase in number of SUs in the
OSA network affects the secondary network throughput. We fixed the number of
channels and the probability of transmission and varied only the number of users
N . Results are presented in Fig. 4.5.

As expected, with the increase in SUs the network throughput decreases for
all the protocols. However, the impact on throughput is more stringent for DCC
when the number of users is close to the number of channels, see left part of
Fig. 4.5a. When the number of SUs is approximately twice the number of channels,
irrespective of the PU activity, network throughput for both protocols is more or
less the same.

PU Detection Quality and Packet Capture

As we have noted earlier, the purpose of introducing capture effects into the
model is to investigate the impact of the following phenomenon on the system
performance. Even when the channel has been detected by the OSA network as
occupied by PUs, depending on the channel conditions, the OSA network can
still successfully transmit the packet. Similarly, capture can relax the collisions
between SU nodes on the CC.

We have performed two numerical experiments, for which results are given
in Fig. 4.6, with the parameter setup presented therein. In the first experiment,
see Fig. 4.6a, we have computed how different capture probabilities affect the



4.3 ANALYSIS 81

8 10 12 14 16 18 20
0

0.5

1

1.5

2

2.5

3

3.5

4
x 10

6

Number of SUs

T
hr

ou
gh

pu
t (

b/
s)

q
p
=0.0

q
p
=0.3

q
p
=0.5

q
p
=0.0

q
p
=0.3

q
p
=0.5

(a)

14 15 16 17 18
0

1

2

3

4

5

6

7

8
x 10

6

Number of SUs

T
hr

ou
gh

pu
t (

b/
s)

q
p
=0.0

q
p
=0.3

q
p
=0.5

q
p
=0.0

q
p
=0.3

q
p
=0.5

(b)

Figure 4.5: Throughput of DCC (solid line) and HCC (dotted line) as a function of
number of SUs for different PU activities on each channel and (a) M = 3, and (b)
M = 6. Parameters: C = 2 Mb/s, p = e−1, l = 812 µs, s = 1 µs, N0 = −90 dBm,
Pt = −75 dBm, Po = −70 dBm, W = 1MHz, θ = 14.6 dB, ϕ = 9.5 dB.
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Figure 4.6: Impact of capture effects on OSA MAC throughput for two different PU
activities pbm: (a) throughput of DCC (solid line) and HCC (dotted line) as a function
of capture threshold ϕ for fixed Pt = −75 dB, and (b) throughput of DCC (solid line) and
HCC (dotted line) as a function of PU interference power for fixed capture threshold ϕ
= 20 dB. Parameters assumed in both plots: M = 3, N = 20, C = 2 Mb/s, l = 812 µs,
s = 1 µs, N0 = −90 dBm, Po = −70 dBm, θ = 19 dB, W = 1 MHz, tp = 100 µs,
1/q = 10 kbyte and p = e−1/N .
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throughput of DCC and HCC. We have set the PU detector performance, such
that it resulted in a very low probability of false alarm, pf = 10−13.6, and low
probability of detection, pd = 0.63. We have set pd such that the phenomenon
described in the beginning of this paragraph will be clearly visible. We varied the
capture threshold such that it resulted in very high capture probability (left-most
part of the plot) to almost no capture (right-most part of the plot). The essential
observation is that when the capture probability is very high, it positively affects
all protocols. However, when the capture probability drops to a normal level
(1-5%), its effect is negligible. Particularly, the positive effect of the capture in
the presence of PU interference is more visible, when the PU activity is higher,
i.e., the slope of the throughput curve is steeper with higher pbm for both of the
analyzed protocols.

In the second experiment, see Fig. 4.6b, we have observed how a potential
capture of the PU might affect the SU network throughput. This time we have
varied the PU interference power, for the same values of s as in Fig. 4.6a. Varying
the PU power results in varying the detection quality, i.e., for the case pd =
[0.24, 0.99], pf = 10−13.6. The capture is mostly visible when the detection quality
is small, i.e., when simultaneous transmissions of SU and PU are more probable.
With the increase in detection quality effect of capture becomes also negligible.
With the increase of PU activity the capture effect becomes less visible. Therefore,
we may conclude that when the detector is designed sufficiently well capture from
PU will not increase SU network throughput as high as by adding new PU channels
to the OSA network, see the results in Section 4.3.5. Thus, due to the minimal
effect of the capture on the obtained throughput in the chosen scenarios, we will
omit this effect in the simulation model presented in later sections.

Impact of Scanning Length

Since the scanning length is a crucial parameter of every OSA system we quantify
how it impacts the performance of multichannel OSA MACs. For energy detec-
tion increasing the observation time improves the detection performance, i.e., it
improves pd, simultaneously decreasing pf (see Section 4.3.2). For the given chan-
nel bandwidth W and PU interference power Pt we have varied the observation
time s = [1, 50]µs. Simultaneously, we have adapted the sensing threshold as θ =
107.31s µs−1 (linear value), which resulted in the following detection performance
range for the considered range of s with pf = [0.23, 0.02] and pd = [0.82, 0.93].
For these detector operating conditions, we have plotted the throughput of DCC
and HCC in the case of M = 3, N = 12 and two different slot lengths l. The
results are presented in Fig. 4.7.

The most essential observation is that with the increase in the observation
time, the throughput first increases due to lower false alarm probabilities, but
then decreases again. This is due to the fact that the scanning length overhead s
starts to dominate over the usable slot l, reducing the effective throughput of the
SU, see (4.6). This is particularly visible for small slot sizes, compare Fig. 4.7a
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Figure 4.7: Throughput of DCC (solid line) and HCC (dashed line) as a function of
scanning length s for different channel availability rates and (a) l = 200 µs slot size, and
(b) l = 812 µs slot size; W = 1 MHz, Po = −80 dBm, Pt = −85 dBm, N0 = −90 dBm,
ϕ = 9.5 dB, N = 12, M = 3, C = 2 Mb/s, p = e−1/N , 1/q = 5 kbyte data packet size
and tp = 100 µs.

and Fig. 4.7b. With the highest detection performance for s = 50µs in the setup,
sensing constitutes 9% of l = 812µs slot, while for l = 200µs it results in 25%
overhead. Therefore, the scanning period s should be carefully chosen for any OSA
multichannel MAC, since improving detection performance for decreasing pf does
not always increase throughput. Every OSA MAC class is affected equally by this
phenomenon. We can therefore formulate the optimization problem as

maxR subject to pd ≥ αi, (4.15)

where αi is the detection constraint that the OSA network needs to fulfil, while
accessing PU channels. The parameter that we want to optimize is R with respect
to s. We know that pd is a non-linear, step-like function, where computation of
this probability is in a summation form and pd → 1 as a in (2.7) increases.
We also know that R is a function of pf . Finding an optimal solution in this
form is difficult, and it involves using heuristics such as first finding a convex
envelope and later the optimal value of pd that satisfies αi [92], which is beyond
the scope of this chapter. However, we can think of the other simple heuristics for
solving (4.15). First we find amax = ⌊sW ⌋−2 that fulfils pd = αi and we compute
R using (4.6). We then increase amax by 1 and compute the new throughput.
If the new throughput is larger than the old one, we perform increasing amax,
otherwise we terminate and the resulting R from the last step is the optimal
throughput Ropt. The optimization procedure is also depicted in Algorithm 1.
We have performed a similar procedure in Fig. 4.7, where we compute R for every
s in the considered range. Then, the maximum value of the throughput obtained
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Algorithm 1: Optimization Heuristics for (4.15)

Input: R1 := 1, R2 := 0, C,N,M, l, θ, ϕ,W, Po, Pt, N0, p, q, pbm, tp
Output: Ropt

Find amax := ⌊sW ⌋ − 2 that results in pd = αi;
while R1 −R2 > 0 do

Compute R1 := R using (4.6) with amax;
amax := amax + 1;
Compute R2 := R using (4.6) with amax;

Ropt = R2;

in the figure transforms to the optimal sensing time. Please note that, as we
mentioned before, in the upper range of s in Fig. 4.7 results in a big overhead for
the slot and therefore s should also be upper bounded to a reasonable value, e.g.,
less than 50µs, corresponding to the data part of the slot l.

4.4 Simulations

In this section we discuss the simulation results to compare the four different OSA
MAC designs. In the simulation model we introduce queuing and a more detailed
PU activity model that were difficult to assess analytically.

First, we study the throughput for the four OSA MAC designs introduced
earlier. Simulation results are given as a function of sensing performance and as
a function of the PU activity that is modelled through average channel utilization
and PU packet length. Next, we focus on simulating the delay performance for
each of the four MAC classes, again as a function of PU activity and scanning
performance. Finally, we measure the expected collision probability with the PU,
which we consider to be an important performance metric in the context of OSA
networking. We start with introducing the simulation setup.

4.4.1 Simulator Description

We have developed a coarse-grained time-slotted simulator in Matlab, which ex-
tends the work of [60] with OSA related features like PU traffic and PU detection.
Matlab was a design choice since we needed a rapid prototyping functionality and
overall control over the simulator development process. The simulation environ-
ment is coarse-grained, since it omits all the transient effects related to connection
arrangement, i.e., the backoff mechanism. This simplification gives enough in-
formation on the interactions between individual SUs and between SUs and PUs,
while resulting in fast development time. The smallest time scale observed in the
simulator is on the RTS/CTS transaction scale, which means that the smallest
time-slot considered is long enough to transmit a RTS/CTS control handshake.
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This interaction is fully described by the probability of a new successful connec-
tion arrangement psa that captures collision effects due to backoff mechanisms in
a simple way. This probability psa is related to the probability p to access the
channel in the analytical model of Section 4.3. Similar to the assumptions taken
in [60], we assume that the probability to have a successful contention in the OSA
network is psa = e−1, which mimics the optimal operation of the slotted ALOHA
protocol. For more explanation we refer to [60, Section V], where the justification
of introducing such simulator is presented in more depth.

We now summarize the simulator features here. They are grouped in two sets:
multichannel MAC related aspects and OSA related features. The multichannel
MAC related features are as follows.

1. Queuing: In the analytical model no assumption on the buffering have
been taken since only throughput was modelled. The simulator implements
packet buffering and only backlogged packets can contend for the medium.
The queuing delay is monitored for the delay analysis.

2. Traffic generation: In the simulator we have assumed fixed length packets
(5 slots or 1024 bytes) for the OSA network while the inter-arrival times are
geometrically distributed.

3. SPCC model: As in [60], the simulator implements contention resolution
between multiple SPCC pairs that use the same data channel when all data
channels are utilized.

4. Receiver selection: In the simulation we assume that each receiver has only
one transmitter. Although the case where multiple transmitters contend
for a single receiver has been studied in [60], we believe it is not important
to our study, which focuses particularly on the impact of PU traffic on the
OSA network.

The OSA related features of the simulator are as follows.

1. Channel occupancy: Each channel is assumed to be occupied with PU
packet-based traffic, and the average PU occupancy level is the same for
all channels. The distribution of the PU traffic is described by a geometric
on/off process. The simulator allows us to vary the average length of the
channel, i.e., ‘on’ and ‘off’ periods. The difference in average on the period
length for the same average PU channel utilization is denoted as PU bursti-
ness, where more burstiness represents shorter average on times. We vary
the PU packet size from 10 to 100 slots.

2. Detection errors: As in the analytical model of Section 4.3 every slot is
preceded by a scanning period of varying length, after which the OSA node
individually decides about the channel occupancy. Detection performance
is a function of the length of the scanning period, the noise and PU signal



86 OSA MAC PROTOCOL PERFORMANCE 4.4

levels and the fading process. We use the same energy detection model
described by (2.4) and (2.7). For simplicity, we assume that every OSA
node observes the same propagation conditions, such that the PU occupancy
decision is the same for all OSA nodes. Parameters used were as follows:
channel bandwidth W = 1 MHz, PU interference power Pt = −85 dBm,
N0 = −90 dBm and θ = 107.31s µs−1 (linear value). For these settings
we simulated a scanning performance ranging from pf = [0.2, 0.01] and
pd = [0.89, 0.93].

3. Interference to PU: Since level of harm to the PU introduced by the OSA
network is of utmost importance in the context of OSA networks, we monitor
the probability of PU interference (collision) in the simulator.

4. Fading: Since the capture effect was shown to be small if pd is sufficiently
high, we did not embed capture in the simulation model.

4.4.2 Simulation Results

Having introduced the simulation setup we now present the simulation results.
Focus is on throughput analysis, delay analysis, and interference to the PU.

OSA Network Throughput Analysis

To assess the maximum possible throughput an OSA network can achieve we
simulate the saturation conditions. In Fig. 4.8 the OSA network throughput is
shown to decrease linearly with PU channel utilization, for all four considered
MAC designs. This linear decrease with PU activity is expected since each slot
occupied by the PU cannot be used by the OSA network. Since not all OSA
MAC designs access the channel the same way, they grab the available white
spaces with varying efficiency. This explains the different slopes for the different
MAC designs. In Fig. 4.8a we plot the throughput for different scanning lengths,
resulting in different performance of the PU detection. As mentioned earlier
in the analysis section, a careful optimization of the scanning performance can
result in a significant throughput increase. This is also visible in Fig. 4.8a and the
throughput penalty for worse scanning performance is similar for the four MACs.

We plotted the impact of varying the PU packet size in Fig. 4.8b, for a scenario
with M = 12 channels and N = 40 OSA users. Surprisingly, HCC and MRCC
achieved a larger throughput when the PU packet size is larger (solid line). This
is because those MAC protocols contend on the same channel they will use for
the following data transmission if the contention was successful. If the channel is
not free, they just hop onto another channel, and if they find the next one free
they will be able to send their data packets with a high probability if the PU
‘on’ and ‘off’ times are longer. DCC however contends on another channel and
needs to be lucky to find both control and data channel free from PU activity.
A successful contention for DCC does not mean that the chosen data channel is
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Figure 4.8: Simulated impact of the PU channel occupancy on the throughput of OSA
network exploiting different OSA MACs: (a) MC = 3 channels and N = 20 OSA users
with different PU detection (solid: pf = 0.2 and pd = 0.89; dashed: pf = 0.01 and
pd = 0.93) and PU average packet size of 10 slots, and (b) M = 12 channels and
N = 40 OSA users with different PU packet sizes (dashed: 10 slots; solid: 100 slots)
and good PU sensing with pf = 0.01 and pd = 0.93. Common parameters: C = 2 Mb/s,
l = 812 µs.

free. Note that we do not monitor the data channel PU activity in the simple
MAC designs considered. As a result, DCC’s performance suffers a lot when the
PU packet sizes are longer. We also note that in the simulations we put the stick
limit [60] to 50 slots, which means that if the data packet was not sent after 50
slots, a new connection arrangement is needed.

OSA Network Delay Analysis

To observe the impact of PU occupancy on the OSA network delay, we monitor
the OSA network delay for the scenario where in the load of the OSA network
is 15% of the total channel capacity; it is shown in Fig. 4.9. First, we study the
scenario of M = 3 channels with N = 20 OSA users in Fig. 4.9a. In this case, a
total load of 15% of the total channel capacity is equivalent to 45 kbps per flow.
When the PU occupancy increases, all protocols suffer from an increased network
delay. The impact is however the largest for SPCC and DCC, since they employ a
dedicated channel for control that is prone to congestion. In Fig. 4.9a we also see
the impact of the scanning performance on the delay. Similar to the throughput
analysis, we see that a suboptimal scanning increases the delay significantly for
all MAC designs.

In Fig. 4.9b we study the delay for a network with M = 12 channels and
N = 40 users. In this scenario also 15% of the total channel resource is used,
which corresponds to 90 kbps per flow. We note that the delay performance
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Figure 4.9: Simulated impact of PU channel occupancy on OSA network delay, for
different OSA MACs: (a)M = 3 channels and N = 20 OSA users with different PU
detection (solid: pf = 0.2 and pd = 0.89; dashed: pf = 0.01 and pd = 0.93) and PU
average packet size of 10 slots and (b) M = 12 channels and N = 40 OSA users with
different PU packet sizes (dashed: 10 slots; solid: 100 slots) and good PU sensing with
pf = 0.01 and pd = 0.93. Common parameters: C = 2 Mb/s, l = 812 µs.

of MRCC is similar to the first scenario, because the load is also 15%. SPCC
and DCC however suffer from a larger delay since their control channel becomes
more congested when the number of data channels increases. HCC on the other
hand performs suboptimally since it visits every channel only every 12 slots, and
since the packet size is only 5 slots, all the channels are not occupied during the
remaining 12 − 5 − 1 = 6 slots. In Fig. 4.9b we also study the impact of the
PU ‘on and ‘off time distribution. Interestingly, the delay is larger when the PU
occupancy increases. This is because when the PU occupies the channel for a
longer duration, the OSA nodes have to wait for longer time until they can access
the channel. Another observation is that the MRCC and HCC MACs are not
so sensitive to the packet size of the PU network. This is because they perform
contention on the same channel as that of data transmission. When the channel is
found to be idle, they can hence both contend and immediately send data packets
if contention was successful. Because of the burstiness, when idle, the PU channel
remains idle for the remaining 5 slots with a high probability. As a result, both
protocols hardly have to wait for the long PU packets to be transmitted first,
since they simply hop onto the next channel when a channel is occupied. Since all
the 12 channels are assumed to be independent, one of the next hops will end up
in an idle channel. Again, SPCC performs worst among all the classes considered.
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Table 4.4: Main Results: VL - Very Low, L - Low, M - Moderate, H - High

DCC HCC SPCC MRCC

PU Channels Scalability L L VL H
Impact of Average PU Activity M M H L

Impact of PU Activity Duration H L H L
Induced PU Interference H M M M

Impact of scanning M (if properly designed)
Impact of packet capture M (if properly designed)

OSA Network Impact on PU

The last simulation study focuses on the probability to harm the PU, which is
the new and very important performance metric in the OSA context. We define
harm to the PU as the probability that a slot occupied by a PU transmission
is also used by the SU, causing part of the PU data packet to be lost. For
that, we consider a network of M = 3 channels with N = 20 OSA users. The
PU occupies the channel for 50% of the time, while the on times are 10 slots
or 100 slots. We simulate a scenario where the total OSA network load is 15%
of the total channel capacity. All differences in interference are hence due to
the way the channel access is organized. The results are given in Fig. 4.10a.
The curves are obtained by varying the probability of false alarm pf from 0.01
to 0.2 and the usual energy detection model is used to adjust the pd and the
scanning overhead. With increase in pf the detection performance pd decreases,
as expected, causing more interference to the PU. The pd ranges from 0.93 to
0.89. We see in Fig. 4.10a that the true impact on the PU is always low (best pd

would result in 7% harm), since the OSA network does not use all the available
channel resources. Interestingly, we see that the interference to the PU decreases
significantly when the PU activity in a given slot depends on the activity of that
PU in the previous slot. If that dependency is the case, most of the SU packets will
not be sent because the RTS/CTS exchange before the data packet could not be
sent as well, preventing more potential harm to the PU during data activity. This
is more visible for MRCC and HCC, since those protocols do network arrangement
and data transmission on the same channel. As a result, the probability to harm
the PU during a data packet is much lower since this can only happen when the
PU was not detected during the control phase. When the PU ‘on’ and ‘off’ times
are large, the probability that PU activity changes during the SU data transfer is
small. We also note that DCC does not benefit as much from this because DCC
transmits data and control messages on different channels.

We also plot the harm to the PU for a scenario with a large number of channels
and users in Fig. 4.10b. The same load of 15% is used, and because of that the
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Figure 4.10: Interference to the PU for the four OSA MAC protocols, as function of
pf computed from the analytical model. PU ‘on’ and ‘off’ time considered are 10 slots
(solid line) and 100 slots (dashed line), for a PU occupancy of 50%: a) M = 3 channels
and N = 20 users with 15% channel load, and b) M = 12 channels and N = 40 users
with 15% channel load. Common parameters: C = 2 Mb/s, l = 812 µs.

probability to harm the PU does not increase, although more channels are in use.
Compared to the previous scenario, we see that SPCC performs better but this
is due to the fact that SPCC achieves a throughput lower than 15% of the total
capacity (we recall that during the control phase M −1 of the channels cannot be
used). Because of that, the channel is accessed less frequently and the probability
to harm the PU is low. Next, we see that MRCC interfere with the PU more
than HCC in the simulations. This is because of the assumption that no collision
happens in HCC (collision resolution is hidden by assuming a fixed probability psa

to gain access to the channel successfully). In HCC all users contend on the same
channel, while in MRCC this contention is spread across channels. As a result,
during the control phase MRCC can harm the PU with a higher probability, i.e.,
up to Mpsa(1 − pd) (assuming contention on every channel), while HCC only
interferes with probability psa(1− pd). In reality, the interference should however
happen with the same probability. Finally, in Fig. 4.10b, we note that again,
that SPCC, MRCC and HCC have a lower interference when the ‘on’ and ‘off’
durations of the PU are longer. For DCC, the interference does not vary as a
function of PU traffic patterns.

4.5 Conclusions

This chapter presented a very detailed performance study of OSA MAC Protocols.
By means of an analytical model as well as detailed simulations we were able to
assess different OSA MAC designs in a cohesive manner. This is the first study
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that performs such a detailed assessment since the Control Channel design in
OSA context is often neglected.

We draw many important conclusions from our study. First, we show that
the negative impact of PU activity on the Control Channel can be mitigated by
transmitting long SU packets of decreasing the number of channels used. Next,
although the scanning length and capture effects have equal impact on all the OSA
MAC classes considered here a proper insight into these effects in the OSA context
has been obtained. As a result, we have shown that the impact of capture on the
OSA network throughput is small when the PU detector is properly designed.
The impact of the scanning configuration was however large and there is a single
optimal point of operation. All OSA MAC classes scale linearly with the increase
of PU activity, but MRCC achieves the highest throughput since it can use the
available white spaces more efficiently. Interestingly, the throughput achieved by
MRCC is higher when the PU activity is organized in longer ‘on’ and ‘off’ periods.
Delay increases steeply with PU activity when the network becomes congested for
all OSA MACs. Again, MRCC achieves the lowest delay. Further, MRCCs delay
is also not significantly affected by the PU packet lengths (‘on’ and ‘off’ periods).
We conclude that from the OSA network perspective MRCC is the best OSA
MAC protocol since it achieves the highest throughput and lowest delay for any
PU activity pattern, while causing a low interference to the PU (especially when
the PU has long ‘on’/‘off’ times). MRCC is the most efficient in finding and using
the random white spaces. Moreover its implementation complexity is comparable
to the other multichannel MAC classes. Major conclusions are also summarized
in Table 4.4.

We have shown that OSA MACs that spread requests among all possible
channels, e.g., MRCC, performs best among all proposed OSA MAC classes.
However the hopping sequence of MRCC implemented in the simulator is not
adaptable to the level of activity of PUs on each of the channels, since we have
assumed that all channels have been utilized in the same way by the PUs. In the
case of non-uniform channel utilization, as a future work, our plan is to extend
MRCC with adaptability mechanisms.

Given the insights on the OSA MAC operation we will proceed further with
the investigation of OSA networks. In the next chapter we will look into higher
layers of the OSI protocol stack.





Chapter 5
Performance of TCP over OSA Links

I must move fast, you understand me

The Smiths, “Frankly, Mr. Shankly”, from the album “The Queen Is Dead”, Rough

Trade, 1985

Knowing all the major effects of the MAC operation in the OSA network, the
next logical step would be to investigate the performance of higher layer protocols,
specifically those related to transport layer. At the time of preparing the thesis
this issue had not been explored thoroughly, as we have pointed out in Chapter 1.
Given the proliferation of TCP in the current Internet we would not expect any
new design for TCP implementation to happen. Therefore all potential MAC
protocols working on the OSA link would need to transfer existing TCPs ergo
OSA network designers need to understand the relation between existing TCPs
and OSA link. This chapter investigates this issue and results presented here draw
many important conclusions helpful in the design of effcient TCP transmission
over OSA links. The novelty of the approach presented here is that we look
at the OSA network design from the cross-layer perspective. That is, the TCP
transfer analysis presented in this chapter correlate features related to spectrum
sensing, analyzed in Chapter 2, with the OSA link dynamics at the MAC layer,
presented in Chapter 4.

Some of the conclusions to be drawn from the analysis presented here are
as follows. First, with highly dynamic OSA links, i.e., with highly active PUs,
all TCPs with Selective Acknowledgments utilize the available capacity with effi-
ciency > 95%. Second, the length of the active period of the PU has more impact
on the channel usage efficiency by any TCP than non-activity. And finally, sensing
time and false alarms have severe impact on the TCP performance.

This chapter is structured as follows. We start with a brief literature review on
TCP in Section 5.1. Then we introduce all known flavors of TCP in Section 5.2,
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that will be investigated in OSA context in subsequent chapters. The impact
of varying capacity of OSA links on TCP was investigated in Section 5.3, while
physical layer effects in OSA setup on TCP have been investigated in Section 5.4.
The chapter is concluded and briefly summarized in Section 5.5.

5.1 The Need for Research on TCP Performance for OSA

To briefly recapitulate, in this thesis we look at the OSA link as a wireless link
with time varying bandwidth, constructed of a set of independent channels, each
of possibly different capacity. Individual channels are occupied by the PU on a
random basis. During PU presence, the channel is not available for use by the
SU, while the information on the availability of the channel is given with a certain
confidence. This results in transmission errors for the OSA user when it is trying
to access a channel that is mistakenly believed to be available (simultaneously
causing disruption for the PU communication). It also results in underestimation
of OSA link capacity, since the SU might believe that the channel is occupied
by the PU, when it is actually free of PU activity. When information on the
channel availability is gathered by the communicating OSA node itself, it has
to take additional time to scan the channel. However, even in cooperative OSA
links (where PU and SU can negotiate the channel use), or when PU activity is
non-existent (where only SU contends for the channel), individual OSA users will
experience similar time variations in channel availability, see Chapter 2.

Given this characteristic of the OSA link as nothing but a time-varying capa-
city link, research on the performance of TCP over such paths has been studied in
many different contexts, e.g., packet marking strategies for best effort traffic in a
Differentiated Services environment [93], bandwidth allocation in high speed op-
tical networks [94], interplay of wireless link characteristics and TCP design [95],
and vertical handovers and slowly adaptive competing traffic [96–99]. What makes
our work unique, is that we were able to determine the performance of real-world
TCP implementations over a OSA link model extrapolated from measured chan-
nel data, as given in Appendix A. Our simulations were performed using Network
Simulator (NS) version 2.29 [100], with Linux-TCP enhancements [101], and ad-
ditional bug-fixes. The Linux-TCP enhancement makes it possible to use actual
source code of the Linux operating system’s (version 2.6) TCP stack in NS, in ad-
dition to the TCP implementations available in plain NS. The behavior of TCP
implementations from plain NS can differ significantly from current real-world
TCP stack performance [102], but the Linux-TCP implementation behavior was
shown to be very similar to actual Linux. As Linux’ TCP implementation closely
follows the latest TCP developments, our results should be representative of what
can be expected from a modern, up-to-date real-world TCP stack.

We also note that although there seems to be a large number of papers related
to link layer protocol performance in OSA networks, see Chapter 4 and the ref-
erences therein, authors do not evaluate them with any real transport protocols
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(either TCP or UDP). Only in [74], the performance of proposed distributed chan-
nel coordination MAC for OSA network was assessed using TCP, not specifying,
however, what TCP flavor was used for evaluation.

5.2 Overview of Modern TCP Flavors

TCP has constantly evolved since it’s original conception. A good overview in the
context of wireless networks is given in [103]. Many versions (or so called flavors)
of TCP are currently in use, but probably the most commonly used TCP in the
Internet today is New Reno [104], which improves the Fast Recovery Algorithm
of its ancestor Reno [105]. In the congestion avoidance phase, New Reno (and
Reno) probe the network by additively increasing the sending rate by a segment
per round-trip time, until a packet loss occurs. Thus, they use packet loss as an
indicator of congestion, causing a periodic oscillation of the congestion window,
which reduces throughput.

A promising new TCP variant is Vegas [106]. In the congestion avoidance
phase, Vegas constantly measures the round-trip time of the connection, calcu-
lates from this the actual and expected segment flow rate, and from this the num-
ber of segments that (it believes) are queued in the network. Two parameters,
called α and β control the size of the congestion window. Per round-trip time,
when the calculated number of queued segments is less than α, the congestion
window is increased by one segment, if greater than β, the window is decreased
by one segment, else the window is not changed. The default values of α and
β are 1 and 3, so Vegas in essence attempts to keep between 1 and 3 segments
queued in the network. Because Vegas avoids congestion, it does not suffer from
Reno’s congestion window oscillations, and achieves better throughput in certain
scenarios.

Most modern TCP stacks employ selective acknowledgments [107] (SACKs),
which allow a TCP receiver to indicate up to 3 blocks of segments that have been
correctly received. Old-style cumulative acknowledgments only allow the receiver
to indicate the highest in-order segment received. The more precise SACK in-
formation enables the sender to re-transmit only those segments actually missing,
and can result in much improved performance, especially in more dynamic net-
work environments where multiple losses may occur more frequently, e.g., OSA
links. In this chapter, we mainly consider SACK enabled TCP stacks, as these
are the common case today.

Because of their different characteristics, especially in the congestion avoidance
phase, these TCP flavors can be expected to perform differently over OSA links.
Reno more aggressively probes the network and as a result, many packets are
typically buffered in the network, perhaps allowing it to instantly grab capacity
of a OSA link with packets already in the network. On the other hand, Vegas
attempts to keep between only 1 and 3 segments queued in the network, which
avoids oscillations in the congestion window and rate, but this may limit is ability
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Figure 5.1: Basic OSA network setup used for TCP performance evaluation.

to grab additional bandwidth. Also, Vegas’ view of the network capacity may be
disrupted by greatly varying RTT [108] due to abrupt capacity changes of OSA
links.

5.3 Impact of OSA Link Dynamics on TCP Performance

5.3.1 Simulation Setup

To investigate the performance of different TCP flavors in a OSA environment,
we have constructed a basic simulation scenario shown in Fig. 5.1. A sender is
connected to BS by means of a wired connection, representing the Internet with
IPv4. The receiver is connected to the BS via a OSA link of varying capacity. The
BS buffers and forwards packets. A TCP connection is established between the
sender and receiver, and an infinite flow of TCP segments travel from sender to
receiver, while TCP acknowledgments flow in the opposite direction. We simulate
the TCP connection, of which we discard the first 100 seconds, to remove the
effect of TCP’s startup phase. We record the number of segments TCP managed
to transfer in the subsequent 10000 seconds. All simulations, as noted earlier,
were performed using NS version 2.29, with TCP-Linux enhancement.

The wired connection has a fixed capacity of 10 Mbit/s and a constant delay
representing the (simplified) delay a packet incurs while traveling the Internet.
In addition to these delays, packets incur a transmission delay according to the
current bit rate of a link, and queuing delays depending on occupancy and max-
imum size of the buffer in the BS. The bit rate of the wired link is chosen such
that the OSA link is the bottleneck link. On the OSA link, a packet incurs no
propagation delay.

The OSA link is constructed as follows. From the BS to the receiver, the
BS has access to M channels, where each individual channel has equal capacity.
The sum of all channel capacities is 2.4 Mbit/s. In addition, a small non-time-
varying channel of 0.1 Mbit/s is always available to the BS, making the maximum
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and minimum available capacity 2.5 and 0.1 Mbit/s, respectively. Moreover, in-
dividual channels are occupied randomly and independently of each other by the
PU, according to an exponential distribution, where parameters for arrivals and
departures (µp,1 = µp,2 = . . . = µp,M = µp and λp,1 = λp,2 = . . . = λp,M = λp,
respectively), are the same for every OSA channel. Thus, 1/µp and 1/λp are
the average ‘on’ and ‘off’ period of a channel. In the other direction, from the
receiver to the BS, TCP acknowledgments can be transmitted by the receiver at
a constant 2.5 Mbit/s rate. Furthermore, the BS’ PU detection is perfect, and
no errors occur on the wireless link. In Section 5.4 we will analyze the impact of
these phenomena on TCP in detail.

In the simulations, the delay of the fixed link is varied between 5 and 100 ms,
and the size of the BS’s buffer between 5 and 100 packets, giving a wide range of
network configurations one might encounter in the real world. For the OSA link,
1/λp, 1/µp ∈ {1.5, 5.5} s, and it consists of M ∈ {3, 12} channels. We have chosen
the values of 1/λp and 1/µp different than those extracted from measurements
in Appendix A, resulting in a more dynamic OSA link, but representing possible
combinations of arrivals and departures of the PU on a OSA link.

Given the fixed total capacity of 2.4 Mbit/s of these channels, individual chan-
nels are 200 kbit/s in 12 channel models, and 800 kbit/s in the 3 channel models.
As discussed in Section 5.2, we mainly consider the Linux implementation of Reno
and Vegas, but also simulate NS’ implementation of New Reno, and Reno with
selective acknowledgments (referred to as ‘Sack’ in the following). For Linux’
New Reno and Vegas, and NS’ Sack, the receiver uses selective acknowledgments,
whereas for NS’ New Reno it does not. The receiver sends one acknowledgment
per received packet, i.e., no delayed acknowledgments, as this was shown to pro-
duce behavior closer to that of the actual Linux OS [101], that dynamically adapts
its acknowledging strategy. The maximum segment size of TCP is set to 960 bytes,
resulting in packets of 1000 bytes, after the IP header is added. We set the max-
imum congestion window to 1000 packets, well beyond the (maximum) bandwidth
delay product (BDP) of the path, as setting it close to the BDP is not possible for
a link of varying bandwidth. Finally, we set the minimum retransmission timeout
to 0.2 s for all TCPs, as this is current practice. The BS buffer is a simple first
in first out queue that drops arriving packets when it is full. We simulated all
combinations of the above parameters.

Finally, for all simulations, we calculate the total OSA link capacity Ctot that
was available to TCP over the entire measured period (from t1 to t2 s), and the
number of bytes TCP actually managed to transfer in this period, referred as
Cact. From these, we calculate the efficiency ǫ of TCP as

ǫ =
Cact

Ctot
=
Ac(t2) −Ac(t1)
∫ t2

t1
CΣ(t)dt

∈ [0, 1], (5.1)

where CΣ(t) is the total available OSA link rate at time t (bytes/s), and Ac(t) is
the number of bytes acknowledged at the sender at time t.
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In summary, we simulate a single long-lived bulk TCP transfer over a network
path where the OSA link is the bottleneck link, and measure the achieved effi-
ciency. We compare the achieved efficiency of number of TCP flavors, and see
which performs best and why for our simulated OSA link environments. We do
not look at fairness among multiple TCP connections, nor do we consider short
lived TCP connections, e.g., web-traffic. We simulate a OSA link with optimal
and instantaneous PU occupancy measurements, without any wireless loss.

5.3.2 Simulation Results

Discussion of Models

Fig. 5.2 shows TCP efficiency achieved by all TCP flavors in all 3 and 12 channel
models. The efficiency is plotted as a function of wired link delay, for a (reason-
able) buffer size of 50 packets. We can see that all TCPs achieve higher efficiency
in 12 channel models, compared to their performance in 3 channel models, under
otherwise equal conditions. The reason for this is the smaller link capacity change
in 12 channel models when a channel becomes available or unavailable1. There-
fore, in the 12 channel models there is a relatively larger buffer to potentially i)
grab capacity by transmitting packets queued in the buffer when the OSA link
capacity is increased, and ii) absorb packets when link capacity is decreased until
the sender can lower sending rate. Additionally, there is a low probability, due to
the features of the exponential distribution, that more than one PU channel will
change state simultaneously (or at almost the same time). Thus, the 12 chan-
nel model capacity will usually change by 200 kbit/s at a time, whereas in the 3
channel models, the granularity of change is 800 kbit/s, see Section 5.3.1.

Looking at the rate at which OSA link capacity changes occur, TCPs achieve
better performance on links with long ‘on’ and ‘off’ periods, than on links with
short ‘on’ and ‘off’ periods (compare, e.g., Fig. 5.2e and 5.2h). This is not sur-
prising, as TCP needs to adapt less often because the OSA link changes capacity
less often (for a given interval). Also, once TCP has converged to the new link
capacity, it can operate there for a longer time.

Comparing the average duration of ‘on’ and ‘off’ periods, we see that for
short delay, all TCPs perform better in the 12 channel model when 1/λp = 1.5,
1/µp = 5.5, than when 1/λp = 5.5, 1/µp = 1.5, achieving almost 100% efficiency
in the former, see Fig. 5.2f and 5.2g). In this case, ‘on’ periods are easier to
adapt to than short ‘off’ periods. Interestingly, the opposite becomes true as end-
to-end delay increases. Here, we see performance start to drop beyond delays of
approximately 80 ms for the link with 1/λp = 1.5, 1/µp = 5.5, whereas for the link
with 1/λp = 5.5,1/µp = 1.5, efficiency is unaffected by end-to-end delay (given a
buffer size of 50 packets).

1Recall individual channels are 200 kbit/s in 12 channel models, versus 800 kbit/s in 3 channel
models, and they become (un)available independently of each other.
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This is due to the following. For our 12 channel link models, when end-to-end
delay is large, it is easier to utilize an ‘on’ period using packets from the buffer,
than it is to adapt the sending rate to even a short ‘off’ period. A decrease in
link capacity (‘off’ period) will likely lead to packets being lost as the BS buffer
overflows. Loss leads to (multiplicative) reductions of the congestion window, and
possibly even time-outs. We can conclude that, overall, grabbing extra bandwidth
is easier for TCPs (as it is actually achieved by the BS buffer) than reducing the
sending rate (while maintaining high efficiency). For the 12 channel models, λp

has a greater effect than µp, and when 1/λp is small, TCP performance suffers
most.

This effect can also be clearly seen in Fig. 5.5, where the number of buffers
required at the BS to achieve 95% efficiency is plotted against the delay of the
wired link, e.g., Internet delay. Focusing on the TCPs that employ selective
acknowledgments in Fig. 5.5a–5.5c we can see the following. For the 12 channel
models, for large delays, the number of required buffers is mostly determined by
the duration of the ‘off’ period, as the curves are grouped according to the value
of λp. The same cannot be said of the 3 channel models. Here, λp and µp both
affect TCP performance. This is due to the relatively smaller buffer, compared
to the change in link capacity, which is typically 800 kbit/s for 3 channel models.
The buffer does not contain sufficient packets to keep the OSA link saturated
after a capacity increase, until the sender can increase its rate, whereas it does
for 12 channel models. As a result, the effect of an ‘on’ period is not hidden, as
it was in the 12 channel case.

Discussion of BS Buffer Size and End to End Delay

Fig. 5.3 shows the required buffer capacity at the BS, to achieve a given efficiency.
We observe that for short delays, /20 ms, all TCP flavors achieve similar, high
efficiency, >95%, if 10 or more buffers are available at the BS. For these delays,
a small buffer already results in maximum performance, and no significant gain
in efficiency can be achieved by increasing the buffer. Not too surprisingly, very
small buffers (5 packets) can still adversely affect performance. On the other
hand, for increasing end-to-end delay, all TCPs can improve their performance
when a larger buffer is available at the BS. In our simulations, a buffer size of 100
packets allows greater than 95% efficiency for all TCP flavors in all models.

Although buffer size can alleviate the effect of end-to-end delay, simply increas-
ing the number of buffers at the BS will not always result in efficiency approaching
100%, though one can get close. In e.g., the 3 channel model for 1/λp = 5.5 s
and 1/µp = 1.5 s, it is clear there is a certain part of the capacity that cannot be
utilized no matter how large the buffer is chosen, see Fig. 5.4, which shows the
efficiency Linux’ New Reno achieves (best performance of all TCPs in this case).
This is also true, though to a lesser extent, for the equivalent 12 channel model.
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(a) 1/λp = 1.5 s, 1/µp = 1.5 s
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(b) 1/λp = 1.5 s, 1/µp = 5.5 s
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(c) 1/λp = 5.5 s, 1/µp = 1.5 s
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(d) 1/λp = 5.5 s, 1/µp = 5.5 s
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(e) 1/λp = 1.5 s, 1/µp = 1.5 s
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(f) 1/λp = 1.5 s, 1/µp = 5.5 s
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(g) 1/λp = 5.5 s, 1/µp = 1.5 s
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Figure 5.2: TCP efficiency of all analyzed TCP flavors as function of wired link delay
for BS buffer size of 50 packets and (a)–(d) 3 channel model, (e)–(h) 12 channel model.



5.3 IMPACT OF OSA LINK DYNAMICS ON TCP PERFORMANCE 101

 0

 20

 40

 60

 80

 100

 0  20  40  60  80  100

B
uf

fe
rs

 a
t B

S
 (

pa
ck

et
s)

End to end Delay (ms)

Linux New Reno
Linux Vegas
NS New Reno
NS Sack
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(b) 1/λp = 1.5 s, 1/µp = 5.5 s
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(c) 1/λp = 5.5 s, 1/µp = 1.5 s
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Figure 5.3: Buffers required to achieve 95% efficiency, shown for all TCP flavors
grouped per link; 3 channel model. The data points are acquired via linear interpolation
of the measured data.
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Figure 5.5: Buffers required to achieve 95% efficiency, for all models, grouped by TCP
flavor. The data points are acquired via linear interpolation of the measured data.

Discussion of TCP Flavors

Overall, Linux New Reno and Linux Vegas perform best in all models, for all
delays and buffer sizes, but especially for large delays. Linux New Reno outper-
forms Linux Vegas for smaller buffer sizes, but their performance becomes indis-
tinguishable as buffer size is increased beyond 50 packets, see Fig. 5.2a–Fig. 5.2d
and Fig. 5.2e–Fig. 5.2h. The efficiency difference is usually no more that a few
percent points. TCP Linux New Reno just beats Linux Vegas for 12 channel links,
and outperforms Linux Vegas more clearly for links with 3 channels. Linux Vegas
uses the default configuration parameters for Vegas, which are quite conservative.
Linux Vegas may be able to grab bandwidth more aggressively, and thus perform
better, if its parameters are set to more aggressive values.

It is a bit puzzling why Linux Vegas and Linux New Reno perform similarly.
We would expect that (Linux) Vegas requires less buffers to achieve it’s optimal
performance, and would thus outperform (Linux) New Reno for small buffers
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and small delays. As end-to-end delay increases, we would expect the situation
to change, as Vegas is unable to adapt quickly enough to changing OSA link
capacity. However, as a rule, our simulations do not show this. We speculate
that this is due to the Linux implementation of Vegas deviating significantly from
the regular Vegas, as is indicated in the comments of the source code of Linux’
Vegas, which describe more aggressive settings. We have also run simulations
with NS’ implementation of Vegas, which does show the expected behavior (not
shown here) in some cases, but behaves erratically in others.

Comparing NS New Reno and Sack, in all 12 channel links except for the case
that 1/λp = 5.5 s, 1/µp = 1.5 s see Fig. 5.2g, Sack outperforms New Reno by a
large margin, for large delays. For 1/λp = 5.5 s, 1/µp = 1.5 s, their performance
is much closer, as New Reno’s performance is quite good. A similar effect can
be seen in the 3 channel models. This means that selective acknowledgments
cannot improve performance in models with long ‘off’ and short ‘on’ periods as
much as in the others. Selective acknowledgments especially help performance
in scenarios with multiple non-consecutive losses in the same round-trip time of
data. In our simulations, this occurs when link capacity suddenly drops and the
buffer subsequently overflows as packets continue to arrive at the old rate, but
drain at a lower (new) rate. In the case link capacity increases, it is the (number
of packets in the) buffer and the rate at which a TCP can increase its sending
rate that determine performance, and these are identical for New Reno and Sack.

Finally, comparing achieved efficiency of NS’s TCP implementation (Sack)
with the TCP-Linux ones, we see that for short end-to-end delays, NS predicts the
performance quite accurately. However, for large end-to-end delays, NS does not
fare so well. This is due to improvements that are in Linux’ TCP implementations,
but not in the NS implementations we simulated, see, e.g., [101]. These have a
larger effect, e.g., when end to end delay is large and when packet loss is more
frequent.

Summarizing, we have seen that both Linux New Reno and Linux Vegas per-
form very well for all link models, but only if a large buffer is available at the BS.
We have also seen that selective acknowledgments are essential to good perform-
ance in scenarios with large end-to-end delay. All TCPs perform well for short
end-to-end delays, say, under 20 ms, even for quite small buffers. From comparing
TCP performance in various models, we can conclude that the average ‘off’ period
has a much stronger effect on efficiency than the average ‘on’ period.

5.4 Impact of PU Detection on TCP Performance

In the previous section we have analyzed the behavior of TCP in OSA links,
where we have assumed perfect detection of the PU and error-free OSA links.
This assumption allowed us to focus on the impact of the duty cycle distribution
on TCP. In the following section we will investigate the impact of the PU detection
process on TCP throughput, assuming a noisy OSA link.
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s tis s t
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Figure 5.6: Scanning cycles used by the SSLL. Note that the length of the channel
observation (scanning) s is not negligible in comparison to the inter-scanning length tis;
S – scanning phase, CA – channel access phase.

5.4.1 System Model

We have assumed earlier that the BS obtains perfect and immediate information
about the availability of each PU channel in the OSA link. However, in real OSA
networks, the BS, or the receiver itself, will be obliged to make a decision on the
presence of the PU, based on its own radio measurements of a noisy PU channel.

In these analysis we assume that the BS performs energy detection of the
PU transmitted signal, just as it was analyzed in Chapter 2. We reduce our OSA
model described in Section 5.3.1 to the BS and receiver only, since detection errors
will only occur on the wireless link. The detection process is logically performed by
a Scanning Subsystem of the Link Layer (SSLL), described in Chapter 2. Without
loss of generality, we assume that the OSA link contains only one PU channel, free
from PU activity, however, the BS does not know that. Detection is performed
periodically after fixed intervals, see Fig. 5.6. Specifically after the scanning phase,
a period of channel observation by the SSLL, follows the channel access phase,
a period of TCP packet transmission (compare this with the OSA MAC model
presented in Chapter 4). The length of the scanning and channel access phase
are not necessarily equal, but are the same for individual cycles. When the SSLL
decides that the PU channel is free, it allows TCP packets waiting in the BS
buffer to be transmitted. TCP packets are secured by a Link Layer (LL) Stop
and Wait ARQ mechanism [109]. The following derivations are assumed for the
TCP steady state, i.e., a long lasting TCP connection with an infinite source of
data.

5.4.2 Analytical Model

If we do not take congestion related TCP packet loss into account, and assume
a wireless link of infinite accessible capacity, the maximum throughput TCP can
achieve depends only on the packet loss probability, segment size and RTT [110].
To get an idea of how detection errors affect TCP throughput between the BS and
a receiver, we recall the simple SQRT model for estimating maximum achievable
TCP throughput RTCP , where

RTCP =
MSS

RTT

√

3

2pep
, (5.2)
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pep is the packet error probability, MSS is the TCP segment size, and RTT is
the TCP packet round-trip time. We formulate RTT in our network scenario as

RTT = 2tsr + nf tpaNF + s+ tw, (5.3)

where tsr denotes one-way packet delivery time (including transmission, propaga-
tion, packet queuing and processing delay), nf is the average number of LL frame
retransmissions, NF is the number of LL frames per TCP packet, tpa is the delay
of the ARQ protocol, introduced by LL frame retransmissions, and finally tw is
the average delay that a packet incurs when an improper decision is made by the
SSLL2.

Each individual scanning decision may result in an error, thus limiting chan-
nel access (increasing RTT ) by a multiple of the inter-scanning interval tis, see
Fig. 5.6. The average time a TCP packet must wait to gain access to the channel
after successful detection of the PU by the SSLL can be computed as

tw = lim
k→∞

k
∑

j=1

pj
f tis =

tispf

1 − pf
, (5.4)

where pf is the probability of false alarm given by (2.4). We note that although
our model assumes the absence of the PU, real systems have to be designed such
that a particular probability of detecting the PU on a OSA link can be achieved,
limiting the probability of introducing interference to the PU system by the OSA
device. The probability of detection is defined as in (2.3). From (2.3) we observe
that pd is also a function of the observation time, thus with a fixed threshold
the OSA device would have to enlarge the scanning period s to gain the same
detection probability, ergo increasing RTT .

The average number of LL frame retransmissions is given as [109]

nf = (1 − pef )

nf,max−1
∑

i=1

ipi
ef + nf,maxp

nf,max

ef , (5.5)

where nf,max is the maximum number of retransmissions of one LL frame. Finally,
the packet error probability is computed as

pep = 1 − pNF

cf , (5.6)

where pcf denotes the probability of correct frame reception at LL after at most
nf,max retransmissions. This can be written in compact form as

pcf = (1 − pef )

nf,max
∑

i=0

pi
ef = 1 − p

nf,max+1
ef , (5.7)

where pef denotes the LL frame error rate. Here, we assume that the probability
of LL frame error is uniformly distributed over all frames.

2We are aware of other TCP throughput analytical models, such as [111; 112]. However, we
have chosen SQRT as a simple, but sufficiently accurate model of TCP.
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Numerical Results

Analyzing Fig. 5.7, with the increase of the maximum number of retransmissions,
the probability of packet drop decreases significantly. However for nf,max > 2
(not shown in Fig. 5.7) we do not observe any significant gain in comparison with
nf,max = 1, which leads to the conclusion that one retransmission is enough for
the OSA ARQ protocol. We also note that the impact of an incorrect detection
by the SSLL on RTCP , is not very significant when To is large, since the length
of the scanning phase is the dominating component for increasing the RTT , i.e.,
s≫ tw in (5.3). Comparing to a situation with perfect detection and no scanning,
we can easily observe the capacity decrease due to the introduction of scanning.

Fig. 5.8 plots achievable TCP throughput versus the scanning time, for a fixed
SSLL detection threshold θ. With the increase of the scanning period pf becomes
higher, which directly results in a significant increase of the RTT , resulting in
pf = 1 and reducing throughput to zero. The increase of observation time might
occur in the case when OSA node needs to preserve a high probability of detection,
for a fixed threshold, particularly when the SNR of the received PU signal is small.

5.5 Chapter Summary and Discussion

In this chapter we have investigated the performance of a number of TCP flavors
in an OSA environment. We can conclude that modern, real-world TCP stacks
can achieve better than 95% efficiency on OSA links with widely varying char-
acteristics, under a very wide range of network configurations, if i) a large (but
not unrealistically so) buffer is available at the BS, and ii) the receiver employs
Selective Acknowledgments. We have also seen that TCPs have trouble adapting
to even brief reductions in capacity, if end-to-end delay is large. This implies that
the probability of false alarm, a parameter of the OSA link’s Primary User (PU)
detection process, may have a larger effect on throughput than is apparent from
our theoretical analysis of TCP’s steady state behavior. Our simulations also do
not account for this, as we assumed perfect detection of the PU. This remains as
future work.

We have also analytically evaluated the impact of the scanning process on TCP
throughput. We conclude that even for very high probability of false alarm, the
maximum achievable TCP steady state throughput is not significantly affected.
The scanning interval has the greatest effect, as it increases the round-trip time,
which reduces achievable TCP throughput. On the other hand, it cannot be
arbitrarily decreased, because it may decrease the probability of detection, for
which a minimum is prescribed by the radio regulator.





Chapter 6
Conclusions

Qerez Riqku, Qerez Gai

The Ukrainians, “Cherez Richku, Cherez Hai”, from the self-titled album, Cooking Vinyl

Records, 1991

In this era of networking and miniaturization of the communicating devices
there is no hesitation for us to say that the world will be networked sooner than
later. It is a world that has shrunken by humongous amount of networked devices.
Where will all those devices are placed in the communication spectrum? The only
mantra is to reuse and reuse and reuse the spectrum — in time and space. OSA
is a tiny part in this direction; of course we claim it to be the right direction. Let
us see how best we have done our duty and what our contribution to this task at
hand is.

First let us recapitulate the work presented so far. Given the importance of
the OSA, as sketched in Chapter 1, many research topics have been identified that
were of utmost importance to the successful deployment of the OSA networks.
In the beginning we have found that protocol-related issues of OSA, especially
for Layer 2 and 4 of the OSI Reference Model were least explored and somehow
lagging behind those related to the physical layer. While understanding the im-
portance of protocol design for OSA was primary concern, the aim of this thesis
was also to explore certain performance aspects of the protocols for OSA networks
and to design them in a most efficient way.

Particularly, the focus of this thesis was on the design of efficient MAC proto-
cols for OSA networks taking into account physical layer characteristics of OSA
operation. Moreover, given the operation of the proposed OSA MAC protocol, we
wanted to answer how the properties of a OSA link affect the operation of con-
temporary TCP implementations. We know that TCP is the de facto transport
layer protocol used in the Internet.

109
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The goal of the thesis was somewhat ambitious and we believe that we achieved
it. We drew many important conclusions while executing the work as part of
this thesis and through the results achieved. We will now summarize them in
Section 6.1. Later we will elaborate on the directions for future research in the
area of OSA protocol design and performance evaluation in Section 6.2.

6.1 Summary of the Results

This thesis has been structured in three major parts, each one addressing the
specific research topic. They are:

1. Physical layer properties of OSA transmission, (Chapter 2) particularly ad-
dressing the spectrum sensing;

2. Layer 2 OSI Reference Model protocol design, (Chapter 3 and 4), addressing
the general OSA network and, OSA MAC performance and its implications;

3. Layer 4 OSI Reference Model protocol design, (Chapter 5) addressing the
TCP performance associated with the design of OSA MAC and OSA phys-
ical layer properties.

Each of the above is a complete and independent work under the general
assumptions and scenarios considered. The conclusions we derive from these
three important parts have been presented here. Most important conclusions are
given in the boxes.

6.1.1 Physical Layer Properties of OSA Transmission

One may notice that we have taken a bottom-up research approach in this thesis
so as to explore protocol issues of OSA. We focused on the physical properties
of OSA networks and in particular the detection process of the PU. In the early
stages of this work it was known that reliable PU detection is a difficult task for
each OSA node individually. Therefore a cooperative PU detection process has
been investigated.

To mitigate the consequence of destructive propagation effects on the reliability
of the PU detection, nodes in the OSA, networks should cooperate and fuse their
measurement results cooperatively as much as possible and whenever it is possible.

In parallel to the physical layer work we have performed a detailed investig-
ation of system design of OSA networks. We have anchored our system design
on the structure of future emergency networks and we have observed, specifically,
the following.

Structure of future emergency networks allows us to implement cooperative spec-
trum sensing.
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Knowing that cooperation is the only solution for robust spectrum sensing
our aim was to design a simple cooperative PU detection system that outper-
forms other existing fusion methods available in the literature. Our contribution
lies in proposing a novel fusion detection technique, based on log-likelihood com-
bining. It has been compared for different scenarios with other known cooperative
detection techniques, which led to an important conclusion.

Log-likelihood combining outperforms all existing weighted measurement combin-
ing methods, especially in the low SNR region and low number of nodes in the
OSA network.

In parallel to the work on pure physical layer properties of PU detection,
we have analyzed how scheduling of measurements amongst OSA network nodes
should be performed such that most of the time free channel should be brought
forth by the detection process and in turn utilized by OSA network. We have ana-
lyzed two essential approaches, i.e., random and fixed (round robin) scheduling.
We have found the following.

Random scheduled spectrum sensing requests achieve asymptotically the same
performance as the round robin scheduler, with the increase in number of sensing
nodes or with the decrease in inter-scanning (non-observable) period.

Our final contribution is the implementation of the analyzed cooperative spec-
trum sensing techniques. Unlike the many reported research work found in the
literature on the PU detection, we implemented one of the well known cooperative
PU detection techniques.

We have demonstrated that cooperative spectrum sensing can be implemented
using commercial off the shelf equipment.

6.1.2 OSA MAC Performance and Design

After understanding the effects of radio layer and the general behaviour of the
OSA link, we approached the design and performance evaluation of OSA net-
works in general and the OSA MAC protocols in particular. First we wanted
to know how the general behaviour of the PU, i.e., its temporal and generally
random activity, affects the throughput of the OSA network. The first step was
to analyze different channel access strategies based on the activity levels of the
PUs and compute the OSA network blocking probability. We specifically found
the following.

In MAC for OSA networks channel access based on the channel occupancy stat-
istics achieves much higher performance than with the random channel access
strategies. The improvement is particularly visible when there is disparity in
channel utilization by PUs or when higher number of the PU channels are avail-
able.
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However, due to the complexity of the analysis we were able to assess the OSA
network performance in complex network setups, i.e., involving many nodes and
many PU channels, only through simulations. Summarizing,

Implementing non-uniform channel utilization and smart channel access policies
in the Markov analysis of OSA networks, and assessing the blocking probability
or throughput are very involved, since the transition probability matrix has to be
constructed individually for a given number of channels.

After understanding the impact of intelligent channel access strategies we pro-
ceeded with designing the first OSA multichannel MAC protocol. Apart from
implementing smart channel access strategies, that have been analyzed earlier, in
this design we have defined a novel co-existence metric for OSA network based
on level of packet collision with the PUs. Our contribution here is characterized
as follows.

Interference constraints in OSA channel access can also be defined on a packet
level basis. Such approach greatly simplifies OSA MAC design.

Further, we have tried to incorporate some of the functionalities of packet
communication implicating from the physical layer, e.g., packet capture, in the
protocol design. We have observed the following relation.

Packet capture, i.e., throughput increase by utilizing constructive propagation
effects has far less impact on the OSA network throughput than adding more PU
channels to the OSA network. This makes the OSA node deign simpler.

In the next step, to understand some of the issues related to OSA MAC
operation we have performed extensive analyses of all possible implementations
of multichannel OSA MACs. In the initial stages of research we have found
that most popular implementation is based on dedicated control channel (DCC).
During the course of this research work we were led to interesting observations.
They are listed here.

DCC MAC performs worse than other known multichannel MACs like MRCC.
Further, DCC and HCC perform differently depending on the network setup.
Finally, all classes of OSA MACs scale down linearly with the increase in PU
channel activity.

We have noted above that one of the contributions of this thesis was to propose
a novel interference metric induced by OSA network to PUs, based on packet
collision level. We have evaluated all OSA MACs from this perspective as well.

Hopping based OSA MACs reduce the probability of interference with the PU.

Moreover, we have tested the relation between PU detection quality and pro-
tocol performance. It was important, since high quality spectrum sensing, referred
to in this thesis as QoD, is usually obtained by increased PU channel observation
time.
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Sensing time should be strictly optimized to result in the highest network through-
put, since delay introduced by long sensing time (increasing probability of false
alarm), introduces high network delay.

6.1.3 TCP over OSA Links Performance

Finally, using the foundation on OSA MAC through research results the thesis
focused on the performance of the protocols of the higher layers and in particular
Layer 4 of the OSI Reference model. By performing extensive and detailed simu-
lations that took into account real life OSA link behaviour, we were able to draw
some important conclusions on the performance of TCP protocol.

The first question which we wanted to answer was how much capacity any
TCP implementation can actually obtain in the OSA setup. Since the OSA MAC
protocols cannot regulate the capacity an OSA link can offer, it was imperative to
see how TCP deals with varying capacity OSA link. With a metric for the TCP
efficiency proposed in this thesis we have found the following.

All modern implementations of TCP with ACK utilize most of the capacity, i.e.,
not less than 95%, of the OSA link when a reasonable buffer size at the BS is
available.

Another important conclusion that we were able to draw was related to the
impact of physical layer on the performance of the TCPs. Knowing the importance
of spectrum sensing in OSA context we have shown the following.

Delay induced by scanning has far more impact on the TCP throughput than
OSA link errors.

Finally, we have shown that for a TCP in steady state, increasing observation
time to improve PU detection results in rapid throughput degradation of TCP
performance beyond a certain point.

6.2 Directions for Future Work

In the light of the results presented above we can strongly say that efficient and
QoS-enabled communication in the OSA context can indeed be achieved. How-
ever, we strongly feel that the results presented here are just a small fraction
of the results for OSA networking and protocol design that needs to be solved.
The solutions proposed here are too small compared to the amount of problems
that are still holding up the deployment of OSA networks. It is not enough to
understand deeply OSA networks operation on the protocol level. We will now
outline some of the issues worth investigating.

In case of PU detection, it has been assumed for simplicity that a central
entity performs measurement combining. Although such assumption is the most
straightforward and easiest to implement, more robust methods like distributed
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measurement combining might be considered. That is, nodes would share informa-
tion on the results of the measurements and converge to the common measurement
result such that there is no need for referring to a single point of contact.

OSA MAC analysis leaves many open research issues as well. In this thesis
multichannel protocol classes have been compared. Based on these analyses some
conclusions have been drawn, i.e., MRCC is the best multichannel OSA MAC
comparing with other OSA MAC classes. As a logical next step would be im-
portant to implement MRCC and compare its operation with the general results
obtained in this thesis. Further, all results have been obtained in the case of one
hop communication only. Therefore, it would be indeed interesting to observe the
operation of any of the OSA multichannel MACs in the multihop scenario. Also,
broadcasting properties of MRCC need to be improved, since at this moment
sending packets to multiple terminals at the same time is difficult.

In case of TCP performance investigation in the OSA networks, we have lim-
ited ourselves to the network setup consisting of one sender-receiver pair, where
sender communicated with the receiver connected in turn connected to the BS.
Therefore more general OSA network models are needed, i.e., with more receiv-
ing nodes connected to the same BS. Analyses of fairness, where multiple nodes
compete for the same OSA link are also needed.



Appendix A
Spectrum Occupancy

Measurements

To get some insights into channel activity pattern of the PUs we performed
measurements independently of the ones already been available in the literat-
ure [24; 113–115]. What we were particularly interested in is the dynamics of PU
activity.

To measure the channel occupancy statistics we have set up the following
experiment. A Rhode&Schwartz ESPI07 spectrum analyzer (SA) was connected
through the Ethernet port to a PC, on which Matlab 7.0 was used as an interface
with the SA. Simultaneously, the SA was connected with a 400 MHz band cross-
dipole antenna through a ZX60-3018G power amplifier. The antenna was placed
on the roof of the 11th floor building of the University of Twente’s Electrical
Engineering department. The entire measurement was performed on March 13
2007, between 11 AM and 8 PM.

First we have observed coarsely a wide range of channels for user activity to be
able to choose a group channels for a close watch and to analyze it later in detail.
The frequencies we have chosen to measure are listed in Table A.1. According to
the Agentschap Telecom’s (a Dutch Radio regulator) radio frequency plan, the
first four bands were mobile communication channels. In the last band we have
spanned a wide range of frequencies—all of them assigned to a different type of
mobile communication. We refer the reader to to [116] for more details. After
selecting the frequency ranges, each of them were divided into frequency bins
with a bandwidth resolution (BR) of 1 kHz except for the last one, which had
100 kHz BR. Also, each measurement had 10000 samples of data, where the inter-
sample period (ISP) was between 120 and 145 ms, see Table A.1 for details. This
corresponds to approximately 24 minutes of observation for each frequency bin.
One measurement sample represents the average signal power observed in one ISP.
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Table A.1: Measured Frequency Ranges with the Respective Inter-sample Period (ISP)
and Bandwidth Resolution (BR).

Frequency range [MHz] ISP [ms] BR [kHz]

[446,04; 446.05] 145 1
[446,05; 446,06] 144 1

[446,075; 446,085] 113 1
[446,065; 446,075] 143 1
[459.62; 467,82] 120 100

Table A.2: Results of the PU Channel Observations in the Considered Frequency Range.

Feature Value

Mean channel utilization 6.8%
Always busy bins 1.7%
Always free bins 15.7%

Bins with PU duty cycles 82.6%
Mean number of busy bins in a slot 21.1%

Standard deviation of busy bins in a slot 2.3%
Number of free bins (Max) 85%
Number of free bins (Min) 16.6%

Average ‘on’ time 4.3 s
Average ‘off’ time 58.9 s

The estimated noise floor for 1 kHz BR was N0 = −115 dBm and N0 = −90 dBm
for 100 kHz BR.

Before proceeding with the analysis of the measured data, we have filtered all
measurements with a moving average filter with window of 5 to reduce the impact
of noise on the analyzed data. The filter size has been chosen experimentally to
represent the optimal relation between noise filtering and possible information
loss. For each frequency bin in the measured ranges we have extracted periods
of signal activity (known as the ‘on’ period) and non-activity (known as the ‘off’
period). As an activity threshold we have chosen a value of θf = N0 + 10 dBm to
account for additional signal fluctuations.

The first question related to PU activity patterns is to determine or define
when a PU is considered to be present. Our measurement indicated that only 1.7%
of the frequency bins were busy the all the time, and hence could not be used by
SUs at all. Also, 15.7% of all the observed frequency bins was free during the whole
observation time. Therefore, the remaining 82.6% of all the frequency bins showed
‘on’ and ‘off’ patterns. The average ‘on’ time was 4.3 s which is relatively short
in the context of OSA since claiming and freeing spectrum is typically considered
to operate at a slower pace. Therefore, when a SU cannot time-share a frequency
bin with a PU, it can only achieve a spectrum utilization of 15.7%. A striking fact
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Table A.3: Percentage of occurrence of given value (top part) and average values of
distributions’ parameters (bottom part) given in seconds; λ, σ, a, b, k are the parameter
symbols of the respective distributions.

α = 0.05 α = 0.1
‘on’ ‘off’ ‘on’ ‘off’

No activity 57,2% 39,6% 58,7% 41,68%
Unknown 42,5% 31,2% 41% 31,5%

Exponential 0,17% 23,4% 0,13% 20,3%
Rayleigh — 1,5% — 1,2%
Uniform 0,04% 4,2% 0,08% 4,8%

Weibul — 0,04% — —

No activity — — — —
Unkown — — — —

Exponential λ = 15,18 λ = 21,58 λ = 18,61 λ = 22,95
Rayleigh — σ=4,95 — σ=16,01
Uniform a=0,12 a=0,13 a=0,12 a=0,15

b=53,76 b=153 b=88,92 b=156,6
Weibul — λ=5,7 — —

k=0,13

is that the total channel utilization of the measured frequency range during whole
observation time was only 6.8%. So, when time-sharing is possible, the SUs can
achieve a utilization of 93.2%, which is a significant improvement compared to
15.7%, compared to the case where always free frequency bins are considered. The
average number of busy bins was 21.1% (of the total measured frequency range),
with a standard deviation of 2.3%. The minimum and the maximum number of
free bins in a frequency pool shows that between two consecutive measurements,
variation in available frequencies can be large. Also, interestingly, the average ‘on’
time is much smaller than the average ‘off’ time, which means that the channel
vacated by PU can stay free for a considerable amount of time.

As a next step, having vectors of ‘on’ and ‘off’ values we have performed
a set of Kolmogorov-Smirnov tests to determine which continuous distribution
fits the obtained data the best. Our tests involved Exponential, Log-Normal,
Gamma, Normal, Rayleigh, Uniform and Weilbull distributions (we note that
some distributions might also be of interest like Erlang, hyper-Erlang and mixed
distributions [117], however we have decided to focus on the most common ones).
For statistical significance, we have not taken into account vectors that contained
less than 30 elements. Our tests were performed for two significant level values of
α = {0.1,0.05}. Parameters of tested distributions were obtained using Maximum
Likelihood Estimation. The preliminary results for one frequency range are given
in Table A.3.

Although we have measured only a small piece of the whole radio spectrum this
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result already gives some significant insights on what to expect from the PU traffic
properties. First, the majority of the traces had no identified type of distribution.
Secondly, the exponential distribution, usually assumed in the analysis of OSA
MACs, has only a reflection in a handful of the identified activities. Also, we
can see that for the used exponential distribution, individual idle times are pretty
large. This means that the channel once determined to be idle will remain idle
with a high probability.



Appendix B
Optimal Channel Access

Lemma 1. Channel access procedure in multichannel multiaccess protocols based
on the arrival rates of the PU minimizes collision probability, in contrast with
(random) uniform channel selection.

Proof. First we introduce the term M ,
∑M

i=1 pA,i pi where pA,i is the observed
probability of choosing a channel i by OSA network using channel access procedure
of type A, and pi is the probability of a PU user arriving on channel i.

Knowing pb,m for each PU on its channel m, one can express the normalized

channel arrival probability for each PU as ρm =
pb,m

P

M
i=1 pb,i

, and
∑M

i=1 ρi = 1. Let

us take ρ1 ≤ . . . ≤ ρM , and analyze two access schemes here. In the random access
scheme, A := RND the OSA user chooses each channel uniformly randomly with
probability pRND,i = 1/M . In the Least Used First scheme1, A := LeU, OSA

user chooses each channel with probability pLeU,i = 1−pm
P

M
i=1 1−pi

= ρ̃i,
∑M

i=1 ρ̃i = 1,

such that ρ̃1 ≥ . . . ≥ ρ̃M . Therefore, we only need to prove using M that

M
∑

i=1

ρ̃iρi ≤
1

M

M
∑

i=1

ρi. (A.1)

Using Chebyshev’s sum inequality [119]

n

n
∑

i=1

aibi ≤
(

n
∑

i=1

ai

)(

n
∑

i=1

bi

)

(A.2)

for a1 ≤ . . . ≤ an and b1 ≥ . . . ≥ bn replacing n = M , bi = ρi and ai = ρ̃i we get
(A.1).

1This algorithm is similar to the channel assignment scheme proposed for optical switches in
All-Optical Networks [118].
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We note that while ρi → 1/M or M → ∞, gain from introducing access
schemes for OSA network based on PU activity is negligible, in comparison to
random access scheme.
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[99] M. Savoric, H. Karl, M. Schläger, T. Poschwatta, and A. Wolisz, “Analysis
and performance evaluation of the EFCM common congestion controller for
TCP connections,” Computer Networks, vol. 49, no. 2, pp. 269–294, Oct.
2005.

[100] S. McCanne and S. Floyd. Network Simulator Version 2. [Online].
Available: http://www.isi.edu/nsnam/ns/

[101] D. X. Wei and P. Cao, “NS-2 TCP-linux: An NS-2 TCP implement-
ation with congestion control algorithms from Linux,” in Proc. ICST
ValueTools’06, Pisa, Italy, Oct. 11–13, 2006.

[102] S. Jansen and A. McGregor, “Simulation with real world network stacks,”
in Proc. WSC’05, Orlando, FL, USA, Dec. 4–7, 2005.

[103] B. Sardar and D. Saha, “A survey of TCP enhancements for last-hop wire-
less networks,” IEEE Commun. Surv. and Tut., vol. 8, no. 3, pp. 20–34,
2006.



130 BIBLIOGRAPHY

[104] K. Fall and S. Floyd, “Simulation-based comparisons of Tahoe, Reno and
SACK TCP,” ACM SIGCOMM Computer Communications Review, vol. 26,
no. 3, pp. 5–21, July 1996.

[105] S. Floyd and T. Henderson, “The NewReno modification to TCP’s fast re-
covery algorithm,” Internet Engineering Task Force, Request for Comments
(Experimental) 2582, Apr. 1999.

[106] L. Brakmo and L. Peterson, “TCP Vegas: end to end congestion avoidance
on a global internet,” IEEE J. Select. Areas Commun., vol. 13, no. 8, pp.
1465–1480, Oct. 1995.

[107] M. Mathis, J. Mahdavi, S. Floyd, and A. Romanow, “TCP selective acknow-
ledgment options,” Internet Engineering Task Force, Request for Comments
(Proposed Standard) 2018, Oct. 1996.

[108] A. Lo, G. Heijenk, and I. Niemegeers, “On the performance of TCP Vegas
over UMTS/WCDMA channels with large round-trip time variations,” in
Proc. IFIP PWC’04, Delft, The Netherlands, Sept. 21–23, 2004, pp. 330–
342.

[109] E. Cianca, R. Prasad, M. De Sanctis, A. De Luise, M. Antonini, D. Teotino,
and M. Ruggieri, “Integrated satellite-HAP systems,” IEEE Commun.
Mag., vol. 43, no. 12, pp. S33–S39, Dec. 2005.

[110] M. Mathis, J. Semke, J. Mahdavi, and T. Ott, “The macroscopic behaviour
of the TCP congestion avoidance algorithm,” ACM SIGCOMM Computer
Communications Review, vol. 27, no. 3, pp. 67–82, July 1997.

[111] J. Padhye, V. Firoiu, D. F. Towsley, and J. F. Kurose, “Modeling TCP Reno
performance: a simple model and its empirical validation,” IEEE/ACM
Trans. Networking, vol. 8, no. 2, pp. 133–145, Apr. 2000.

[112] Z. Chen, T. Bu, M. Ammar, and D. Towsley, “Comments on modeling
TCP Reno performance: a simple model and its empirical validation,”
IEEE/ACM Trans. Networking, vol. 14, no. 2, pp. 451–453, Apr. 2006.

[113] A. E. Leu, K. Steadman, M. McHenry, and J. Bates, “Ultra sensitive TV
detector measurements,” in Proc. IEEE DySPAN’05, Baltimore, MA, Nov.
8–11, 2005.

[114] M. McHenry, “The probe spectrum access method,” in Proc. IEEE DyS-
PAN’05, Baltimore, MA, Nov. 8–11, 2005.

[115] A. Rogers, J. Salah, D. Smythe, P. Pratap, J. Carter, and M. Derome, “In-
terference temperature measurements from 70 to 1500 MHz in suburban and
rural enviroment of the northeast,” in Proc. IEEE DySPAN’05, Baltimore,
MA, Nov. 8–11, 2005.



BIBLIOGRAPHY 131

[116] Dutch national frequency register. Agentschap Telecom. [Online]. Available:
http://www.at-ez.nl/nfr/tpl/main nfr uk.html

[117] S. Geirhofer, L. Tong, and B. M. Sadler, “Dynamic spectrum access in the
time domain: Modeling and exploiting white space,” IEEE Commun. Mag.,
vol. 45, no. 5, pp. 66–72, May 2007.
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