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Summary
Because of the large uncertainties associatedwith rising sea levels, present coast-
al management is inclined towards utilizing soft, nature-inclusive, and adaptive
measures over traditional hard protection structures. This shift towards more
sustainable and multi-functional solutions is often called Building with Nature.
In the coastal zone, these nature-based solutions typically use sand as a build-
ing material, have a larger scale than traditional sand nourishments, and serve
multiple purposes. The definition of effectiveness of these nature-based solu-
tions can vary for the different project aims. This means that models that pre-
dict future states of these interventions must be able to forecast various coastal
state indicators (CSIs), such as dune volume, beach width, or habitat area. Using
loose-placed sand in coastal protection is intrinsically associated with increased
uncertainties of the coastal state compared to more traditional hard protection
measures. Therefore, this dissertation examines uncertainty in predicting large-
scale sandy interventions in the coastal zone and its effect on different CSIs.
First, observations of a recent large-scale intervention, the Hondsbosse Dunes,

were analyzed to illustrate the evolution of various CSIs in the first years after
placement. This 35 million m3 nourishment included a shoreface, beach, and
dune and was built in front of a sea dike to serve as flood protection while cre-
ating space for nature and recreation. The nourishment created a significant
coastline curvature, leading to erosion in the central, most protruding part of the
nourishment, bordered by zones with accretion. The artificial cross-shore profile
rapidly mimics the surf zone slope and beach width of adjacent beaches. At the
same time, the dune volume increased, and the dune foot migrated seaward
along the entire nourished site, regardless of whether the subaqueous profile
gained or lost sediment. These contrasting trends of different CSIs highlight the
need to predict changes in CSIs individually to assess a project’s effectiveness
Next, the balance between different sources of uncertainty in predicting the

evolution of a large-scale sandy intervention was investigated for the Sand En-
gine mega-nourishment. The sources of uncertainty in such predictions can
be either intrinsic or epistemic. Intrinsic sources are inherent in the system,
whereas epistemic sources are related to limitations in knowledge (related to the
model). The relative importance of intrinsic and epistemic uncertaintywas invest-
igated using a probabilistic framework inwhich sediment transport is considered
a function of random wave forcing (intrinsic) and model (epistemic) uncertainty,
calculating transport using a one-line model. The applied wave climate variabil-
ity was obtained from long-term wave observations, whereas model uncertainty
was quantified using Generalized Likelihood Uncertainty Estimation (GLUE) rely-
ing on monthly observations. A global sensitivity analysis showed that the con-
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viii Summary

fidence intervals on predicted volume losses increase by at least 50% when both
intrinsic and epistemic sources of uncertainty are included. This is even more in
case of correlated sources of uncertainty, producing significant overconfidence
in the results when neglecting epistemic uncertainty. These findings imply that
model settingsmay be the principal source of uncertaintywhen forecasting large-
scale sandy interventions with simplified models on a multi-year time scale.
Finally, to investigate how model parameter uncertainty develops over time

and space when predicting various CSIs, the multi-dimensional parameter space
of a state-of-the-art Delft3D coastal areamodelwas explored. The over 50model-
free parameters were reduced to five key parameters using expert judgment
and the Elementary-Effect method. An observation-based likelihood distribution
of the model parameters and the CSIs using GLUE was derived. Uncertainty in
these five input parameters leads to significant uncertainty in predicted CSI val-
ues. The parameter uncertainty creates the widest confidence intervals for the
CSIs at locations and moments when the changes are most significant. Overall,
this uncertainty is mainly caused by contributions of the suspended sediment
transport scaling (𝑓𝑠𝑢𝑠), the breaker index (𝛾), and the grain size (𝑑50), but the im-
portance of the five parameters varies per CSI. The model’s sensitivity can vary
significantly depending on the CSI used for calibration. As a result, the parameter
values that yielded the best results may not be transportable, and there may be
no single generic value for each parameter. Our results underline the import-
ance of good model calibration. Herein, the calibration area and parameter(s)
of choice should be consistent with the CSIs to predict, as they can significantly
impact the outcome of the (manual) calibration procedure.
This study analyzes uncertainties in predicting large-scale sandy interventions

in the coastal zone. The results imply that uncertainty analysis cannot be lim-
ited to the consequences of intrinsic factors only, because (epistemic) model un-
certainty significantly contributes to uncertainties on relevant time scales (1-10
years). These interventions will probably show significant longshore and cross-
shore equilibration after placement, with the subaqueous cross-shore equilibra-
tion occurring relatively quickly compared to the alongshore deformation. The
difference in timescale suggests that evaluation of volume changes with a one-
line model approach that focuses on the alongshore changes is possible. Still,
it lacks the detail required to address the evolution of more complex CSIs (e.g.,
habitat area or dune volume). When used in the probabilistic framework, the
one-line approach can lead to results similar to those of the much more com-
plex coastal area analysis. The skill of an individual computation with a one-line
model is lower, but the low computational effort allows for more computations.
Depending on the CSI(s) of interest, using a one-line model can thus lead to a
higher amount of information. Therefore, the model type needed for a probab-
ilistic analysis will depend mainly on the design of the large-scale sandy inter-
vention and how its success is defined (e.g., guaranteed beach width or volume).
These findings help effective assessment of uncertainties in the predictions of
large-scale sandy interventions, especially for the design of coastal adaptation
under uncertain sea level rise.



Samenvatting
Vanwege de grote onzekerheid die gepaard gaat met zeespiegelstijging, geeft
het huidige kustbeheer de voorkeur aan zachte, natuur-inclusieve, en adaptie-
ve maatregelen boven traditionele harde beschermingsmaatregelen. Deze ver-
schuiving naar duurzamere enmultifunctionele oplossingen wordt vaak Building
with Nature genoemd. Deze op natuur gebaseerde oplossingen in de kustzone
makendoorgaans gebruik van zand als bouwmateriaal, hebbeneen grotere ruim-
telijke schaal dan traditionele zandsuppleties, en dienen meerdere doelen. De
definitie van effectiviteit van deze projecten kan variëren met het doel. Dit bete-
kent dat modellen die de toekomstige staat van deze interventies voorspellen,
verschillende kustindicatoren (KI’s) zoals duinvolume, strandbreedte of de om-
vang van een habitat moeten kunnen voorspellen. Het gebruik van los geplaatst
zand als bouwmateriaal is intrinsiek verbondenmet verhoogde onzekerheidmet
betrekking tot de toestand van de kust in vergelijking met meer traditionele har-
de beschermingsmaatregelen. Daarom onderzoekt dit proefschrift onzekerheid
in voorspellingen van grootschalige zandige interventies in de kustzone en het
effect ervan op verschillende KI’s.
Allereerst zijn observaties van een grootschalige zandige interventie, deHonds-

bossche Duinen, geanalyseerd als voorbeeld van hoe verschillende KI’s zich ont-
wikkelen in de eerste jaren na aanleg. Deze suppletie van 35 miljoen m3 is een
gecombineerde voeroever-, strand- en duinsuppletie. De suppletie is zeewaarts
van een oude zeedijk aangebracht om de hoogwaterveiligheidsfunctie over te
nemen en gelijktijdig ruimte te creëren voor natuur en recreatie. De suppletie
creëerde een significante kustlijnkromming, met erosie in de centrale meest zee-
waarts gelegen deel en aanliggende zones met sedimentatie. Het kunstmatige
dwarsprofiel vertoonde al snel een vergelijkbare helling van de brandingszone
en strandbreedte als de aangrenzende kust. In dezelfde periode nam het duin-
volume toe en verplaatste de duinvoet zeewaarts over het gehele project gebied,
ongeacht of het sedimentvolume van onderwaterprofiel toe- of afnam. Dit con-
trast in gedrag van verschillende KI’s benadrukt de noodzaak om veranderingen
per KI te voorspellen om de effectiviteit van een project te kunnen beoordelen.
Vervolgens is de balans tussen verschillende bronnen van onzekerheid bij het

voorspellen van de ontwikkeling van een grootschalige zandige interventie on-
derzocht voor de Zandmotor mega-suppletie. De bronnen van onzekerheid in
dergelijke voorspellingen kunnen intrinsiek of epistemisch zijn. Intrinsieke bron-
nen zijn inherent aan het systeem, terwijl epistemische bronnen verband hou-
den met beperkingen in kennis (gerelateerd aan het model). Het relatieve be-
lang van intrinsieke en epistemische onzekerheid is onderzocht met behulp van
een probabilistisch kader waarin sedimenttransport wordt beschouwd als een
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x Samenvatting

functie van willekeurige golfforcering (intrinsiek) en model (epistemisch) onze-
kerheid, waarbij kustlangstransport wordt berekend met behulp van een één-
lijnsmodel. De toegepaste golfklimaatvariabiliteit is verkregen uit langetermijn
golfwaarnemingen, terwijl modelonzekerheid werd gekwantificeerd met behulp
van Generalized Likelihood Uncertainty Estimation (GLUE) op basis van maandelijk-
se waarnemingen. De betrouwbaarheidsintervallen op voorspelde volumeverlie-
zen nemen aanzienlijk toe wanneer zowel intrinsieke als epistemische bronnen
van onzekerheid worden meegenomen. Een globale gevoeligheidsanalyse toont
aan dat de variantie met minstens 50% wordt vergroot als zowel intrinsieke en
epistemische onzekerheidwordtmeegenomen. Die variantiewordt zelfs nog gro-
ter als verschillende bronnen van onzekerheid gecorreleerd zijn, wat resulteert
in aanzienlijke overschatting van het vertrouwen in de resultaten als er geen epis-
temische onzekerheid wordt ingeschat. Deze bevindingen impliceren dat model-
instellingen de belangrijkste bron van onzekerheid zijn bij het voorspellen van
grootschalige zandige ingrepen met vereenvoudigde modellen op een tijdschaal
van jaren.
Tot slot, om te onderzoeken hoe modelparameteronzekerheid zich ontwik-

kelt in de tijd en ruimte bij het voorspellen van verschillende kustindicatoren,
is de meerdimensionale parameterruimte van een state-of-the-art Delft3D kust-
gebiedsmodel verkend voor voorspellingen. Demeer dan 50modelvrije parame-
ters zijn teruggebracht tot vijf kernparameters met behulp van expert inschat-
ting en de Elementary-Effect-methode. Een op observaties gebaseerde kansver-
deling van demodelparameters en de KI’s is afgeleidmet behulp vanGLUE. Onze-
kerheid in deze vijf invoerparameters leidt tot aanzienlijke onzekerheid in voor-
spelde KI-waarden. De parameteronzekerheid creëert de breedste betrouwbaar-
heidsintervallen voor de KI’s op locaties en momenten waar de veranderingen
het meest significant zijn. Over het algemeen wordt deze onzekerheid voorna-
melijk veroorzaakt door bijdragen van de schaling van gesuspendeerd sediment-
transport (𝑓𝑠𝑢𝑠), de brekerindex (𝛾) en de korrelgrootte (𝑑50), maar de belangrijk-
heid van de vijf parameters varieert per KI. De gevoeligheid van het model kan
aanzienlijk variëren, afhankelijk van de KI gebruikt voor kalibratie. Als gevolg hier-
van zijn de parameterwaarden die de beste resultaten opleverden mogelijk niet
overdraagbaar, en bestaat er geen generieke beste waarde voor iedere parame-
ter. Onze resultaten benadrukken het belang van goede modelkalibratie. Hierbij
moet het kalibratiegebied en de te kiezen parameter(s) consistent zijn met de
te voorspellen KI’s, aangezien deze factoren aanzienlijke invloed kunnen hebben
op de uitkomst van de (handmatige) kalibratieprocedure.
Dit proefschrift analyseert onzekerheid bij het voorspellen van grootschalige

zandige interventies in de kustzone. De resultaten laten zien dat onzekerheids-
analyse niet beperkt kan worden tot de gevolgen van intrinsieke factoren al-
leen, omdat (epistemische) modelonzekerheid aanzienlijk bijdraagt aan onzeker-
heden op relevante tijdschalen (1-10 jaar). Deze interventies zullen waarschijnlijk
aanzienlijke langs- en dwars-equilibratie laten zien na plaatsing, waarbij de sub-
aquatische dwars-equilibratie relatief snel optreedt in vergelijking met de langs-
vervorming. Als gevolg daarvan is evaluatie van volumeverandering met een éé-
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nlijnsmodel gefocust op langstransport mogelijk. Het ontbreekt daarbij wel aan
het detail dat nodig is om de evolutie vanmeer complexe KI’s (bijv. habitatopper-
vlak of duinvolume) te voorspellen. Het éénlijnsmodel kan gebruikt binnen het
probabilistische kader tot vergelijkbare resultaten leiden als de veel complexere
2D kustgebiedsbenadering. De kwaliteit van een individuele éénlijnsberekening
is lager maar de lage rekeninspanning staat een veel groter aantal berekenin-
gen toe. Mogelijk kan daardoor met een éénlijnsmodel een grotere hoeveelheid
informatie worden verkregen, afhankelijk van de KI(’s) van belang. Daarom zal
het type model dat nodig is voor een probabilistische analyse voornamelijk af-
hangen van het ontwerp van de grootschalige zandige interventie en hoe het
succes ervan wordt gedefinieerd (bijv. een minimale strandbreedte of volume).
Deze bevindingen helpen bij een effectieve beoordeling van onzekerheden in de
voorspellingen van grootschalige zandige interventies, met name voor kustaan-
passing onder een onzekere zeespiegelstijging.





1
Introduction

1.1. Sandy coastal systems under pressure
The coastal zone is of great ecological, economic, and social importance (Martínez
et al., 2007). More than a third of the world’s population lives less than 100 km
from the coast, more than a tenth lives less than 10m above sea level, and these
numbers are expected to increase (Reimann et al., 2023). In addition to human
habitation, the coast provides important ecosystems such as mangroves, coral
reefs, and beaches (Cooley et al., 2022). Of the latter, 31% are estimated to con-
sist of sand (Luijendijk et al., 2018).
Sea level rise will continue to accelerate, posing a threat to people, ecosys-

tems, and infrastructure in low-lying areas (Oppenheimer et al., 2019). At sandy
beaches, rising sea levels can lead to erosion and consequent loss of ecosystems,
recreational area, and reduced safety against flooding. Adaptation to these ad-
verse changes will require an increasing capacity (Hinkel et al., 2018; Nicholls &
Cazenave, 2010).
Because of the significant uncertainties associated with sea level rise, adapt-

ation favors flexible responses (i.e., those that can be adapted over time) and
periodically adjustable decisions (Oppenheimer et al., 2019). As a result, present
coastal management views often favor more soft, nature-inclusive, and adaptive
measures over traditional hard protection structures. This shift towards more
sustainable and multi-functional solutions is often referred to as Building with
Nature, Engineering with Nature, or Living Shorelines (Bridges et al., 2018; de
Vriend et al., 2015; Sutton-Grier et al., 2015).
Following these new management views, in many examples, sandy interven-

tions have been preferred over hard structures in the past decade. For instance,
the Hondsbossche Dunes project is a combined shoreface, beach, and dune
nourishment of 35 million m3 sand. The nourishment was built to replace the
flood protection function of an old sea-dike while creating additional space for
nature and recreation (Fig. 1.1a). In Lekki, Nigeria, a sandbar breakwater (van
der Spek et al., 2020) instead of a traditional rubble mound breakwater was con-
structed to protect a port expansion (Fig. 1.1b). At the Prins Hendrik Sand dike

1
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(Perk et al., 2019), a dune and a peninsula were constructed to take over the
safety function of the dike while increasing the intertidal habitat (Fig. 1.1c), in-
stead of reinforcing the existing dike. Approximately half of the perimeter of
Maasvlakte 2 (Fig. 1.1d), the most recent port expansion of the port of Rotter-
dam (The Netherlands), is protected by a sandy sea defense instead of a rock
and stone sea defense (Kroon et al., 2016). The Sandscaping coastal manage-
ment scheme between Bacton and Walcott (Cotton et al., 2022), U.K., placed 1.8
million m3 of sediment on the beach to increase coastal safety while providing
recreational space (Fig. 1.1e). The Sand Engine intends to feed the adjacent coast-
line over 20 years. The shape of the peninsula was inspired by the potential for
natural and recreational development (Stive et al., 2013) and a sheltered tidal
lagoon was included to create a new habitat (Fig. 1.1f). In general, these nature-
based solutions in the coastal zone use sand as a building material and have a
much larger scale than regular beach nourishments (de Schipper et al., 2021).
Therefore, such projects will be referred to as large-scale sandy interventions
from this point forward.

Table 1.1.: Examples of large-scale sandy interventions in the coastal zone and
their purpose and scale. Image courtesies from top to bottom of
Aannemerscombinatie Zwakke Schakel–VanOord-Boskalis, CDR Inter-
national B.V., HoogheemraadschapHollandsNoorderkwartier, Haven
Bedrijf Rotterdam, Google Earth and, http://www.dezandmotor.nl.

Name Location Image Purpose Scale

a) Hondsbossche 
Dunes

North-Holland, the 
Netherlands

Safety, Recreation, 
Nature

0,5x9km
35 Mm3

b) Lekki breakwater Lekki, Nigeria Economy, Nature 0,1x3km

c) Prins Hendrik 
zanddijk

Texel, the 
Netherlands

Safety, Nature 0,5x3km

d) Maasvlakte 2 Rotterdam, the 
Netherlands

Economy, 
Recreation

1,5x5km

e) Sand scaping Bacton, United 
Kingdom

Safety, recreation 0,2x1,5km
1.8 Mm3

f) Sand Engine Ter Heijde, the 
Netherlands

Safety, recreation, 
nature

1,5x4km
21 Mm3

Large-scale sandy interventions may serve multiple purposes (Fig. 1.1), includ-
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ing increasing safety against flooding, ecology, commercial activities, and recre-
ation (e.g., Bridges et al., 2018; Palinkas et al., 2022; Stive et al., 2013). These differ-
ent purposes place different and occasionally conflicting demands on a project’s
initial and future state (de Schipper et al., 2021). As a result, the definition of
effectiveness can vary depending on the project’s objective(s) (G. Liu et al., 2019).
Coastal state indicators (CSIs) are ”A reduced set of issue-related parameters that
can simply, adequately and quantitatively describe the dynamic-state and evolu-
tionary trends of a coastal system” (Davidson et al., 2007; van Koningsveld et al.,
2005). CSIs can help reduce the complexity of the coastal system to facilitate 1)
quantification of coastal trends, 2) benchmarking of desired states, 3) interven-
tion in case of undesired states, and 4) evaluation and communication of the
projects’ success (van Koningsveld, 2003).
Predictivemodels that describe the current and future states of these interven-

tionsmust be able to forecast a variety of indicators that are governed by a range
of processes. For example, metrics based on the volume of sandmay be used to
assess safety against flooding. Similarly, ecology may require a specific habitat
area (e.g., dune area) and recreation a minimum beach width (Sánchez-Arcilla et
al., 2011). Inmany cases, changes in volume are influenced bywave-driven along-
shore transport, while aeolian transport and storm erosion primarily affect the
dune area. All three of these processes are likely to have an impact on beach
width. As such, the design of an intervention, the definition of success, and the
corresponding CSIs (e.g., dune area, volume, beach width) may pose varying re-
quirements on the model used to predict the evolution of a large-scale sandy
intervention.

1.2. Predictions of large-scale sandy interventions
1.2.1. State of the art coastal modeling
In the last decades, significant advances have been made to model and predict
the morphological processes governing the changes of the coastal zone (e.g.,
Ashton & Murray, 2006; Hanson, 1988; Lesser, 2009; Warner et al., 2010). There
are less complexmodels, schematized to one dimension and focused on a single
process, such as coastline models, that model coastline change due to gradients
in wave-driven alongshore transport (e.g., Dabees & Kamphuis, 1999; Hanson,
1988; Hurst et al., 2015; Pelnard-Considère, 1957). There are more complex
coastline models that involve various processes, including alongshore transport,
cross-shore transport, and sea level rise (e.g., Roelvink et al., 2020; Vitousek et al.,
2017).
Coastal area models are state-of-the-art in the modeling of large-scale sandy

interventions. Thesemodels resolvemorphological processes such aswave- and
(tidal) current-driven sediment transport in twohorizontal dimensions (e.g., Lesser,
2009). Most recent developments enable predictions of a combination of pro-
cesses that governmorphological changes ondifferent time-scales, such as aeolian
and wave-driven alongshore transport. To this end, several coastal area models
are coupled to describe the various processes at their individual time-scales (van
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Westen et al., 2024).
Ongoing model developments have significantly contributed to the accuracy

and skill of morphodynamic predictions. However, as focus has been on im-
provements and strengths of the model, less detail is presented on the residual
uncertainty after model calibration and validation.

1.2.2. Uncertainties
Using loose-placed sand in coastal protection is intrinsically associated with in-
creased uncertainties of the coastal state compared to more traditional hard
protection measures. In addition to this uncertain future state of an interven-
tion, many model related uncertainties are introduced in predicting the future
state. In general, the sources of uncertainty in such predictions can be either
intrinsic or epistemic. Intrinsic sources are inherent in the system, whereas epi-
stemic sources are related to limitations in knowledge (related to the model)
(W. E. Walker et al., 2003). The first is related to the random occurrence of pro-
cesses in time and space and is irreducible. The second relates to the present
state of our process knowledge, models, andmethods and is reducible in theory,
given appropriate resources. In Fig. 1.1 the types of uncertainty in the context
of predictions of large-scale sandy interventions are summarized, adapted from
the schematic subdivision of types of uncertainty in the design of civil structures
by van Gelder (2000).
Intrinsic uncertainty canmanifest in space and time inmorphological response

on a yearly to decadal time-scale. For instance, the spatial variability in the cross-
shore bed levels can significantly influence the alongshore transport (Mil-Homens,
2016), resulting in variations in the morphological response. Likewise, coastal
morphology is sensitive to temporal variability, such as the chronology and year-
to-year variability in wave forcing (Southgate, 1995). As a result, the exact future
state of the coast is difficult to predict beforehand.
Epistemic uncertainty arises from the uncertainties that exist in both obser-

vations and models. Model uncertainty can be attributed to model inadequacy,
parameter uncertainty (e.g., Ruessink, 2005; Simmons et al., 2017), and numer-
ical limitations (e.g., de Vriend, 1987). Model inadequacy can be caused by miss-
ing processes (e.g., beach recovery, long waves, sediment sorting; Huisman et
al., 2016) or reduced complexity of processes, such as 1D or 2D models and
sediment transport formulae. Ruessink and Kuriyama (2008) show that unpre-
dictability of cross-shore sandbar migration during major wave events origin-
ates largely frommodel inadequacy. Parameter uncertainties arise from limited
knowledge of actual values of model parameters (e.g., grain size, bed roughness,
or wind shear). These parameters often lack a physical basis, making it difficult to
estimate their values (Ruessink, 2005). Parameters representing physical quant-
ities (e.g., grain size, bed friction) are often site-specific, space and time-varying,
and therefore challenging to measure, resulting in uncertain estimations of rep-
resentative values. The spatiotemporal model resolution, the order of the nu-
merical schematization, and the acceleration technique (Luijendijk et al., 2019)
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can introduce numerical uncertainties. Finally, observation uncertainty results
from the instruments’ accuracy and data processing. For instance, sampling lim-
itations and measurement errors can significantly contaminate variability at re-
solved scales and may lead to errors in representing the scales of interest (Kas-
prak et al., 2019; Plant et al., 2002).

Epistemic 
uncertainty
(reducible)

Intrinsic 
uncertainty
(irreducible)

Intrinsic 
uncertainty in 

time
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uncertainty in 

space

Model 
uncertainty

Observation 
uncertainty

Model 
inadequacy

Numerical 
uncertainty

Parameter 
uncertainty

Figure 1.1.: Types of uncertainty in predictions of large-scale sandy interventions.
Adapted from: van Gelder (2000)

Uncertainties thus reflect the models’ imperfections and unknowns. As a res-
ult, more than one outcome can be consistent with expectations (Dessai et al.,
2009). However large predicted uncertainties might be, they still provide unique
information to help inform riskmanagement (Mankin et al., 2020). Although both
these statements are true, coastal uncertainty analysis mostly involves climate
change response or natural variations in boundary conditions (e.g., Baart, 2013;
Baquerizo & Losada, 2008; Callaghan et al., 2013; D’Anna et al., 2021; Le Cozannet
et al., 2019; Ranasinghe et al., 2012; Ruggiero et al., 2010) or rely upon assumed
(uncorrelated) normal distributions of input parameters (e.g., Vrijling & Meijer,
1992). Explicit quantification of model (parameter) uncertainty (epistemic uncer-
tainty) in morphological computations is possible (e.g., Kroon et al., 2019; Rues-
sink, 2005; Simmons et al., 2017). However, such approaches have not yet been
applied to examine the uncertainty in predictions of various coastal state indic-
ators after large-scale sandy interventions.

1.3. Research objectives
This dissertation examines uncertainty in predictions of large-scale sandy inter-
ventions in the coastal zone and its manifestation in different coastal state in-
dicators. Therefore, we apply and validate a stochastic method for evaluating
large-scale sandy interventions. We do this by looking at two large Dutch inter-
ventions: the Sand Engine and the Hondsbossche Dunes mega-nourishments.
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Several research questions are identified to achieve this objective. The first
question aims to identify the requirements of the model used in the stochastic
approach:

RQ1: How do various coastal state indicators evolve in the first years after the im-
plementation of a large-scale sandy intervention?

To answer RQ1, the observed evolution of a large-scale sandy intervention is
studied (i.e., the Hondsbossche Dunes nourishment). The next question aims to
direct the scope of the research by identifying the important uncertainties:

RQ2: What is the relative importance of epistemic uncertainty versus intrinsic un-
certainty?

This is done using a one-line model in a Monte Carlo approach, in which sed-
iment transport and volume change are considered to be functions of both in-
trinsic and epistemic uncertainty. The distribution of the model calibration set-
tings (epistemic uncertainty) is quantified using observations of the Sand Engine
nourishment.
Next, the last research question aims to address the effect of uncertainty on

different coastal state indicators:

RQ3: How is the uncertainty in predicting coastal state indicators developing over
time and space?

To answer RQ3, themodel parameter uncertainty for the Sand Engine nourish-
ment is quantified using the same observation-based method as used for RQ2.
However, instead of a one-linemodel, a coastal areamodel is used to predict vari-
ous coastal state indicators of the Sand Engine. , Together the findings related
to these three uestions, illustrate the evolution of CSIs after large-scale sandy
interventions, the associated sources of uncertainty, and the impact of these un-
certainties on CSI pr, helping to effectively assessssment of uncertainties in the
predictions of large-scale sandy interventions in the coastal zone.

1.4. Research outline
Each of the research questions is answered in a separate chapter. First, Chapter
2 answers RQ1 using observations of a large -scale sandy intervention. Next,
Chapter 3 and 4 focus on uncertainties in predictions of the future state of large-
scale sandy interventions. Chapter 3 answers RQ2 and looks at uncertainties
from a broader perspective as outlined in Fig. 1.1. Afterward, in Chapter 4
RQ3 is answered while zooming in on parameter uncertainty specifically. Finally,
Chapter 5 brings the overarching lesson of Chapters 2 to 4 together before con-
clusions are summarized in Chapter 6. The content of the chapters of this thesis
and their interdependence are visualized in Fig. 1.2.
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Figure 1.2.: Visualization of the outline of this thesis.
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Hondbossche Dunes in April 2024. Photo credits: JanWillem Keizer, Hoogheem-
raadschap Hollands Noorderkwartier



2
Evolution of Coastal State

Indicators after Implementation
of a Large-Scale Nourishment

Abstract
Sandy nourishments can provide additional sediment to the coastal system to
maintain its recreational or safety function under rising sea levels. These nour-
ishments can be implemented at sandy beach systems, but can also be used
to reinforce gray coastal infrastructure (e.g., dams, dikes, seawalls). The Honds-
bossche Dunes project is a combined shoreface, beach, and dune nourishment
of 35millionm3 sand. The nourishment was built to replace the flood protection
function of an old sea-dike while creating additional space for nature and recre-
ation. This chapter presents the evolution of this newly created sandy beach
system in the first 5 years after implementation based on bathymetric and topo-
graphic surveys, acquired every three to six months.
A significant coastline curvature is createdby thenourishment leading to erosion

in the central 7 km bordered by zones with accretion. However, over the five-
year period, net volume losses from the project area were less than 5% of the
initial nourished sand volume. The artificial cross-shore beach profile rapidly
mimics the characteristics of adjacent beaches. The slope of the surfzone is ad-
justed within two winters to a similar slope. The initially wide beaches (i.e., up
to 225 m) are reduced to about 100 m-wide. Simultaneously, the dune volume
has increased and the dune foot migrated seaward at the entire nourished site,

This chapter has been published as: Kroon, A., de Schipper, M.A., de Vries, S. and Aarninkhof,
S.G.J., (2022) Subaqueous and Subaerial Beach Changes after Implementation of a Mega Nourishment
in Front of a Sea Dike, Journal of Marine Science and Engineering 10, 8 (1152).

9
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regardless of whether the subaqueous profile gained or lost sediment. Our res-
ults show that the Hondsbossche Dunes nourishment, built with a natural slope
andwide beach, created a positive sediment balance in the dune for a prolonged
period after placement. As such, natural forces in the years after implementa-
tion provided a significant contribution to the growth in dune volume and related
safety against flooding.

2.1. Introduction
Acceleration of sea level rise will require an increasing capacity to adapt to ad-
verse changes (e.g., Hinkel et al., 2018; Nicholls & Cazenave, 2010) due to coastal
erosion or reduced safety against flooding. At eroding coastlines, sandy (beach)
nourishments have been used to mitigate the loss of sediment (Dean, 2002; de
Schipper et al., 2021) to preserve recreational or safety functions. Nourishments
can be implemented at beach systems, but can also be used to adapt gray coastal
infrastructure (e.g., dams, dikes, seawalls) to new coastal management views
(e.g., Perk et al., 2019; Ton et al., 2023; Vuik et al., 2016). Coastal management
views in which soft, nature-inclusive, and adaptive measures are preferred over
more traditional hard protection measures (Bridges et al., 2018; de Vriend et al.,
2015), often referred to as Building with Nature, Engineering with Nature, or Liv-
ing Shorelines.
In the Netherlands, nourishments are a key part of the coastal zone manage-

ment. Nourishment strategy has become more large-scale and proactive in the
last decades, including the use ofmega-nourishments (Brand et al., 2022; Stive et
al., 2013). Thesemega-nourishments are sandy interventions in the coastal zone
where large amounts of sediment (i.e., >500 m3/m alongshore for beach nour-
ishment or >1000 m3/m alongshore for shoreface nourishment) are implemen-
ted. When mega nourishments are added to a beach, both cross-shore profile
and alongshore shoreline curvature are strongly altered. This brings the coastal
system out of equilibrium compared with its long-term average topography (de
Schipper et al., 2016).
The Hondsbossche Dunes mega-nourishment project is a man-made sandy

beach system constructed of 35 million m3 sand. It is placed in front of a sea
dike that was considered a weak link in the Dutch sea defense (Fig. 2.1). The
new sandy coastal defense consists of a shoreface, beach, and dune, aimed to
increase safety against flooding while creating space for nature and recreation.
As such, this project transferred (part of) the safety function from gray infrastruc-
ture to a soft sandy defense. The nourishment project significantly altered the
coastal system in both along- and cross-shore directions. After placement, the
newly created beach was on average 1.5–2 times wider, the subaqueous slope
1.5–2.5 times steeper, and the coastline curvature about 4 times larger than the
adjacent coastal sections. The addition of large sediment volumes and the new
cross-shore profile in a region thatwas protectedby adike for decades are bound
to invoke a strong coastline response.
The planform adaptation of nourishments on the timescales of years is gen-
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a) b)

Figure 2.1.: a) Hondsbossche sea dike before placement of the nourishment
(courtesy of Rijkswaterstaat, https://beeldbank.rws.nl/, accessed on
6 September 2021) and b) the Hondsbossche Dunes Nourishment
just after placement in April 2015 (courtesy of Aannemerscombinatie
Zwakke Schakel–Van Oord-Boskalis). The orange linemarks the crest
of the original sea dike.

erally assumed to be governed by wave-driven alongshore sediment transport
gradients (Dean, 2002; Pelnard-Considère, 1957). Planform adaptation herein is
symmetric in the alongshore, resulting in sediment accumulation in both adja-
cent beaches. Ludka et al. (2018) show that this spreading can also be asymmet-
ric, with wave direction correlating to the displacement of the center of mass of
the nourishment.
Cross-shore profile equilibration after nourishment implementation occurs typ-

ically in the order of weeks to years (Dean, 2002). Steep post-nourishment pro-
files adapt initially fast with sediment from the subaerial beach moving down
slope (Dean, 2002; de Schipper et al., 2016; G. Liu et al., 2019). This first adapt-
ation in the cross-shore can be strongly impacted by high-energy events (Elko
& Wang, 2007). Over time, the profile equilibration slows down as the profile
approaches a new dynamic equilibrium shape and steepness.
The beach width of the nourished beach is an important profile indicator from

aneconomic and recreational perspective (e.g., Chang&Yoon, 2016; Gopalakrish-
nan et al., 2011; Z. Liu et al., 2016). After implementation of a beach nourishment,
the beach is often at its widest and the reduction in beach width thereafter can
be attributed to either horizontal movement of the waterline position, changes
in dune foot position, or both. The variations in dune foot position originate from

https://beeldbank.rws.nl/
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dune erosion during storms and deposition of aeolian sand transport. Aeolian
transport can bring sediment from the intertidal zone and beach to the dunes
at different timescales (de Vries et al., 2014b; I. J. Walker et al., 2017), with many
processes influencing the magnitude of wind-driven sediment transport (Bauer
et al., 2009). The resulting beach width is closely related to the shape of the dy-
namic equilibrium profile, as described by Bruun (1954) and Dean (1991). As
such, the remaining dry beach width after nourishment can depend significantly
on the size of nourished grains compared with native (Dean, 1991; Dean, 2002).
Large beach widths at mega-nourishments could lead to an increased dune

volume over time (Galiforni Silva et al., 2019) and create accommodation space
for embryo-dune development (van Puijenbroek et al., 2017). Yet, Hoonhout
and de Vries (2017) report that at least half of the subaerial sediment depos-
its at a dune landward of a mega-nourishment may originate from the intertidal
zone. Intertidal beach geomorphology may therefore be as important as the
total beach width. Moreover, complex subaerial beach configurations (e.g., vari-
ability in dune front orientation) can cause (locally) increased or decreased de-
position (Smyth &Hesp, 2015). Spatial differences in wave energy have also been
related to differences in dune volume increase (Moulton et al., 2021; Thornton
et al., 2007). High-energy events with wave run-up and storm surge can further-
more result in sediment deposition near the dune foot (Cohn et al., 2018).
Expectations on the evolution of coastal state indicators, such as beach width

(as proxy for recreation) and subaerial sediment volume (as proxy for coastal
safety), are important in engineering practice and creating stakeholder support
of mega-nourishments. Our aim is to document the subaqueous and subaerial
beach changes at the Hondsbossche Dunes nourishment as a nature-based solu-
tion for integrated coastal development. Therefore, we investigate how beach
width and profile volumes coevolve in the first five years after implementation
of the Hondsbossche Dunes mega nourishment. We analyze the change in pro-
file volume, beach width, and profile steepness at 250 m spaced transects meas-
ured on a quarterly to yearly basis and compare this evolution with that of the
adjacent coast.
The next section will describe the Hondsbossche Dunes nourishment in more

detail. In Section 2.3, the data and method are elaborated on, followed by the
results of the data analysis in Section 2.4. In Section 2.5, the results are discussed
and, in Section 2.6, the conclusions can be found.

2.2. Case Study
2.2.1. Coastal Setting
TheHondsbosscheDunes nourishment is situated at theNorthernNorth-Holland
(NNH) coast in the Netherlands. The NNH coast is a sandy, wave-dominated
coast bounded by the Marsdiep tidal inlet in the north and the breakwaters of
IJmuiden harbour in the south (Fig. 2.2b).
Prior to 2015, the NNH the sandy coastline was interrupted in the middle by

the Hondsbossche and Pettemer sea defense. The sea dike had protected the
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low-lying hinterland since 1887. This location protruded seaward with respect to
the surrounding coastline, making it an erosional hotspot and a location where
human interventions date back several centuries (Wijnberg & Terwindt, 1995).
Both this sea dike and the adjacent sandy coastal sections contained regular-
spaced shore perpendicular beach groins (Fig. 2.1). The nearshore bathymetry
south of the sea dike (km 24–55, Fig. 2.2c) is characterized as a cyclic multiple
(2–3) bar system, with offshore migration in a cyclic period of approximately 15
years (Wijnberg, 2002). The section north of the original sea dike (km 8-23, Fig.
2.2c) is characterized by a single nearshore bar without cyclic behavior. In this
northern section, a shoreface shoal (the Pettemer Polder, km 20 Fig. 2.2c) is also
present at a depth of about 10 m.
The native sand has a gradation between 250 and 300 μm around the water-

line (Wijnberg, 2002). The material found in the dune ranges between 220 and
280 μm (Technische Adviescommissie voor de Waterkeringen, 1984). At deeper
water (i.e., -5 to -10 m+NAP), the material is, in general, finer (van Alphen, 1987),
ranging between 170 and 200 μm.
The NNH coast is exposed to a semidiurnal tide with a range of about 1.6

m. Mean low and mean high water are at ±0.8 m+NAP (Rijkswaterstaat, 2013)
(NAP is the Dutch reference level, roughly equal to mean sea level). Wind waves
are mainly approaching from a southwesterly and northwesterly direction with
longer period waves arrivingmostly from the north (Wijnberg, 2002). The annual
mean wave height 𝐻𝑠 is 1.0 m, coinciding with wave periods typically of 4.3 s, at
a depth of -10 m+NAP in the central part of the project site (location indicated
with blue star in Fig. 2.2c). More extreme wave heights with a 1/20 y recurrence,
at the same location, have a height 𝐻𝑠 = 4.7 m and period of 𝑇𝑚−1,0 = 8 s. The full
wave rose based on a 20-year time-series of hindcast waves (Kroon et al., 2016)
is presented in Fig. 2.2b. The spatial variation in the offshore wave climate along
the Holland coast is small.
The net alongshore sand transport is estimated to increase over theNNH coast

from 250,000 south to 550,000 m3/m/y north (van Rijn, 1997). According to
this estimate, the gradient over the project area is about 100,000–250,000 m3/y.
Since the 1980s, almost 70 nourishments have been placed along the NNH coast
within the framework of the Dutch coastal maintenance program (Brand et al.,
2022). Before 2015, the nourishment volume was, on average, 1.55 million m3/y
at the NNH coast and 250,000 m3/y at the project area, Table 2.1. In the post-
constructionperiod of theHondsbosschedunes project evaluatedhere, five nour-
ishments have been implemented along the NNH coast: a combined beach and
shoreface nourishment was placed between 12.13 and 14.21 km in 2017 with a
combined volume of 720m3/m; this was repeated in 2019 for the shoreface with
a volumeof 530m3/m, whichmakes an average of 550.000m3/y north of the pro-
ject area for the period 2015 to 2020. A shoreface nourishment with a volume
of 280 m3/m was placed between km 31 and 40 in 2015 and repeated in 2019.
Two beach nourishments with a volume of 220 m3/m were placed between km
32 and 34 and between km 37 and 39 in 2015 and a beach nourishment with a
volume of 200 m3/m was placed between km 45 and 50 (Rijkswaterstaat, 2018,
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Figure 2.2.: Location of case study site and an overview of the survey transects
from available datasets. a) Location of Dutch coastline within Europe.
b) Location of Hondsbossche Dunes nourishment (yellow line) at the
Dutch coast including local nearshore wave climate at HD at -10
m+NAP depth based on a 20-year hindcast time-series derived by
Kroon et al. (2016). c) Location of transects from Jarkus (red), con-
tractor survey transects (green), and 11 constructor high-temporal-
resolution transects (black); the blue star indicates the location of
the nearshore wave climate.

2020b), which makes an average of 1.400.000 m3/y south of the project area for
the period 2015 to 2020.
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Table 2.1.: Total nourishment volumes [×106m3/y] at the NNH coast (Rijkswater-
staat, 2020c).

North HD South Total
Period\KM 5–18.8 18.8–28 28–50 5–50
1986–2015 0.65 0.25 0.65 1.55
2015–2020 0.55 7 1.4 8.95

2.2.2. Hondsbossche Dunes Nourishment
TheHondsbossche andPettemer sea dikewasmarked as aweak link in theDutch
sea defensewith safety against flooding being below the desired level. Instead of
dike reinforcement (e.g., heightening, widening), it was decided to increase safety
against flooding by placing a sandy beach and (multirow) dune system in front of
the dike. To achieve this purpose, a nourishment was designed that could meet
the desired safety standard. This resulted in a nourishment of 35 million m3

sand, with an average nourished volume of over 4000 m3/m that exceeds locally
5000 m3/m. The Hondsbossche Dunes nourishment is placed over a length of
approximately 9 km coastline and covers almost 800 ha of subaqueous and 350
ha of subaerial domain.
The subaqueous profile was designed as a Dean (1991) profile fitted to ob-

served profiles of the adjacent coast. Although in practice placed steeper, the
placed subaqueous volume was sufficient to accommodate adjustment to a pro-
file slope close to this expected dynamic equilibrium slope. This design philo-
sophy was adopted to prevent large subaerial readjustments, albeit with uncer-
tainty regarding the applicability of a Dean (1991) profile for a nourishment of
this magnitude. The subaqueous profile is supplemented with a spatially vary-
ing buffer layer to compensate for expected alongshore losses, resulting in a
design with wide beaches. The subaerial design is primarily based on a safety
assessment with Duros+ (van Gent et al., 2008) and an additional surcharge to
account for the curved coastline (denHeijer et al., 2012). Furthermore, the design
included a dune valley, lagoon, and lookout dune to meet ecological and recre-
ational demands (Fig. 2.1b).
Placement of the nourishment took almost a year, and finished in April 2015.

The construction works were phased from south to north and from shoreface
to dune. The nourished sand was dredged 10–15 km offshore of the project
site. The nourishment is constructed with a sediment grain size varying between
225 and 350 μm to match the native sediment size as best as possible. After
placement of the sand, the dune was immediately planted with marram grass
and dune foot fences were installed to prevent nuisance of sand transport over
to the landward side of the dike. In February 2018, an additional nourishment
was placed in the south of the Hondsbossche Dunes project area between km 25
and 26.5 to increase the local beachwidth for recreation. This extra nourishment
had a volume of approximately 1 million m3 and was placed on the beach.
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2.3. Methodology
2.3.1. Morphological Datasets
Beachwidth andprofile volume response are examinedusingmonthly to quarterly
surveys acquired in the first five years after construction. The available data ori-
ginate from three different sources (Fig. 2.3).
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Figure 2.3.: Timeline of the survey data. Three datasets are used: 1. JARKUS sur-
veys covering the full coastal cell; 2. Contractor surveys covering the
9 km project site; 3. Contractor transect surveys of 11 profiles with
high temporal resolution shortly after the construction period. Red
vertical line indicates the formal end of construction; black vertical
lines bound the additional 2018 beach nourishment period. Yellow
dots indicate subaerial surveys; blue dots indicate surveys that in-
clude both subaerial and subaqueous data.

The first is the JARKUS dataset from Rijkswaterstaat covering the entire Dutch
coast with transects spaced approximately 250 m-apart (red lines, Fig. 2.2c) and
acquired on a yearly basis (Rijkswaterstaat, 2020a). These surveys display the
response of the entire coastal cell, ranging from the port of IJmuiden to the
Marsdiep tidal inlet. The second dataset is acquired more frequently (approxim-
ately four subaerial and two subaqueous surveys per year) by the contractor and
maps the response of the 9-km project site. These surveys consist of cross-shore
transects spaced 250 m-apart. Originally, these were surveyed perpendicular to
the newly created coastline and, therefore, deviated slightly in position and ori-
entation from the JARKUS transects. To enable better comparisons, the transect
locations were revised in summer 2017 to match the JARKUS lines (green lines in
Fig. 2.2c). The third dataset contains 11 transects approximately 1 km-apart on
which monthly to two-monthly measurements were taken by the contractor for
a period of 1.5 years since the end of construction of each transect (black lines
in Fig. 2.2c). For several southern transects, data are already available from
the end of 2014 while construction at the northern transects was only finished
in April 2015. These 11 transects follow the orientation of the postconstruction
coastline. The surveys obtained by the contractor (dataset 2 and 3) use single
beamechosounder for the subaqueous data and the subaerial data are gathered
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mostly with LIDAR scans with occasionally walking GPS-RTK measurements.
The surveys that cover the entire nourished site in both the subaerial and sub-

aqueous domain are gridded with a resolution of 2 m to examine the temporal
evolution of the total volume change.

2.3.2. Data Reduction
To analyze the subaqueous and subaerial changes, the complex bathymetrical
datasets are reduced to indicators that can be tracked in space and time and
correlated to each other. First, these indicators are derived in the transect sys-
tem of each dataset. Next, for overlapping or close positioned transects, these
indicators are combined.

Sediment Volumes at Different Elevations in the Profile

The sediment budget of the nourishment and the adjacent coast are analyzed for
various vertical slices representing the different subsections of the profile (dunes,
beach, shoreface). The total profile-integrated volume is defined as the volume
above -10 m+NAP, the level beyond which no significant bed level change is vis-
ible (𝜎Δ𝑧 < 20 cm) and seaward of the landward boundary. The lower shoreface
volume is the lowest subsection analyzed, defined as the volume slice between
-10 m+NAP and -4.8 m+NAP. The -4.8 m+NAP level represents the level above
which 90% of the waves in the local long-term wave climate break, and is used
to delineate between shoreface and surfzone subsections. The morphologic-
ally most active cross-shore section, the beach and surfzone, is bounded by -
4.8 m+NAP and 3 m+NAP. Finally, the dune volume subsection is analyzed from
the bed levels above 3 m+NAP and seaward of the landward boundary, Fig. 2.4.
The landward boundary is chosen sufficiently far into the dune such that there
is no significant sediment transport over it and its position does not affect the
computed volume changes. Not all measurements extend until the landward
boundary at each time step, for each transect. If not, these measurements are
discarded for the total and dune volume change.

BeachWidth, Shoreline Position, and Dune Foot

The beach width is defined as the distance between the waterline position and
the dune foot position, Fig. 2.4. The waterline position is taken from the aver-
age of the cross-shore positions of the bed at the MHW and MLW levels, similar
to the definition used by de Vries et al. (2012). The dune foot elevation is taken
constantly at a level of 3 m+NAP, and dune foot position follows from the inter-
sect with the cross-shore profile with the 3 m+NAP. There are many alternative
definitions of dune foot, e.g., using a maximum slope change criterion (Smith et
al., 2020). The volume change analysis in this chapter is only marginally affected
by this definition and, for simplicity, a fixed vertical level is assumed. Similarly,
beach width changes on the time scales considered are hardly affected by the
definition; however, absolute values of beach width can be more sensitive.
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Figure 2.4.: Schematic cross-shore profile to illustrate the various profile para-
meters extracted from the survey data. NAP is the Dutch reference
level, roughly equal to mean sea level.

Surfzone Slope

The surfzone slope is determined to examine cross-shore adaptation in theperiod
directly following the construction. The slope is obtained from a least squares
linear fit through the vertical elevations of the beach and surfzone bounded by
the closest crossings with -4.8 and 1.5 m+NAP levels (Fig. 2.4), similar to the
approach of de Vries et al. (2012). The upper level of +1.5 m NAP is chosen well-
above the high water level to increase the robustness of the determined slope
to inaccuracies around the interface of the subaqueous and subaerial measure-
ments. Nevertheless, cross-shore slope values are sensitive to sandbars moving
in and out of the evaluated elevation points. For the temporal evolution of the
surfzone slope, the surveys before the formal end of construction are also in-
cluded to map the response rapidly after the nourishment works.

Coastline Curvature

Coastline curvature is defined as the gradient in the orientation of the shoreline
curve. This shoreline curve is obtained by connecting the cross-shore shoreline
positions (as defined in Section 2.3.2) in the different transects. Before determ-
ination of the gradient, the shoreline curve is filtered with a uniform filter with
an alongshore length of 1 km and averaged over the five-year evaluation period
to remove small fluctuations. Finally, the gradient is computed using a second-
order accurate central difference scheme.
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2.4. Results
This section presents the data analysis of the Hondsbossche Dunes nourishment
project. First, an overview of the morphological development in the five years
after implementation of the nourishment is given. Second, the volumetric evolu-
tion over time is discussed with focus on different vertical zones (dunes, beach,
surfzone, shoreface) and in the context of the larger coastal cell. Next, profile
adjustment is presented and the subaerial evolution of the nourishment is as-
sessed in more detail. Finally, the relationship between sediment budgets and
concurrent changes in beach width and planform coastline curvature are ex-
amined.

2.4.1. GeneralMorphodynamic Response of the Nourished Beach in
Five Years

The bathymetric change in the five years after the nourishment works is illus-
trated using gridded plan view topographies (Fig. 2.5a,b) and profiles of selected
transects (Fig. 2.6). The placement of the nourishment in front of the sea dike
created a curved coastal section, protruding seaward with respect to adjacent
beaches (Fig. 2.5a). The central part of this new beach system eroded (7 km out
of the 9 km) in the first years after implementation of the project. This erosion
is focused around the waterline and in the surfzone (Fig. 2.5c). During these
years, both adjacent coastline sections experienced accretion. This accretion is
present in the lower shoreface at the coastline sectionswhere erosion transitions
to accretion (km 20 and km 26) and extends in the cross-shore to the surfzone
in sections further north and south. The coastline section with, predominantly,
accretion in the north is larger in magnitude and intensity compared to the ac-
cretive section in the south.
The cross-shore profiles at the nourished site show thedevelopment of a double

barred system with an outer bar approximately 500 m from the waterline with a
crest height around -4m+NAP and amore dynamic inner bar around 200m from
the waterline with a crest around -2 m+NAP (Fig. 2.6), similar to what is observed
south of the HD. Bed level variations extend until a depth of approximately -10
m+NAP (Fig. 2.5c). Dune growth can be observed along the entire nourished
site, either in the form of embryo dune establishment on the nourished beach,
or dune face progradation and heightening of the first dune row (Fig.s 2.5c and
2.6).

2.4.2. Volumetric Changes
Although large volumes of sediment are displaced, themajority of the added sed-
iment in the project area can be retraced over the five-year period. A volumetric
budget of the entire 9 km placement area shows a loss of 1.6 × 106 m3 by 2018
(Fig. 2.7, black symbols), which is less than 5% of the 35 × 106 m3 initially added
to the region. The 2018 nourishment of 1 × 106 m3 resulted in a positive jump
in volumes, but a small negative trend remained and, by 2020, (after 5 years) a
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Figure 2.5.: Bed elevation data a) shortly after construction in May 2015 and b)
after five years in April 2020. Colors show the bed elevation inmeters
with respect to the NAP datum (approximately MSL). c) Erosion (blue
colors) and sedimentation (red colors) between the two surveys five
years apart. The black dotted contour lines are based on the bed elev-
ation of May 2015 (in panel a/c) or 2020 (in panel b) and indicate the
-10, -4.8, 0, and 3m+NAP isobaths. The black solid lines delineate the
nourishment boundaries (km 18.8–28). The location of the additional
2018 beach nourishment is indicated with the black polygon.

loss of 1.4 × 106 m3 is observed. Small fluctuations in volumes can be observed,
which are likely due to survey inaccuracies and gridding of the transect data.
The 9 km-long sediment budget area is subdivided in the alongshore into a

central section and two lateral sections to examine lateral diffusion of the nour-
ishment. The central part of the nourishment shows a negative trend (Fig. 2.7,
yellow symbols) with exception of the moment of placement of the 2018 nour-
ishment. After five years, the 7 km-long central area has lost a volume of ∼3 ×
106 m3. The erosion from the center of the nourishment in the first year is ∼1.3
× 106 m3, about twice as high as the following second and third years (Fig. 2.7,
yellow symbols). After the third year, the volume in the central section increases
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Figure 2.6.: Bed levels on three cross-shore transects. a) Northern transect at
km 19.1. b) Central transect at km 24.0. c) Southern transect at km
26.06. Colors show the different surveys in time. d) The location of
the transects in plan view. 0 m+NAP is approximately MSL.
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with the additional 2018 nourishment. After this intervention, the central volume
decreases further in the fourth and fifth years.
Opposed to the erosive central part, both lateral sides show a gradual accumu-

lation of sediment with small fluctuations. The gained volume in the northern
(Fig. 2.7, blue symbols) sediment budget section is about three times larger than
in the south (Fig. 2.7, green symbols), while the coastal section is 1.5 times longer
in the alongshore direction. This asymmetry is in agreement with the northward
direction of the alongshore transport in this region (van Rijn, 1997).
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Figure 2.7.: Volume change above -10 m+NAP since April 2015 in three along-
shore sections. a) The center of the project (km 20.23 to 27) (yel-
low), the adjacent beach north (km 18.8 to 20.23) (blue), the ad-
jacent beach south (km 27 to 28) (green), and the total volume
change for all sections combined (black). The black arrow indic-
ates the moment and size of the additional 2018 nourishment of
±1⋅106 m3. b) Top view of the nourishment and locations of the
volume polygons.

To obtain insight in the alongshore and cross-shore variations in time, the
volumetric changes are further examined using seven transects. The profile-
integrated volume changes of the transects located near the edges of the project
area show accretion up to 1000 m3/m alongshore (Fig. 2.8b, red and blue sym-
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bols), where transects in the center of the project area show a loss in volume
varying between 300 and 700 m3/m after 5 years (60 to 140 m3/m/y). Especially,
the first two surveys after construction show large changes, followed by several
surveys with more moderate adaptation (Fig. 2.8b).
Regardless of whether profiles are eroding or accreting (based on the profile-

integrated volume), dune volumes mostly increase from survey to survey (Fig.
2.8c). The dune volume growth shows a significant variation among transects,
between 40 to 300 m3/m after 5 years (i.e., 8 to 60 m3/m/y). The dune volume
growth is largest for a profile at the center of the nourishment (km 24, yellow
symbols in Fig. 2.8c). Here, volume gain in the dune is a significant part of the
cross-shore sediment balance and of the same order of magnitude as volume
losses below 3m+NAP. At transects with amoremoderate dune volume increase
(e.g., km 21.23, 22.63, and 26.06) the dune volume increase is about five times
smaller than the profile-integrated volume decrease.
Likewise, the volume change in the lower shoreface (-10 to -4.8 m+NAP) can

locally be a significant contribution to the profile-integrated volume change (Fig.
2.8d). Especially for the central transects (km 22.63 to 26.06), the magnitude of
the lower shoreface losses is ∼50% of the profile-integrated sediment loss.

2.4.3. Changes in Perspective of theMorphodynamics of the Coastal
Cell

The coastline curvature at the nourishment is stronger than that of the coastal
cell (Fig. 2.9a). The original coastline slowly rotates 10∘ from 285 to 275 ∘ N over
approximately 20 km (∼0.5∘/km) to the south of the nourishment project, and
20∘ from 295 to 275 ∘ N over 15 km to the north of the nourished site (∼1.3∘/km),
while at the center of the nourishment, the coastline orientation changes 25 ∘

from 275 to 300 ∘ N in less then 7 km (∼4∘/km) (Fig. 2.9b).
Expansionof the sediment budget analysis to a larger 45 km-long coastal stretch

shows that average annual volume changes per cross-shore profile vary in the
alongshore direction between +250 and -250 m3/m/y over the period of 2015–
2020 (Fig. 2.9c, blue line), with large fluctuations between years (Fig. 2.9c, blue
shading), particularly for locations where nourishments have been implemented.
The central beach of the Hondsbossche Dunes stands out as an erosional zone,
with large volume losses of 100 m3/m/y (Fig. 2.9c,d). This erosional zone is con-
sistent with the area where the coastline is strongly curved (Fig. 2.9b, km 20 to
27). Volume variations at adjacent coastal sections are, in general, of a smaller
order of magnitude. Repeated nourishments (km 12.13–14.21 and 31–40, gray
blocks in Fig. 2.9c,d,f) at the adjacent coast are visible as sections with a positive
volume balance averaged over the 5 years. Sections with a positive volume bal-
ance are also visible next to the Hondsbossche Dunes nourishment and are re-
lated to spreading of the earlier-placed nourishment, feeding the adjacent coast
(Fig. 2.9c, km 17–20 and 27–28).
Subdivision in the different elevations shows that, at the nourished site, profile-

integrated volumetric changes (Fig. 2.9c) are dominated by variations in the
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Figure 2.8.: Volume change over time for transects at km 19.1, 21.23, 22.63, 24,
25.31, 26.06, and 28. a) Location of transects (colored lines) and 2018
nourishment (dashed contour), b) profile-integrated volume change
(>-10 m+NAP), c) dune volume change (>3 m+NAP), and d) lower
shoreface volume change (between −10 and -4.8 m+NAP). The black
dotted vertical lines indicate the period of the additional 2018 beach
nourishment between km 25 and 27.
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beach and surfzone elevations (Fig. 2.9d). Beach and surfzone changes are, re-
spectively, 5 and 3 times larger than the average volume changes in the dunes
or lower shoreface (Fig. 2.9e,f), but this ratio varies strongly alongshore. For
instance, at the center of the nourishment (between km 24 and 25), a peak in de-
position in the dune is observed, in combination with a reduction in beach and
surfzone volumes resulting in a ratio of almost 1.

2.4.4. Cross-Shore Adaptation
The steepness of the cross-shore profile over time is examined and compared
with values of the surrounding coast. The datasets contain several transects that
are initially steeper than the adjacent coast. These steeper slopes adapt to a sim-
ilar magnitude as the adjacent coast in the first two winters, Fig. 2.10b. This is
not observed for all transects, as for some transects, monitoring started several
months after construction had finished. Moreover, not all transects were con-
structed with the same initial steepness. For transects where the first surveys
indicated a profile steepness similar or lower than the adjacent coast, no large
change in slope is observed, Fig. 2.10c. The southern transects are initially very
steep, two to four times steeper as the adjacent coast, but readjust and flatten
over the first winter period (2014/2015) to a steepness about the maximum of
that of the adjacent coast. In the next year, the profiles remain quite constant to
become even flatter in the second winter. Placement of the 2018 nourishment
steepens the local transect in the south, yet, also this is temporary and the profile
steepness returns to its previous range. Construction at the more northern tran-
sects was still ongoing in the winter of 2014/2015. Nevertheless, these transects
show a similar pattern with steepness values outside the range of the adjacent
coast that decrease after the winter of 2015/2016.

2.4.5. Subaerial Evolution
Subaerial volume changes are relatively small compared with subaqueous zones
but can be important for the assessment of safety against flooding or recre-
ation potential. In this section, we examine the evolution of the subaerial beach
through the spatial and temporal patterns in dune foot position and volume, and
beach width.
The average dune volume increase over 5 years at the nourished beach is

about 30 m3/m/y (Fig. 2.11c) and peaks at almost 60 m3/m/y at the center of the
nourished section (km 24.0), showing there is a significant alongshore variation
of deposition in the dune. In comparison, during the same period, dune growth
at the adjacent coast is 15 m3/m/y. Dune growth can occur through lateral ex-
pansion of the dune (i.e., seaward change in dune foot position), heightening of
the dune, or both. At the Hondsbossche Dunes, both elements are visible. Dune
growth in volume is, however, not always connected to lateral expansion (Fig.
2.11c,d). In the nourished section, the dune foot position changes on average
4 m/y seaward (Fig. 2.11d), twice as high as at the adjacent coast, at which the
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Figure 2.9.: Volumetric evolution of North-Holland coast with the nourished sec-
tion in between the black vertical lines (JARKUS dataset only). a)
cross-shore position of the waterline (relative to the waterline pos-
ition at km 0.2), the position the prenourishment waterline in black
stripes. b) Orientation of the waterline. c) Yearly profile-integrated
volume change (>-10 m+NAP). d) Yearly volume change in the beach
and surfzone (-4.8 m+NAP and 3 m+NAP). e) Yearly dune volume
change (above 3 m+NAP). f) Yearly volume change on the shoreface
(-10 m+NAP to -4.8 m+NAP). Blue shadings gives the ±𝜎 interval and
solid blue lines the average over the period April 2015–April 2020.
The gray blocks indicate the nourishment volumes placed within the
coastal cell in the period April 2015–April 2020.
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Figure 2.10.: Surf and intertidal zone slope (-4.8/1 m+NAP) adaptation in time.
a) Location of transects and 2018 nourishment; b) slope at initially
steeper profiles at km 19.1, 20.23, 26.06, and 27.16; c) slope at ini-
tially smoother profiles at km 21.23, 22.63, 24.0, 25.31, and 28.0.
The black dotted horizontal lines indicate the 𝜇 ± 𝜎 profile steep-
ness of the adjacent coast. The black dotted vertical lines indicate
the period of additional beach nourishment between km 25 and 27.
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dune foot position changes 2 m/y seaward. Two nourished sections in the lar-
ger coastal section (km 12.13–14.21 and 31–40) stand out as zones with a large
seaward movement of the dune foot. An exceptionally large dune foot change is
found at the northern transition zone of the nourishment (±km 20), where the
local dune foot has progressed with over 50 m. This is the result of the local infill
of a discontinuity in the first dune row. This discontinuity resulted from a step-
back in the constructed dune at the transition to the adjacent coast. Although
the dune foot migrates forward by 50 m at this location, this is not reflected in
larger dune volume changes (Fig. 2.11c, ±km 20).
Thenourishedbeach at theHondsbosscheDunes is on average 180m-wide dir-

ectly after construction. This is about twice thewidth of the surrounding beaches
where the average beach to the south is 83m and to the north is 101m-wide (Fig.
2.11e). The beach width adapts rapidly over the years as a consequence of both
fluctuations in the land–water interface, and seawardmigration of the dune foot
(Fig. 2.12c,d). The contribution of dune foot migration to the changes in the
beach width is substantial at the nourished site: on average, 20% of the total
beach width change and, locally, more than 35%.
At the eroding part of the nourished site, between km 20.23 and 27, the beach

width decreases by about 80 m (Fig. 2.12b, round markers). The majority of the
reduction occurs in the first two years, after which the beach width adaptation
slows down and converges to beach width values similar to the adjacent coastal
sections. Transects 25.31 and 26.06 are an exception as the beach width is dis-
turbed by the placement of the additional nourishment in 2018. The beachwidth
reduction at the eroding transects is primarily caused by a landward change in
waterline position (60 m of the 80 m reduction in beach width). This change in
waterline position is initially fast but slows down over time (Fig. 2.12c). From the
landward end, beach width is reduced by a more constantly prograding dune
foot of, on average, 20 m seaward.
The beach width in the accretive lateral sections of the nourishment displays

no clear trend (Fig. 2.12b, triangular markers). At these transects, the seaward
migration of the waterline (20–50 m) is similar to the seaward migration of the
dune foot (30–40 m) (Fig. 2.12c,d).

2.4.6. Profile Volumes and BeachWidth Changes as Function of
Coastline Curvature

Theobservations of volume change andbeachwidth change at theHondsbossche
Dunes are correlated to evaluate their dependence. This is performed using the
JARKUS dataset only, because it is the most consistent dataset to cover both
the subaqueous and subaerial domains for the entire evaluation period. For
the nourished section, the beach width change Δ𝑊𝑏 and total profile-integrated
volume changes Δ𝑉 are well-correlated (𝑟2 = 0.75, Fig. 2.13a). Changes in wa-
terline position Δ𝑥𝑠𝑙 correlate even better with the volume change (𝑟2 = 0.84)
as noise introduced by dune foot position changes is excluded from the rela-
tion (Fig. 2.13c). The coastline curvature is an important driver of nourishment
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Figure 2.11.: Dune evolution ofNorth-Holland coastwith thenourished section in
between black lines (JARKUS dataset only). a) Cross-shore position
of the waterline (relative to the waterline position at km 0.2); the
position of the prenourishment waterline is in black stripes. b) Ori-
entation of the dune foot. c) Dune volume change, above 3 m+NAP.
d) Dune foot position change. e) Beach width.
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Figure 2.12.: Beachwidth in time for transects 19.1, 21.23, 22.63, 24, 25.31, 26.06,
and 28. a) Location of transects. b) Beach width. c) Waterline pos-
ition change. d) Dune foot position change. The black dotted hori-
zontal lines indicate the 𝜇±𝜎 beach width at the adjacent coast. The
black dotted vertical lines indicate the period of the additional 2018
beach nourishment. Eroding and accretive transects are marked
with circle and triangle symbols, respectively.
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adjustment (e.g., Dean, 2002; Pelnard-Considère, 1957). For the Hondsbossche
Dunes, both volume change and beach width change indeed correlate well with
curvature (𝑟2 = 0.47 and 𝑟2 = 0.54, respectively, Fig. 2.13b,d), confirming the
importance of alongshore wave-driven sediment transport for both indicators.
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Figure 2.13.: Correlations of profile volume change, beach width, coastline posi-
tion, and coastline gradient. a) Correlation of profile volume change
and beach width change, b) coastline gradient and beach width
change, c) coastline position change and volume change, and d)
coastline gradient and volume change. Data points are for the
project area only and based on JARKUS dataset, for the period
between April 2015 and 2020. Observations marked with a cross
are treated as outliers in the determination of the correlation coef-
ficients. Beach width changes at these locations are dominated by
alongshore infilling of a local stepback in the dunefront at the edge
of the original sea dike (see Fig. 2.11a,d km 20–20.5).

The least squared linear regression line relating beachwidth and volume change
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intersects the Δ𝑉 = 0m3 line at negative values, estimating around 50 m reduc-
tion in beach width for profiles with no net volume change (Fig. 2.13a). Similarly,
the regression line relating volume change andwaterline position crosses Δ𝑥𝑠𝑙 = -
30 m at
Δ𝑉 = 0 m3 (Fig. 2.13b). These offsets are considerable compared to the range of
beach width changes observed (±100m). Suggesting that, next to profile volume
changes, cross-shore redistribution of volume is an important contribution to
beach width change in the first five years.

2.5. Discussion
2.5.1. BeachWidth andDune Growth
The initially wide beach at the Hondsbossche Dunes project significantly reduced
over the five years investigated. The landward trend in waterline position is
found to be themain contribution to the beachwidth changes (in the order of sev-
eral meters per year) and about two to four times the magnitude of the seaward
shift in the horizontal dune foot position (Fig. 2.8). This dominance of waterline
position changes over fluctuations in dune foot are similar to observations at a
nearby natural beach (Quartel et al., 2008). In general, fluctuations and trends in
waterline position occur on a range of scales (i.e., seasonal and storm scales to
interannual scales (e.g., Griggs & Patsch, 2018; Ludka et al., 2016; Quartel et al.,
2008; Yates et al., 2009)).
The observed net landward migration of the waterline after implementation

of a nourishment may be caused by alongshore gradients in sediment transport
as well as redistribution of the (nourished) sand downslope in the cross-shore
direction. The cross-shore adaptation at smaller nourishments is reported to
occur primarily in the first months or year after implementation (Larson et al.,
1999; Marinho et al., 2018; Park et al., 2009), with high-energy wave events play-
ing an important role (Browder & Dean, 2000; Elko & Wang, 2007). Volume and
beach width changes at the Hondsbossche Dunes in the last years are also smal-
ler than the first year (Fig. 2.12b), which is in line with results of these earlier
studies where cross-shore redistribution is initially strongest. Further, the rapid
adjustment of the cross shore slope in the first two winters (Fig. 2.10) is in line
with reported reductions in slope adjustment at other nourished sites (Elko &
Wang, 2007; Roest et al., 2021). For the large nourishment investigated here,
the cross-shore equilibration of the profile is not limited to the subaqueous pro-
file and sediment moving downslope, as sketched by Dean (2002) and Elko and
Wang (2007). Dune growth is a substantial part of the sediment budget and post-
nourishment equilibration (Fig. 2.14).
Alongshore sediment transport gradients impact waterline position through

both the planform adaptation of the nourishment and the pre-existing back-
ground erosion rate (Dean & Yoo, 1992; Verhagen, 1996). We observe a total
shoreline retreat of up to 100 m for transects with large net volume losses (Fig.
2.13c), about 70 m more than locations with minimal volume losses (Fig. 2.13c,
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Post nourishment profile

Profile after 5 yrs

Figure 2.14.: Schematic view of observed cross-shore behavior at the Honds-
bossche Dunes nourishment including an increase in dune volume
and equilibration of beach width, modified from Elko and Wang
(2007).

points near Δ𝑉 = 0). This underlines that alongshore effects are critical to under-
stand changes in terms of beach width at this nourishment.
Furthermore, the analysis reveals contrasting trends of the waterline migra-

tion (driven bymarine processes) and dunefootmigration (dominated by aeolian
processes), resulting in a reduction in the beach width from both land and sea-
ward sides over the past years. This is indicative of nourished beaches during the
first period with no or minimal dune erosion, and similar to findings of Bezzi et al.
(2009). At these wide, nourished beaches, the dune foot may move seaward (Fig.
2.15b) due to aeolian transport, but as the beach erodes in the following years
the dunes becomemore prone to erosion (Cohn et al., 2019; de Vries et al., 2012;
Itzkin et al., 2021). More severe and frequent dune erosion events will likely shift
the dune foot landward and can bring the waterline seaward. Several transects
have reached beach widths similar to the adjacent coast (within the 𝜇 ± 𝜎 range
of 89 to 107m) after five years (Fig. 2.12a). At these locations, some initial retreat
in dune foot position (Fig. 2.12c) and an increase in beach width suggests stabil-
ization after the last winter (Fig. 2.12a). These observations are early signs that
future beach widths at the nourished site may fluctuate within a similar range as
the adjacent coast.
In the cross-shore direction, an increase in dune volume is observed regard-

less of the net trend in the profile volume below (𝑟2 = 0.06, Fig. 2.15a). While
dune volume gains are up to five times smaller than total volume change (50m3/y
compared to 250 m3/y, Fig. 2.9), sediment accumulation in the dune can locally
be a significant component in the cross-shore sediment balance and contribute
to the safety against flooding. The observed average dune volume increase over
the nourished site is 30 m3/m/y (Fig. 2.11), which is similar to the upper limit
of measured dune growth at the Dutch coast (de Vries et al., 2012). In contrast
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Figure 2.15.: Correlations of beach width and volume changes. a) Correlation
of volume change below 3 m+NAP and volume change above 3
m+NAP; b) average beach width and dune foot position change; c)
average intertidal beach width and volume change above 3 m+NAP
at the Hondsbossche Dunes; and d) average beach width and
volume change above 3 m+NAP at the NNH coast for the period
between April 2015 and 2020. All values are based on the JARKUS
dataset only. Observations marked with a cross are treated as out-
liers in the determination of the correlation coefficient. At these loc-
ations, dune foot changes are dominated by an alongshore infilling
of a local stepback in the dune front at the edge of the original sea
dike (Fig. 2.11a,d km 20–20.5) or beach width and dune volume can-
not be determined appropriately according to our definition due to
a local opening in the dune in front of the lagoon (Fig. 2.11e km
26.5).
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to earlier observations of larger dune growth in the first year after implementa-
tion of a nourishment (e.g., Hoonhout & de Vries, 2017; van der Wal, 2004), we
observe no significant difference in dune volume gains between the subsequent
years. From an engineering perspective, the observed average growth of 150
m3/m in the post-nourishment period is significant and an important contribu-
tion to safety against flooding. To put the observed dune growth in perspective
of the Dutch coast, the average dune erosion is estimated to be around 20–100
m3/m during a 1/30 year event (Athanasiou et al., 2021) and 100–800m3/m (100–
250 m3/m at the NNH coast) in case of an extreme event (1/10,000 y) (den Heijer,
2013).
The dune volume increase shows significant variability in the alongshore direc-

tion and peaks in the center of the nourishment around km 24 (Fig. 2.11). Dune
development can be sensitive to beach width, beach sediment budget, shoreline
orientation, vegetation and sediment, or surface properties amongst others (e.g.,
de Vries et al., 2014a; Moulton et al., 2021; Silva et al., 2017; Wijnberg et al., 2021).
For the Hondsbossche Dunes, we observe that dune foot migration is correlated
to beach width (𝑟2 = 0.44, Fig. 2.15b), where larger beach widths result in more
seaward migration of the dunefoot. A similar correlation between beach width
and changes in dune volume cannot be found at the nourishment. However,
Fig. 2.15d shows that the behavior of the nourishment compared to the adja-
cent coast by including the entire coastal cell into the evaluation does result in a
correlation. Although small, the larger dune growth at the Hondsbossche Dunes
does show a positive correlation with the locally large beach width (𝑟2 = 0.26,
Fig. 2.15d). The variation in dune growth at the nourishment itself is correlated
with thewidth (𝑊𝑖𝑏) of the intertidal beach instead (𝑟2 = 0.34, Fig. 2.15c). This is in
line with previous observations that large parts of aeolian sediment deposits ori-
ginate from the low-lying beach that is regularly reworked by waves (Hoonhout
& de Vries, 2017).

2.5.2. Predicting BeachWidth and Volume Change
Predictions of coastal dynamics are complex due to the large range of phenom-
ena involved (e.g., Thieler et al., 2000) and remain a challenge despite the ad-
vances made in the last decade (Ranasinghe, 2020). Simple curve-fitting meth-
ods can provide good results to describe aggregated parameters of nourished
beaches, such as remaining volume in the project area (Weathers & Voulgaris,
2013).
For a detailed view of the shoreline behavior, one-line type coastline mod-

els (e.g., Dabees & Kamphuis, 1999; Hanson, 1988; Hurst et al., 2015; Pelnard-
Considère, 1957; Roelvink et al., 2020) can provide information on post-nourish-
ment development of the beach in a computationally efficient manner (de Schip-
per et al., 2021). These models simulate the redistribution of sediment along-
shore based on alongshore gradients in wave action, coastline gradient, or sed-
iment availability. At the Hondsbossche Dunes, volume changes are indeed cor-
related with shoreline curvature (𝑟2 = 0.47, Fig. 2.13d), confirming one of the key
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underlying assumptions of one-linemodels. One of the important parameters in
these one-line models is selecting an active profile height, which is often estim-
ated from an upper limit on the beach (e.g., the dunefoot or berm height at 3 m
above MSL) and a depth of closure. At the Hondsbossche Dunes, the inner and
outer closure depth are approximately 8 to 12 m below MSL using Hallermeier’s
formulas (Hallermeier, 1981, 1983). This roughly coincides with the observations
of the lowest point of observed bed level changes at±−10m+NAP (Fig. 2.6). The
Hondsbossche Dunes analysis also gives an additional option to estimate the act-
ive profile height based on the the linear regression line between profile volume
change and shoreline position (Fig. 2.13c). The reciprocal of the slope of the re-
gression line can be interpreted as a representative active profile height of 14 m
(i.e., 1/0.07). The similarity in values indicates that Hallermeier’s formulas could
have been used to estimate the closure depth in the nourishment’s design phase.
The obtained correlations between volume change, coastline curvature, and

beach width indicate that one-line models can be used to predict the response
of nourishments on the scale of the Hondsbossche Dunes. Nevertheless, sev-
eral limitations of one-line models can be illustrated with the data of the Hond-
bossche Dunes. First, the correlation between volume change and coastline
curvature for several subsections of the nourishment is significantly higher (𝑟2 >
0.6) than the averaged value (𝑟2 = 0.47) for the project site, suggesting that the
relative importance of coastline gradient as a driver of volume changes varies
alongshore. Alongshore variations in offshore wave conditions, grain size 𝑑50,
or lower shoreface slope may potentially explain part of the remaining variance.
Not all these parameters are or can be captured by a one-line model. Secondly,
one-line models typically do not include cross-shore redistribution of sediment.
Considering the significance of the cross-shore equilibration on initial waterline
position changes, it is important to calibrate a one-line model on net volume
changes rather than waterline position changes for nourished beaches. Calibrat-
ing on waterline positions may result in an overestimation of shoreline retreat
since the initial cross-shore adjustment could falsely be extrapolated to a longer
time-scale. Furthermore, the subaerial response and dune foot migration is of-
ten not resolved separately by one-linemodels, while this is essential to estimate
the beach width development and dune growth.
For the aforementioned nourishment aspects, planformprocess-basedmodel-

ing techniques may potentially be used, such as in previous mega-nourishment
design studies (e.g., Bodde et al., 2017; Kroon et al., 2016; Mulder & Tonnon,
2011). To predict the beach width response including alongshore variability and
dunefootmigration, as observed at theHondsbosscheDunes site, an explicit rep-
resentation of the subaerial beach may be necessary. The recently developed
coupled hydrodynamic and aeolian processed-based models (Cohn et al., 2019;
Itzkin et al., 2022; Luijendijk et al., 2017b; van Westen et al., 2024) show potential
to predict this behavior in the near future.
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2.5.3. Implications for Design
In the Hondsbossche Dunes project, a beach dune system was created in front
of an old sea dike. The man-made sandy system was aimed to increase safety
against flooding while adding additional value. The design was inspired by Build-
ing with Nature principles, amongst others aiming to use natural forces to sup-
port our human objectives (de Vriend et al., 2015).
Our analysis suggests that after an initial adjustment period, the artificial beach

systemobtains comparable characteristics to the adjacent coast in termsof beach
width and surfzone slope, despite the large quantities of added sand. Its exposed
location in front of the sea dike and inherent coastal curvature will likely result in
continued redistribution of sediment to the adjacent coast. The adjacent coast
will benefit from the spreading of this sediment similar to the feeding effect of
the Sand Engine (de Schipper et al., 2016; Roest et al., 2021). The sediment supply
to the adjacent coast could be considered an amenity of reinforcement of gray
infrastructure with a seaward sandy extension.
For creating and maintaining safety against flooding with a coastal nourish-

ment, sediment volume above storm surge level is critical. Adding sediment
at higher elevations in the profile during construction is often costly due to the
machinery shaping the profile. Rapid downslope transport of this sand during
erosion events is undesired and inefficient. Our results show that the design
of the Hondsbossche Dunes nourishment, with a natural slope and wide beach,
proved to be successful in creating a positive sediment balance in the dune for
a prolonged period after placement. With a dune volume increase at the nour-
ished site three times higher than the surrounding beach sections, natural forces
are indeed partaking in the building of strong flood defenses.

2.6. Conclusions
Sandy nourishments have been applied as coastal engineering interventions for
decades. Lately, projects using millions of m3 of added sand to replace gray
coastal infrastructure (e.g., dams, dikes, seawalls) have been initiated. This thesis
presents themorphological development of the Hondsbossche Dunes (the Neth-
erlands), a nourishment of 35 million m3 in front of an old sea-dike. The Honds-
bossche Dunes is a unique area of newly created beach and dunes, aimed to
increase safety against flooding while creating space for nature and recreation.
Nearly twenty topographic surveys in the first 5 years after placement are used
to examine the redistribution of sediment volume in both the along- and cross-
shore directions and the adaptation of the post-nourishment profiles with ini-
tially wide beaches.
In the first years after implementation, large local volume changes up to 1000

m3 per meter alongshore were observed. Yet, net volume losses in the 9 km
coastal section were less than 5%, indicating that reworking was mostly local.
The central part of the nourished site stands out as an erosive zone, with large (60
to 140m3/m/y) erosion. This erosion is predominantly in the subaqueous part of
the profile and coincides with a shoreline retreat of about 80 m. Lateral coastal



2

38 2. Evolution of CSIs after Implementation of a Large-Scale Nourishment

sections on the other hand show large accretion and a waterline migration of
around 30 m-seaward. The man-made cross-shore beach profile rapidly mimics
the adjacent beaches, as the surfzone slope is adjusted within two winters to a
similar slope.
The seaward sandy extension of the sea dike creates a significant coastline

curvature. The observed net profile volume change is, at several sections of
the nourishment, strongly correlated (𝑟2 > 0.6) with this planform curvature. In
our observations, the local change in waterline position, Δ𝑋𝑠, correlates well with
the volume change in the full profile Δ𝑉𝑝 (𝑟2 = 0.84). Finding this strong correla-
tion suggests that the use of one-line models is appropriate when predicting the
volume and coastline change of mega-nourishments.
An important observation is that the subaerial and subaqueous parts of pro-

files display contrasting behavior in the first years after placement. The dune
volume increases in the first years after implementation with 30 m3/m/y; for
many profiles, this net gain in volume is found regardless of the erosive trend
in the lower part of the profile. The magnitude of the dune volume increase at
the nourished site is three times higher than at the adjacent coast. This implies
that the nourishment is bringing additional sediment volume above surge level,
which is key to coastal safety.
As the dune foot migrates in the seaward direction and the shoreline moves

landward, the beach width is reduced from two sides. The initially wide beaches
(i.e., up to 225 m) are transformed in five years to about 100 m-wide, similar to
adjacent beaches. The similarity in beach widths near the end of the five years in-
vestigated suggests that upcoming storm events may be able to erode sediment
from the dunes, potentially reducing the excessive net growth of dune volume in
the near future. Our results demonstrate that several years may be needed for
the sandy cross-shore profile to reach characteristics similar to the nearby coast,
after reinforcement of gray infrastucture. Natural forces can provide a signific-
ant additional contribution to the building of dunes during these years, further
increasing the safety against flooding.



3
Wave climate variability versus
model uncertainty in predicting

the evolution of a large-scale
intervention

Abstract
Sand nourishments are increasingly applied as adaptive coastal protectionmeas-
ures. Predictions of the evolution of these nourishments and their impact on the
surrounding coastline contain many uncertainties. The sources that add to this
uncertainty can be delineated between intrinsic and epistemic uncertainty, i.e.
inevitably in the system or related to knowledge limitations. Effects of intrinsic
uncertainty (e.g., due to wave climate variability) on coastal evolution can be sig-
nificant. In studying these effects, it has often been assumed that intrinsic uncer-
tainty is dominant over epistemic uncertainty (e.g., introduced by themodel), yet
themagnitude of both contributions have not been explicitly quantified to assess
the validity of this assumption. This Chapter examines the relative importance
of intrinsic and epistemic uncertainty in coastline modeling of a large-scale nour-
ishment. It uses a probabilistic framework in which sediment transport is con-
sidered to be a function of randomwave forcing (intrinsic) andmodel (epistemic)
uncertainty, calculating transport using a one-line model. The test case for this
analysis is the mega-nourishment, the Sand Engine, located in the Netherlands.
The applied wave climate variability is obtained from long term wave observa-

This chapter has been published as: Kroon, A., de Schipper, M.A., van Gelder, P.H.A.J.M. and
Aarninkhof, (2020) S.G.J., Ranking uncertainty: Wave climate variability versus model uncertainty in
probabilistic assessment of coastline change, Coastal Engineering 158, 6 (103673).
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tions, whereas model uncertainty is quantified using the Generalized Likelihood
Uncertainty Estimation (GLUE)method relying onmonthly observations. We find
that the confidence intervals on predicted volume losses increase substantially
when including both intrinsic and epistemic sources of uncertainty. A global sens-
itivity analysis shows that ignoring model uncertainty would underestimate the
variance by at least 50% after a 2.5-year simulation period for the Sand Engine,
hence producing significant overconfidence in the results. These findings imply
that for coastal modelling purposes a dual approach should be considered, eval-
uating both epistemic and intrinsic uncertainties.

3.1. Introduction
Coastal sections around the world are increasingly protected with sand nourish-
ments. Yet, using natural dynamics and materials in coastal protection is intrins-
ically associated with increased uncertainties of the coastal state with respect
to more traditional hard protection measures. Recent nourishments along the
Dutch coast such as the Sand Engine (de Schipper et al., 2016) and the Honds-
bossche Dunes (Kroon et al., 2017) show a significant increase of nourishment
volume compared to themore regular beach and foreshore nourishments (Stive
et al., 2013). As intervention scales grow and natural variabilities are increasingly
incorporated in these designs, the demand for predictions increases, while pre-
dictability of the state of the coast at any given time has decreased. In addition
to this uncertain response to variable natural forces, many model related uncer-
tainties are present, which are not always included in predicting these coastline
changes.
In general, distinction is made between two types of uncertainty, intrinsic and

epistemic uncertainty (e.g., van Gelder, 2000; van Vuren, 2005). The first is re-
lated to the randomoccurrence of processes in time and space and is irreducible.
The second is related to the present state of our process knowledge, models and
methods and is in theory reducible given appropriate resources. In Fig. 1.1 the
types of uncertainty in morphological coastline predictions are schematized, ad-
apted from the schematic subdivision of types of uncertainty in design of civil
structures by van Gelder (2000).
In morphological coastline response on a yearly to decadal time-scale intrinsic

uncertainty canmanifest in both space and time. For instance, the spatial variab-
ility in the cross-shore bed levels can have significant influence on the alongshore
transport (Mil-Homens, 2016). Likewise, coastal morphology is very sensitive to
temporal variability such as the chronology and year to year variability in wave
forcing (Southgate, 1995).
Epistemic uncertainty is typically introduced by uncertainties in observations

and models. Model uncertainty can be attributed to model inadequacy, para-
meter uncertainty (e.g., Ruessink, 2005; Simmons et al., 2017) and numerical lim-
itations (e.g., de Vriend, 1987). Model inadequacy can be caused by missing pro-
cesses (e.g., beach recovery, long waves, sediment sorting; Huisman et al., 2016)
or reduced complexity of processes, such as 1D or 2D models and sediment
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transport formulae. Ruessink and Kuriyama (2008) show that unpredictability of
cross-shore sandbar migration duringmajor wave events originates largely from
model inadequacy. Parameter uncertainties arise from limited knowledge on ac-
tual values of model parameters (e.g., grainsize, bed roughness or wind shear).
For instance, Villaret et al. (2016) show that model results are most sensitive to
settling velocity and grain size, which are often only locally known. Numerical un-
certainties can be introduced by the spatiotemporal model resolution, the order
of the numerical schematization and the acceleration technique (Luijendijk et al.,
2019). Finally, observation uncertainty is a result of accuracy of the instruments
and data processing used. For instance, sampling limitations and measurement
errors can significantly contaminate variability at resolved scales, and may lead
to errors in the representation of the scales of interest (Kasprak et al., 2019; Plant
et al., 2002).
In the last decades, large advances have been made to model and predict the

morphological processes governing the changes of the coastal zone (Ashton &
Murray, 2006; Hanson, 1988; Lesser, 2009; Warner et al., 2010). Thereby making
a significant contribution to the accuracy and skill of morphodynamic models,
and thus reduction of model uncertainty. However, as focus has been on im-
provements and strengths of the model, less detail is presented on the residual
uncertainty. Recently, several of these tools have successfully been applied to
themodeling of large-scale nourishment evolution (Arriaga et al., 2017; Luijendijk
et al., 2017a; Tonnon et al., 2018). Although, Arriaga et al. (2017) do acknowledge
the sensitivity of the results to different wave climate scenario’s, in general, only
limited attention is paid to the uncertainties within the predictions of these mod-
els.
On a track adjacent to model development and improvement, several of these

deterministic models have been applied within probabilistic frameworks to allow
for the effects of intrinsic uncertainty (Baart, 2013; Baquerizo & Losada, 2008;
Callaghan et al., 2013; Ranasinghe et al., 2012; Ruggiero et al., 2010). The implicit
assumptions underlying the focus on intrinsic uncertainty are that climate vari-
ability is the most important source of uncertainty and that model forcing and
reliability are independent. That the validity of these assumptions is debatable,
is indicated by the results of Callaghan et al. (2013), who show that model uncer-
tainties have a significant influence on probabilistic estimates of storm erosion:
the predicted mean erosion and 95% confidence interval vary greatly for each
of the models presented and all models overestimate erosion for higher return
periods. For the long, climate change time scale, Le Cozannet et al. (2019) show
that model uncertainty can indeed be a significant contribution to variance in
coastal recession predictions under a rising sea level.
Explicit quantification ofmodel (parameter) uncertainty (epistemic uncertainty)

in morphological computations is possible, albeit at a large computational cost
(e.g., Kroon et al., 2019; Ruessink, 2005; Simmons et al., 2017). Similarly, it is
possible to quantify intrinsic uncertainty in morphological model applications in
the coastal zone on a time scale of years (Baquerizo & Losada, 2008; Payo et
al., 2008). Yet, combining these to assess the relative importance of epistemic
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versus intrinsic uncertainty has not been investigated so far.
In coastal engineering the deterministic approachmight dominate and probab-

ilistic approaches focus on intrinsic uncertainty, uncertainty analysis in climate
change predictions is common practice. In general, three main sources of un-
certainty in climate projections are identified: due to future emissions (scenario
uncertainty), due to internal climate variability, and due to inter-model differ-
ences (Hawkins & Sutton, 2009, 2011; IPCCWorking Group I, 2013). Hawkins and
Sutton (2011) show clearly that for climate projections the dominant source of
uncertainty depends on lead time, climate indicator and spatial scale. Extending
these results to coastalmorphology, it seemsunlikely that intrinsic uncertainty or
wave climate variability can be beforehand considered to be the primary source
of uncertainty for both short and long time scales. Therefore, this Chapter in-
cludes both intrinsic and epistemic uncertainty in a probabilistic framework to
examine the relative importance of these uncertainties in coastline modeling of
a large-scale nourishment over time.
For this purpose, sediment transport and volume change are considered to

be a function of both intrinsic and epistemic uncertainty. As the principal source
of intrinsic uncertainty we choose the variability in wave climate and as the prin-
cipal source of epistemic uncertaintywe assumemodel uncertainty. The random
wave forcing is based on the observed wave climate variability whereas the dis-
tribution of the calibration settings for a simple one-line model are quantified
using observations of the Sand Engine nourishment. With a comparison of the
observed volume changes and several probabilistic forecasts that include wave
climate variability and/or model uncertainty, we show that model uncertainty
becomes dominant over wave climate variability for medium-term time scales
(years).

3.2. Sand Engine nourishment
The Sand Engine is a well measured nourishment project, and its large scale res-
ults in a distinct and unique coastline response with a high signal to noise ratio.
The Sand Engine nourishmentwas placed betweenApril and June 2011, along the
Dutch South Holland coast, as a hook shaped peninsula of 17 million m3 sand
(Stive et al., 2013). The nourishment is exposed to a wind wave climate with a
predominant South-West and North-West direction. The spring-neap tidal range
varies approximately between 1.5 and 2 m and the local tidal velocities around
the peninsula can range up to 1 m/s (Radermacher et al., 2017), but the main
driver of the morphological evolution is the alongshore sediment transport by
oblique wave incidence (Luijendijk et al., 2017a). The bathymetric evolution has
beenmonitored with a 1 to 3month interval until the end of 2016 and with a 3 to
6 month interval after that (Roest et al., 2017). The grain size (𝑑50) of the Sand En-
gine varies over the cross-shore profile and in time between approximately 200
and 400 𝜇m (Huisman et al., 2016), and morphological changes can be observed
between -8 and 3 m+MSL (de Schipper et al., 2016).
Our analysis starts with the bathymetrical survey of December 2012 because
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Figure 3.1.: Morphological evolution of the Sand Engine since December 2012.
a) Coastline position, 𝑦0𝑚, with respect to a reference coastline,
𝑦0𝑚,𝑝𝑟𝑒, prior to construction of the nourishment and b) profile in-
tegrated volume change since December 2012. The green shaded
areas denote net sedimentation and the red shaded area denotes
net erosion.

the coastline curvature is too sharp for a one-line model to be stable prior to
this date. The remaining 5 year period between December 2012 and January
2018 is split in two 2.5-year periods: a calibration period and a validation period.
The coastline is defined as the position of the most seaward 0 m+MSL depth
contour, ignoring the lagoon. The resulting coastline positions since December
2012 are depicted in Fig. 3.1a. For each of the surveys the profile integrated
volume change with respect to the bathymetry of December 2012 is calculated
(Fig. 3.1b). The total volume change (Δ𝑉𝑡𝑜𝑡) of the nourishment since December
2012 is calculated as the sum of the net eroding center part of the nourishment
(shaded red in Fig. 3.1b) and shows a negative trend of approximately 500,000
m3/y (Fig. 3.2a). The volume changes between consecutive surveys (Δ𝑉) vary
between 100,000 ± 160,000 m3 (Fig. 3.2b). A large volume gain of 8,000 m3/𝑑,
influenced by an observational error, is reported in August 2013. This volume
gain is not excluded, exemplifying the effect of measurement errors in the ana-
lysis.
To derive model boundary conditions, offshore waves at nearby wave stations
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Figure 3.2.: a) Total volume change (Δ𝑉𝑡𝑜𝑡) since December 2012 and b) volume
change (Δ𝑉) between consecutive surveys of the central, net eroding
area of the Sand Engine. Orange crosses are used for model calibra-
tion and green crosses are used for validation. The positive volume
change in August 2013 is influence by measurement errors.

are transformed to the -10 m+MSL depth contour with a SWAN model using a
transformationmatrix derived for the Sand Engine by Deltares (2011) in a similar
way to Ly and Hoan (2018). A description of the mesh and a validation for a
nearbymeasurement station can be found in Huisman et al. (2019). The resulting
wave height time series (Fig. 3.3) are separated into three periods: a full 25-
year period to quantify thewave climate variability, (January 1986 - January 2011),
a 2.5-year calibration period (December 2012- June 2015) and finally a 2.5-year
forecasting period (June 2015-January 2018).

3.3. Methodology
3.3.1. Probabilistic approach
To examine the relative importance of model uncertainty versus the effects of
wave climate variability in predicting coastline change a probabilistic simulation
procedure is followed (Fig. 3.4). For the morphological computations a one-
line model is chosen, to facilitate the large number of computations required
to achieve a high statistical accuracy.
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Figure 3.3.: Wave height at the -10 m+MSL depth contour at the Sand Engine for
the quantification period (1986-2011), the calibration period (Decem-
ber 2012-June 2015) and the forecast period (June 2015-January
2018). Gray dotted lines depict the survey dates. The wave data from
January 2011 to December 2012 are not used in the analysis (shown
in gray).

The first step in the procedure is to quantify uncertainty. The variation in wave
climate is quantified using the statistics of 25 years of wave observations (Fig. 3.4,
left side of blue dotted box). Model uncertainty is quantified using Generalized
Likelihood Uncertainty Estimation (GLUE) (Beven & Binley, 1992) that seeks a dis-
tribution of appropriate model settings for the 2.5-year calibration period, given
a set of observations (Fig. 3.4, right side of blue dotted box). The next step is to
sample from the established distributions of wave climate variability and model
uncertainty. So, with a bootstrapping procedure 𝑁 model time series are gener-
ated that meet the observed wave statistics (Fig. 3.4 left orange box). Whereas
𝑁 model settings are derived by Monte Carlo sampling (Fig. 3.4 right orange
box) from the derived distribution of model settings. After the deduction of 𝑁
wave time series and 𝑁 model calibration factors the uncertainty is propagated
through the one-linemodel by running it𝑁 times for the 2.5-year forecast period
(Fig. 3.4, green box). For each of these runs the volume change in the eroding
part of the nourishment is determined, and combining these results provides a
probability density function of volume change. We choose 𝑁 = 12, 000 samples,
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this means that we can be 95% sure that the 50% fractile is located between the
estimates of the 49% and 51% fractile (Morgan et al., 1990).
In the next part of this section the details of the one-line model and the un-

certainty quantification steps are further elaborated upon. Finally, the relative
importance of wave climate variability and model uncertainty in this probability
density function of volume change is assessed with a global sensitivity analysis
(see paragraph 3.3.5).

3.3.2. One-linemodel
Many one-linemodels can be found in literature with a varying range of complex-
ity (e.g., Arriaga et al., 2017; Hanson, 1988; Payo et al., 2002; WL|Delft Hydraulics,
1994). In this study a one-linemodel is usedwhich updates the cross-shore coast-
line position based on the alongshore sediment transport gradient and neglects
any sources or sinks:

𝛿𝑦𝑠
𝛿𝑡 +

1
𝐷
𝛿𝑄
𝛿𝑥 = 0 (3.1)

in which 𝑥 is the alongshore coastline position, 𝑦𝑠 is the cross-shore coastline po-
sition, Q is the alongshore sediment transport, and D is the active profile height
between closure depth and top of the berm. In this approach the alongshore sed-
iment transport rate is calculated with the Kamphuis formula (Kamphuis, 1991):

𝑄 = 𝐾 tan(𝛽)0.75𝑑−0.2550 𝐻2𝑏𝑟𝑇1.5𝑝 sin
0.6(2𝜃𝑏𝑟)⏝⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⏝

wave climate component (𝑤𝑏𝑟)
, (3.2)

where Q is expressed as kg immersed mass per second, 𝐾 is the model calib-
ration factor, 𝐻𝑠,𝑏𝑟, 𝑇𝑝 and 𝜃𝑏𝑟 are the significant wave height, peak period, and
angle of wave incidence at the point of breaking relative to shore normal, tan(𝛽)
is the beach slope and 𝑑50 is the median particle size in the surf zone. For the
purpose of this study we denote the term that is affected by varying wave forcing
as the wave climate component, 𝑤𝑏𝑟.
To obtain volume change, Δ𝑉𝑡𝑜𝑡 the coastline change is integrated over the

active profile height, D, and the alongshore grid size, Δ𝑥, and then summed over
the alongshore central section of the nourishment (Fig. 3.1, dashed lines).
We discretize the coastline of the Sand Engine in non-uniform spaced sections

in the x-direction that vary between 200 and 225 m width. 𝐻𝑏𝑟 and 𝜃𝑏𝑟 are cal-
culated using linear wave theory from waves at a location beyond the closure
depth, the -10 m+MSL depth contour. The wave conditions at the -10 m+MSL
depth contour are assumed to be constant over the model domain. In addition,
we assume 𝑑50=300 𝜇m, a beach slope of 1/50 and an active profile height D=11
m. Note that, assuming these specific values may introduce uncertainty in time
and space which will be accounted for via calibration of the model calibration
factor 𝐾 as a probability density distribution.
The model calibration factor 𝐾 as originally proposed by Kamphuis (1991) has

a value of 2.33, assuming a sea water density of 𝜌 = 1029 kg/m3. Later, Schoon-
ees and Theron (1996) use an extensive data set to find a value of 𝐾 = 3.6 for
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Figure 3.4.: Schematic overview of probabilistic simulation steps: 1) uncertainty
quantification, 2) sampling, and 3) uncertainty propagation in a 2.5 y
forecast of volume loss.
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exposed sites. In addition, Schoonees and Theron (1996) also reveal significant
uncertainty in the exact value of 𝐾. The re-calibrated formula still shows devi-
ations from observed transports up to a factor 5 and 𝐾 values 50% higher or
lower only have a marginally higher standard error. Exemplifying that 𝐾 can be
regarded a stochastic variable rather than a deterministic one.

3.3.3. Quantification of wave climate variability
To force the one-line model with varying wave time-series that follow local wave
statistics, the wave climate variability is quantified using available historical wave
time series for a 25 year period. This period precedes both themodel calibration
period and the forecast period (Fig. 3.3). To maintain seasonal fluctuations and
the observed joint probability between 𝐻𝑠, 𝑇𝑝 and 𝜃, the time series is separated
into monthly sections, providing 25 observations of each month of the year. A
bootstrapping procedure (Efron, 1979) is followed to generate a 30-month time
series (2.5 years). The forecast time series is built as a sequence of a randomly
selected January, followed by a randomly selected February, etc., similar to the
method used by Davidson et al. (2017). Using this approach, 2530 possible se-
quences can be constructed. Climate fluctuations such as El Nino and the North
Atlantic Oscillation are neglected, meaning that observed extreme months can
occur in any year and after any other month. In literature several more eleg-
ant, sophisticated but alsomore complexmethods are available to generate syn-
thetic wave time series (e.g., Antolínez et al., 2016; Callaghan et al., 2008; Jäger
& Nápoles, 2017). Our forecast period is relatively short and the average wave
climate component for both the calibration and the forecast period are compar-
able to the long term average. Indicating that the wave climate behaves ergodic
for the period of our interest, supporting the approach followed.

3.3.4. Quantification of model uncertainty
The calibration uncertainty is estimated with GLUE (Beven & Binley, 1992; Rues-
sink, 2005; Simmons et al., 2017) for the 2.5-year calibration period. GLUE was
developed as a calibration method which, in contrast to traditional statistical in-
ference, recognizes that the same result can be obtained with different model
settings and calls this ‘equifinality’. Equifinality is introduced because the model
description of the real world is limited and thus contains errors of some extent.
Therefore, a parameter set found by calibration can only be assumed to be a
likely estimator. GLUE exploits this reasoning by searching within a large para-
meter space and appointing a non-zero likelihood to all parameter sets that have
a prediction skill higher than a certain threshold.
The first step in GLUE is to decide on a likelihood measure and rejection cri-

terion (Beven & Binley, 1992). In this study the Nash-Sutcliffe skill score (Nash &
Sutcliffe, 1970) is used which divides the residual variance between model and



3.3. Methodology

3

49

observation by the variance in the observations as:

𝑁𝑆 = 1 −

𝑛
∑
𝑖=1
(𝑑𝑉𝑖 − 𝑑𝑉′𝑖 )2

𝑛
∑
𝑖=1
(𝑑𝑉𝑖 − ̄𝑑𝑉)2

(3.3)

in which dV and dV’ are the observed and model predicted volume changes in
between surveys, respectively, and n is the number of observations. NS is the
skill score, a score of one represents a perfect model, whereas a negative score
means that the mean square error (MSE) is larger than the observed variance.
In this Chapter all calibration parameters that result in a predictionwith a score

higher than zero are included, accepting predictions with a MSE equal or lower
than the observed variance. Demanding a positive skill criterion guarantees that
our model is behavioral, capturing the overall trend in the observations.
The second step is to decide which model parameters and input variables are

considered uncertain. Here, we illustrate model uncertainty with the calibration
parameter 𝐾.
The third step of the GLUE method is to decide on a prior distribution for the

uncertain parameter(s). In this casewe choose a uniformdistributionwith awide
range, 𝑈(0 − 9.32), to minimize subjectivity of the procedure.
Finally, 𝑀 = 200 equally spaced samples of 𝐾 are drawn from the uniform dis-

tribution and used to run the one-line model𝑀 times for the 2.5-year calibration
period (Fig. 3.4, right side of blue dotted box), varying the 𝐾 value for each run
while forcing themodel with the observed waves of this period (orange line in Fig.
3.3). The resulting posterior distribution of 𝐾 will be a uniform distributed PDF
but with a reduced range. From this posterior distribution, 𝑁 = 12, 000 samples
are drawn with a Monte Carlo procedure, and combined with the 𝑁 synthetic
wave time series of 2.5 years to make a probabilistic forecast with the one-line
model.
Note that, by assuming 𝐾 as the only stochastic variable and calibrating to (un-

corrected) field observations we do not limit ourselves to parameter uncertainty
only, but we include model inadequacies, numerical uncertainties and observa-
tion errors in the posterior distribution of 𝐾.

3.3.5. Ranking Uncertainty Sources
The probabilistic procedure results in a distribution of predicted volume change
which varies in time. As a first step to achieve the objective of ranking the relative
contribution of both uncertainty sources, we perform a local sensitivity analysis
inwhichwe compare themagnitude of the variance of the volume change for the
wave climate contribution or model uncertainty individually. That means that
we pick two locations in the entire range of variables 𝐾 and 𝑤𝑏𝑟, the parameter
space, at which we compare the variance of Δ𝑉 and Δ𝑉𝑡𝑜𝑡. We do this for the
points with maximum model skill (𝑉𝑎𝑟(𝑌|𝐾 = 2.73)) and with an average wave
climate contribution, 𝑉𝑎𝑟(𝑌|𝑤𝑏𝑟 = �̄�𝑏𝑟) in which 𝑌 = (Δ𝑉, Δ𝑉𝑡𝑜𝑡).
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The location with maximummodel skill and average wave conditions is a point
of high interest in the parameter space, but conclusions based on this local com-
parison are not necessarily true for the entire parameter space. With a global
sensitivity analysis (Saltelli et al., 2008) we quantify the fraction of the variance
that can be attributed to a certain input variable for each value in the parameter
space. This is described by Sobols’ indices which rank the contribution of model
uncertainty and wave climate variability to the variance of total volume change.
In contrast with a local sensitivity analysis, the global sensitivity analysis takes
into account the complete range of the inputs, and attempts to apportion the
output uncertainty to the uncertainty in the input factors (Jacques et al., 2006),
and this can be done for every output time step. As a result the relative import-
ance can be monitored over time.
The first order Sobol’ indices describe the importance of each input variable

(𝑋𝑖 = (𝑤𝑏𝑟 , 𝐾)) as the contribution of this variable to the total variance of output
Δ𝑉𝑡𝑜𝑡, and can be calculated with:

𝑆𝑖 =
𝑉𝑎𝑟(𝐸(Δ𝑉𝑡𝑜𝑡|𝑋𝑖))
𝑉𝑎𝑟(Δ𝑉𝑡𝑜𝑡)

(3.4)

𝑆𝑖 = 1 means that all the variance of output variable Δ𝑉𝑡𝑜𝑡 can be attributed
to input variable 𝑋𝑖, contrarily a 𝑆𝑖 = 0 means that variability in input variable
𝑋𝑖 does not translate to variance of Δ𝑉𝑡𝑜𝑡. Because our model (Eq. 3.2) is non-
additive, i.e. is a product of two uncertain terms, both uncertainty sources also
interact with each other. The interaction term, in case of two uncertain inputs, is
given by:

𝑆12 =
𝑉𝑎𝑟(𝐸(Δ𝑉𝑡𝑜𝑡|𝑋1, 𝑋2))

Δ𝑉𝑡𝑜𝑡
− 𝑆1 − 𝑆2 (3.5)

3.3.6. Probabilistic forecasts
Five sets of computations are examined, one calibration set and four different
forecasts (Table 3.1). The calibration set is required to quantify the model un-
certainty. The first forecast set includes the quantified distributions of both 𝐾
and 𝑤𝑏𝑟. The second forecast includes only the distribution of 𝑤𝑏𝑟 with fixed 𝐾
as part of the local sensitivity analysis. Similarly, the third forecast includes only
the distribution of 𝐾 with fixed 𝑤𝑏𝑟. Finally, to examine the effect of a potential
dependence betweenmodel uncertainty andwave climate variability on the total
variance of our prediction, a set of computations is run in which 𝐾 and 𝑤𝑏𝑟 are
correlated with 𝜌 = 0.5, according to the findings and procedure of Kroon et al.
(2019). The marginal distributions of both variables remain equal to the uncor-
related procedure, the only difference is that they are now partially correlated.
This means that in case the wave climate component is larger than average in a
sample, the probability of a 𝐾 value larger than average increases.
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Description Calibration Probabilistic
Forecast

Wave
climate
component
only

Model
uncertainty
only

Correlated
Probabil-
istic Fore-
cast

Run name 𝑤𝑏𝑟 + 𝐾 𝑤𝑏𝑟 𝐾 𝑤𝑏𝑟&𝐾
# of runs 400 12,000¹ 12,000 12,000 12,000
Period 2012/12 -

2015/06
2015/06 -
2018/01

2015/06 -
2018/01

2015/06 -
2018/01

2015/06 -
2018/01

Wave
conditions

Observed
2012/12 -
2015/06

Generated
time series

Generated
time series

𝑤𝑏𝑟 = �̄�𝑏𝑟 Generated
time series

𝐾 𝑈(0, 9.32) 𝑈(2.18, 3.26)² 𝐾 = 2.732 𝑈(2.18, 3.26)2 𝑈(2.18, 3.26)2
Corr. coeff.
𝜌

0 0 0 0 0.5

Table 3.1.: Model settings of different model runs.

3.4. Results
3.4.1. Uncertainty Quantification
As a first step of the probabilistic assessment, the uncertainty in thewave climate
component and the model uncertainty were quantified. The empirical distribu-
tion of the wave climate component has a mean of 10 m2s1.5 and a standard de-
viation of 19 m2s1.5 and is highly asymmetrical with a large probability of lower
than average wave climate components. The distribution of the wave climate
component (𝑤𝑏𝑟) of the generated wave time series perfectly resembles the em-
pirical distribution of 𝑤𝑏𝑟,𝑜𝑏𝑠 of the 25 years of observed waves (Fig. 3.5). The
PDF of all generated years (red dashed line) has no bias and deviates only locally
(max. 4%) from the long term average observed distribution of 𝑤𝑏𝑟 (black line).
Not only the average generated series compare well to the observed series but
also more energetic realizations of the wave climate. To exemplify this we com-
pare observed and generated 𝑤𝑏𝑟,10 (green lines). In which 𝑤𝑏𝑟,10 is defined as
the generated series or the (consecutive) 2.5-year observation period of which
the average has 10% exceedence probability. Compared to the average values
(black line), the generated time series with 𝑤𝑏𝑟,10 (green dashed line) has a lower
probability of low values (𝑤𝑏𝑟/𝑤𝑏𝑟 < 0.5) and a higher probability of 𝑤𝑏𝑟 values
above average (𝑤𝑏𝑟/𝑤𝑏𝑟 > 1). This change in distribution is similar to the ob-
served 2.5-year period (green line) with 10% exceedence. This realization of the
wave climate with 𝑤𝑏𝑟,10 is also unbiased and deviations are local and limited to
20%. This means that our approach does not only represent the long-term aver-
age wave climate component well but also gives a realistic distribution of 𝑤𝑏𝑟 for
energetic realizations of the wave climate.
The model uncertainty has been quantified assessing the skill of the 400 cal-

¹For the global sensitivity analysis this number of runs is extended to 84,000.
²This distribution is the result of the uncertainty quantification procedure, presented in paragraph
3.4.1.
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Figure 3.5.: Probability density distribution of normalized wave climate compon-
ent in Kamphuis formula. Observed (continuous lines) and gener-
ated (dashed lines) 2.5-year average (black/red) and 10% exceedence
(green).

ibration computations with random 𝐾 ∼ 𝑈(0 − 9.32). A comparison of the pre-
dicted and observed volume change between consecutive surveys (Δ𝑉) for the
calibration period indicates that the one-line model is able to predict the global
observed trend, except for some outliers, Fig. 3.6. Next, based on the 𝑁𝑆 > 0
criterion, many of the prior calibration values are rejected, resulting in a signific-
antly reduced posterior range of 𝐾 to 𝑈(2.18, 3.26), Fig. 3.7, while the maximum
NS skill is found at 𝐾 = 2.73. The range of 𝐾 is reduced on both sides of the prior
distribution, indicating that the range of the prior was chosen properly.

3.4.2. Uncertainty propagation
This subsection presents the results of the probabilistic forecasts in which the
distributions of 𝐾 and 𝑤𝑏𝑟, as derived in the previous section, are propagated
through the one-line model to come to a distribution of volume change. Four dif-
ferent forecasts are examined (Table 3.1). Following the calibration of themodel,
the adoptedmodel settings are𝐾 ∼ 𝑈(2.18−2.36) and𝑤𝑏𝑟 similar to the empirical
distribution of 𝑤𝑏𝑟,𝑜𝑏𝑠 .
The probabilistic forecast (𝑤𝑏𝑟+𝐾), predicts a loss of almost 1.000.000m3 in 2.5

years with a standard deviation of 15% (Fig. 3.8b). The observed volume change
between consecutive surveys shows a clear summer/winter pattern that is repro-
duced by the probabilistic forecast (Fig. 3.8a). The width of the confidence inter-



3.4. Results

3

53

-1.50

-1.00

-0.50

0.00

0.50
V 

[*
10

00
 m

3 ]
a)

-6.00

-5.00

-4.00

-3.00

-2.00

-1.00

0.00

V t
ot

 [*
1e

6 
m

3 ]

b)

observed
Kmax(NS)
prior
posterior

Figure 3.6.: Predicted and observed volume change for GLUE calibration proced-
ure, a) between consecutive surveys andb) total volume change since
June 2015. The prior distribution (light grey area), the posterior distri-
bution of all runs with 𝑁𝑆 > 0 (dark grey area), and the run with the
highest skill score (black line) compared to observed volume change.
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Figure 3.7.: Probability density distribution of model calibration factor 𝐾, prior to
the GLUE calibration procedure (light grey) and posterior (dark grey).
The black line indicates 𝐾 = 2.73, the value with the highest NS skill
score.

vals, e.g., the distance between the 5% and the 95% percentile level (Fig. 3.8a,
light grey shade), is a measure for the variance of the distribution. This forecas-
ted variance is higher in winter than in summer. This is an effect of the monthly
bootstrapping procedure, which forces the model to have a smaller variance in
summer and a larger variance in winter, similar to the observed wave climate.
The model bias is negligible, but the variance is much lower than observed. Only
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50% of observations fall within the 90% confidence interval, whereas this should
be approximately 90%. Similarly only 8% of observed volume changes fall within
the 50% confidence interval and no observations fall within the 10% confidence
interval (Table 3.2).
On the other hand, the total volume change is predicted very well by themodel

(Fig. 3.8b). The model shows no bias in predicting the total volume change, and
the variance of the total volume change is more accurately represented. Hence,
85%of the observations fall within the 90%confidence interval which is very close
to the expected 90%. Similarly, 70% and 15% of the observed volume changes
fall within the 50 and 10% confidence intervals, respectively (Table 3.2). The
total volume change and the corresponding confidence intervals are predicted
remarkably well considering the small number of observations.

Figure 3.8.: Predicted and observed volume change a) between consecutive sur-
veys and b) since June 2015. The mean (red line), median (black line),
and the 90, 50 and 10% confidence interval (light gray, dark gray and
blue shaded areas) of the probabilistic forecasts are presented to-
getherwith the observed volume change (black dots). Wintermonths
October to April are indicated with the yellow background.

Looking at the effects of K and𝑤𝑏𝑟 individually, we see that the conditional vari-
ance of the volume change between consecutive surveys is significantly lower
when conditioned on the average wave climate component (𝑉𝑎𝑟(Δ𝑉|𝑤𝑏𝑟 = �̄�𝑏𝑟)),
than conditioned on the model calibration parameter with the highest skill
(𝑉𝑎𝑟(Δ𝑉|𝐾 = 2.73)) (Fig. 3.9b and f ). However, the variance of the total volume
change conditioned on average wave climate component, 𝑉(Δ𝑉𝑡𝑜𝑡|𝑤𝑏𝑟 = �̄�𝑏𝑟), is
increasing over time, whereas 𝑉(Δ𝑉𝑡𝑜𝑡|𝐾 = 2.73) increases initially but becomes
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stable over time (Fig. 3.9d and h). As a result, the variance of total volume change
conditioned on 𝐾 = 2.73 is ,after 2.5 years (Fig. 10d), approximately equal to
the variance of the total volume change conditioned on the average wave cli-
mate component (Fig. 10h), meaning that the variance of total volume change is
equally sensitive to both inputs at these two locations in the parameter space.

Figure 3.9.: Comparison of predictions with model uncertainty (a-d) and wave cli-
mate variability (e-h) only. Predicted and observed volume change
between consecutive surveys (a/e), variance of volume change
between consecutive surveys (b/f), total volume change since June
2015 (c/g) and variance of total volume change (d/h) . The mean (red
line), median (black line), and the 90, 50 and 10% confidence inter-
val (light gray, dark gray and blue shaded areas) of the probabilistic
forecasts are presented together with the observed volume change
(black dots). Winter months October to April are indicated with the
yellow background.

Using Sobol’s sensitivity index to quantify this change of relative importance
over time globally (Fig. 3.10), we see that the contribution of 𝐾 to the total vari-
ance of Δ𝑉𝑡𝑜𝑡 is indeed only 20% at the start of the simulation. However, by the
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end of the simulation this has increased significantly and amounts over 50% of
the total variance. 𝑤𝑏𝑟 on the other hand constitutes 60% of the total variance at
the start of the simulation but less than 40% after 2.5 years, due to the increasing
contribution of model uncertainty to the total variance. In addition, both terms
interact explaining another 15-20% of the variance. So, in the case of the sand
engine, assessing the effect of wave climate variability only would give a signific-
antly overconfident estimate which neglects more than half the variance.

Figure 3.10.: Fraction of the total variance of Δ𝑉𝑡𝑜𝑡, of model uncertainty 𝐾 (blue),
wave climate component 𝑤𝑏𝑟 (orange) and interactions between
both uncertainty sources (green).

Sobol’s indices cannot bedetermined for correlateduncertainty sources. There-
fore, the effect of a potential correlation between 𝐾 and 𝑤𝑏𝑟 is assessed by com-
paring the total variance of the uncorrelated runs (𝑤𝑏𝑟 and 𝑤𝑏𝑟 + 𝐾) with the
total variance as predicted by the correlated runs (𝑤𝑏𝑟&𝐾). Positively correlated
uncertainty sources increase the variance of both Δ𝑉 and Δ𝑉𝑡𝑜𝑡, Fig. 3.11. Neg-
lecting this correlation results in an additional underestimation of the variance
by 40% after 2.5 years. So, not attributing for model uncertainty would at least
underestimate the variance by 50% in a 2.5-year forecast, but in case of a positive
correlation this will be significantly more.
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Figure 3.11.: Variance of predicted volume change against time for Δ𝑉𝑡𝑜𝑡.

Confidence interval Δ𝑉 Δ𝑉𝑡𝑜𝑡
90 % 0.50 0.85
50 % 0.08 0.69
10 % 0.0 0.15

Table 3.2.: Fraction of points within confidence interval.

3.5. Discussion
The probabilistic predictions show that the uncertainty in the volume change
at the sand engine nourishment is considerable. We expect a loss of almost
1.000.000 m3 in 2.5 years with a standard deviation of 15% when including both
wave climate variability and model uncertainty. Model uncertainty explains over
50% of the total variance after 2.5 years. These results stress that, for the assess-
ment of large scale nourishments it is not only important to look at variations in
wave forcing but also to account for uncertainty in the model(s) used. This con-
clusion is based on an assessment of a large scale nourishment, yet it is likely
that these results are applicable to any sandy solution in the coastal zone.
Evidently, not in all cases the contribution of model uncertainty will be over

50%. For instance, using a more sophisticated model or applying a sandy solu-
tion in an environment with a very high variation in wave conditions could re-
duce the relative importance of model uncertainty. Likewise, predicting a more
event driven parameter or process, such as depth of closure, storm retreat or
spit breaching, could increase the relative importance of wave climate variability.
Also, after the design has been made and a sandy solution has been implemen-
ted, the relative importance of model uncertainty in the prediction can in theory
be reduced by updating the model uncertainty with new observations once they
come available (Vitousek et al., 2017).
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Contrarily, the relative importance of model uncertainty will likely increase for
smaller nourishments with a less pronounced signal, or in environments with
a very narrow distribution in wave forcing (e.g., swell dominated environment).
Thus, it is unlikely that in any case model uncertainty (beyond a monthly time
scale) can be considered negligible beforehand, without further analysis.
Looking at a slightly longer time scale, the decreasing relative importance of

wave climate variability justifies the established use of wave climate reduction
in morphological modeling (e.g., Benedet et al., 2016). This is also in line with
the findings of Luijendijk et al. (2019), who show that simulations with a reduced
wave climate and with brute force time series give a similar prediction of bulk
morphometrics such as total volume change after 5 years at the Sand Engine.
If we extend the time horizon further, other factors, such as sea level rise, can

become important contributors to uncertainty. Le Cozannet et al. (2019) use a
global sensitivity analysis to show that coastline recession is initially dominated
by seasonal, inter-annual and decadal variations, but that the relative import-
ance ofmodel uncertainty increases quickly. Variations in sea level rise scenarios
only start to gain importance after half a decade. Although assessing morpholo-
gical effects of sea level rise, their conclusion is alike: model uncertainty cannot
be neglected.
Callaghan et al. (2013) predict beach erosion, amore event driven process, with

three different models. The envelope of their multi-model ensemble, is 70-150
% wider than the 95% confidence interval of each model individually. Therewith
indicating that in their case, model uncertainties contribute significantly to the
prediction uncertainty. For comparison, the 95% confidence interval width of
our prediction increases by 70% if we include model uncertainty in the analysis.
The underestimation of the observed variance of monthly volume changes

(e.g., Fig. 3.8a) indicates that residual uncertainty remains. Our application of
the GLUEmethod with one free variable, focused on deriving a realistic estimate
of model uncertainty, but one can possibly give an improved representation of
the observed variance and exploit the full strength of GLUE by assuming more
variables to be stochastic. This could be done within the model (e.g., the powers
in the Kamphuis formula or the median grain size) but also by including observa-
tion uncertainty or adding more processes in the model. So, a straightforward
next step is to differentiate between observation and model uncertainty and ap-
plying a more advanced model.
In this chapter, we concentrated on determining the importance of intrinsic

versus epistemic uncertainty by distinguishing between wave climate variability
and model uncertainty. We found that assessing wave climate uncertainty only,
can result in significantly overconfident predictions. Still, in our analysis residual
intrinsic and epistemic uncertainty remains, meaning that we might still present
an overconfident prediction. Nevertheless, these results clearly show how im-
portant it is to be aware of the uncertainties in our models and to be cautious
with presenting (un)confidence intervals.
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3.6. Conclusion
This Chapter includes both intrinsic and epistemic uncertainty in a probabilistic
framework, to investigate the relative importance of these uncertainties in the
evolution of a sandy solution. To this end, we assess a large scale nourishment
case with a one-linemodel in a probabilistic framework. In this framework, trans-
port and volume loss are considered to be a function of randomwave forcing (in-
trinsic uncertainty) and calibration settings (epistemic uncertainty). The variance
of both stochastic variables are based on observations using the Sand Engine
nourishment.
We show that confidence interval width and variance of predicted volume loss

increasewhen allowing formodel uncertainty. The confidence interval width and
variance increase further (40%) if we not only recognize uncertainty in ourmodel
but also include a correlation (of 𝜌 = 0.5) betweenmodel parameter settings and
wave forcing. For the Sand Engine nourishment examined here, the contribution
of model uncertainty to the variance of total volume loss is of the same order of
magnitude as the contribution of wave climate variability after a 2.5-year simula-
tion period, indicating that accounting for wave climate variability only will pro-
duce significant overconfidence in the results. Nevertheless, on a monthly time
scale the fraction of variance attributed to wave climate variability is three times
larger than that of model uncertainty, thus reducing the importance of model
uncertainty in predicting initial nourishment development.
For multi-year time scales, model uncertainty will become the dominant con-

tribution: more wave energy in one year is compensated by less wave energy in
another, whereas model uncertainty is a cumulative effect that grows with each
time step. Naturally, the relative importance of model uncertainty over wave cli-
mate variability depends on the complexity and skill of the model. In general,
probabilistic frameworks rely on less complex models to reduce computation
time, thereby possibly increasing the relevance ofmodel uncertainty assessment
within the framework.
These findings imply that for coastal modelling a dual approach should be con-

sidered, evaluating both epistemic and intrinsic uncertainties. Especially when
forecasting large scale projects, with simplifiedmodels on amulti-year time scale,
the uncertainty in model settings may be the principal source of uncertainty.
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Uncertainty in predicting coastal

state indicators with a coastal
areamodel

Abstract
Coastal engineering projects followingBuildingwithNature principles often serve
multiple purposes, including increasing safety against flooding, ecology, com-
mercial activities, and recreation. As a result, predictive models that describe
these interventions’ current and future states must be able to forecast various
indicators. Coastal area models that compute bed level changes on a grid in two
horizontal dimensions are suited to predict changes in such indicators. However,
coastal area modeling comes at the cost of high computational times and in-
cludes many free model parameters. This makes exploring a substantial portion
of the parameter space difficult and introduces uncertainty in predicting these
coastal state indicators (CSIs). To quantify uncertainty in predicted coastal state
indicator values that follow from the uncertainty in the model parameter values,
the multi-dimensional parameter space of a Delft3D model is explored. We use
the Sand Engine mega nourishment as a test case to investigate how parameter
uncertainty develops in time and space and influences the predictions for differ-
ent CSIs. The free model parameters are reduced to five key parameters using
expert judgment and the Elementary-Effect method. The Generalized Likelihood
Uncertainty Estimation (GLUE) method is used to arrive at an observation-based
likelihood distribution of the key model parameters and the CSIs. Uncertainty
in these five key input parameters translates into significant uncertainty in pre-
dicted CSI values. Volume changes for sediment budget analyses can vary by

This chapter is in preparation to be submitted to Scientific Reports.
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75 − 85% of predicted changes, predicted coastline position by ± 100 m, and
bed level change confidence up to 5 m (90% confidence values). The suspended
sediment transport scaling (𝑓𝑠𝑢𝑠), the breaker index (𝛾), and the grain size (𝑑50)
contribute the most to the overall uncertainty in the predictions, but the import-
ance of the five parameters varies per CSI. The parameter uncertainty creates
the widest confidence intervals at locations and moments when the changes for
the CSIs are most significant. Outcomes can be substantially different across the
different parameter sets with high likelihood. Additionally, the model’s sensit-
ivity can vary significantly depending on the CSI of interest. Because of these
sensitivities, the parameter values that yielded the best results may not be trans-
ferable to other projects, and theremay be no single ’best’ generic value for each
parameter. Our results underline the importance of a good model calibration
practice. Herein, the calibration area and parameter(s) of choice should be con-
sistent with the CSIs to predict, as they can significantly impact the outcome of
the (manual) calibration procedure.

4.1. Introduction
Present coastal management views often favor more soft, nature-inclusive, and
adaptive measures over traditional hard protection structures (de Vriend et al.,
2015; Sutton-Grier et al., 2015). Coastal engineering projects that follow these
management views often serve multiple purposes, including increasing safety
against flooding, ecology, commercial activities, and recreation (e.g., Bridges et
al., 2018; Palinkas et al., 2022; Stive et al., 2013). Safety against flooding, ecology,
and recreation place different and occasionally conflicting demands on a pro-
ject’s initial and future state (de Schipper et al., 2021). As a result, the definition
of effectiveness can vary depending on the project’s goals (G. Liu et al., 2019; van
Koningsveld et al., 2005). For example, metrics based on the volume of sandmay
be used to assess safety against flooding. Similarly, ecology may require a spe-
cific habitat area and recreation a minimum beach width (Sánchez-Arcilla et al.,
2011). These variousmetrics are also referred to as coastal state indicators (CSIs)
and defined by Davidson et al. (2007) as “A reduced set of issue-related paramet-
ers that can simply, adequately and quantitatively describe the dynamic-state
and evolutionary trends of a coastal system”.
Process-based coastal areamodels have the potential to provide comprehens-

ive information on various CSIs atmultiple spatiotemporal scales (Luijendijk et al.,
2019). Process-based coastal area models are capable of reproducing complex
coastal morphodynamics (e.g., Lesser, 2009; Roelvink et al., 2009; Warner et al.,
2010), yet their predictions may contain considerable uncertainty (Ranasinghe,
2020). Nonetheless, thesemodels are frequently used as engineering toolswhen
decision-making calls for quantitative assessment of coastal interventions (e.g.,
Kroon et al., 2016; Perk et al., 2019; Strauss et al., 2020; van der Spek et al., 2020;
van der Werf et al., 2019).
Uncertainty in process-based models is in part intrinsic, e.g., caused by vari-

ations in environmental conditions such as variations in sediment supply by rivers
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or wave forcing (Baart, 2013; Baquerizo & Losada, 2008; Callaghan et al., 2013;
Ranasinghe et al., 2012; Ruggiero et al., 2010). In part, this uncertainty is epi-
stemic (Kiureghian & Ditlevsen, 2008), caused by uncertainties in the approach
or model. Process-based coastal area models approximate natural processes
using mathematical equations that include free model parameters. In theory, a
greater number of processes will result in a better representation of the system
and thus, more accurate predictions and increasedmodel transportability. How-
ever, with increasing model complexity, the number of free model parameters
increases, as each new process can easily introduce 1-10 additional parameters.
As such, parameter uncertainty is an important component of epistemic uncer-
tainty in a process-based model.
Free model parameters may represent either calibration coefficients or phys-

ical quantities. Calibration coefficients are used to calibrate and adjust themodel
for specific applications and often lack a physical basis, making it difficult to es-
timate their values (Ruessink, 2005). Parameters representing physical quantit-
ies (e.g., grain size, bed friction) are often site-specific, space and time-varying
and therefore challenging to measure, resulting in uncertain estimations. In en-
gineering practice, these parameter values are usually chosen in a manual cal-
ibration process (e.g., Harley et al., 2016; Luijendijk et al., 2017a). In which free
model parameters are adjusted by hand, based on the outcome of the previous
run, so that the outcomes of the model compare best with observations or ex-
pectations. Attention to parameter uncertainty introduced by using models with
(many) free parameters has recently increased (Kroon et al., 2020; Montaño et al.,
2020; Ruessink, 2005; Simmons et al., 2017; Vitousek et al., 2021; Wilson, 2023).
For example, Ruessink (2005) found that the influence of parameter uncertainty
is strongest near the sandbar crests of the cross-shore profile but rapidly de-
creased in other areas. Kroon et al. (2020) show that model uncertainty even
becomes dominant for multi-year time scales compared to uncertainty caused
by variations in wave forcing. Simmons et al. (2017) demonstrate that quantify-
ing parameter uncertainty leads to significant performance improvements and
allows the modeler to communicate the expected uncertainty.
Model computation times can easily exceed days if not weeks (Luijendijk et al.,

2019; Ranasinghe, 2020). A manual calibration process makes exploring a signi-
ficant portion of the parameter space nearly impossible. This is especially true
when the parameters are interdependent or reciprocal (e.g., Ruessink, 2005), res-
ulting in local optima of parameter settings. The consequence is that the estima-
tion of parameter values relies heavily on expert judgment and/or default values
provided with the model. This subjective and time-consuming process provides
little information on whether the optimal parameter set has been found or even
exists. Especially for models with many parameters, the latter is highly unlikely
(Oreskes et al., 1994; Ruessink, 2005), leaving the predictive value of the model
open to question (Oreskes et al., 1994) and potentially introducing significant un-
certainty in the prediction of CSIs.
So far, for process-based multi-dimensional models the emphasis has been

on determining optimal parameter settings (Bae et al., 2022; Briere et al., 2011),
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efficient propagation of (parameter) uncertainty (Berends et al., 2019; Hendrickx
et al., 2023) or sensitivity analysis with small ensembles (van der Wegen & Jaffe,
2013). For cross-shore morphodynamic predictions Briere et al. (2011) propose
an efficient calibration tool to find optimal parameter settings in a cross-shore
model with two dimensions (2DV). Their approach formally optimizes parameter
settings, as such, not the entire parameter space is inventoried, therefore it
does not quantify parameter uncertainty itself. Recently, Bae et al. (2022) used a
Monte Carlo approach in combination with a coastal area model to select para-
meter settings that optimally reproduce observed bed levels. Although their
data set probably provides information on the uncertainty in the model para-
meters and bed-level predictions, they do not provide any detail on this aspect.
Furthermore, van der Wegen and Jaffe (2013) generate small ensembles around
manually found calibration settings. Without indication of the probability of the
outcomes of the ensemble runs, this provides only a sensitivity estimate and no
uncertainty estimate. These efforts demonstrate that so far, little is known about
the uncertainties in coastal area models, particularly how these uncertainties af-
fect various coastal state indicators.
Therefore, we aim to explore themulti-dimensional parameter space to quantify

uncertainty of coastal area models in predicting various coastal state indicators.
We present the bandwidth around modeled coastal state indicators based on
more than 1000 predictions with a process-based model, demonstrating how
uncertainty is generated in time and space and how input parameter values af-
fect a variety of coastal state indicators.

4.2. Methods
We use the Sand Engine mega nourishment as a test-case to investigate how
parameter uncertainty influences coastal area predictions. The Sand Engine is
a well-monitored nourishment (de Schipper et al., 2016; Roest et al., 2021) for
which high-resolution spatiotemporal observation data is available (Roest et al.,
2017). The data clearly shows a redistribution of sediments in the alongshore dir-
ection, which can be reproduced well with both reduced complexity models (Ar-
riaga et al., 2017; Kroon et al., 2020; Tonnon et al., 2018) and process-basedmod-
els (Luijendijk et al., 2017a; Luijendijk et al., 2019; Tonnon et al., 2018). For this
case study, we carry out 14-month morphological prediction using the Delft3D
schematization of Luijendijk et al. (2017a) and Luijendijk et al. (2019). We run
the model over 1000 times with varying values of the five most influential free
model parameters. These five free model parameters are selected based on
literature, expert solicitation, and sensitivity analysis. With the Generalized Un-
certainty Estimation (GLUE) method, we make an observation-based estimate of
the parameter-induced uncertainty in the predictions.
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Figure 4.1.: Aerial photos of the SE, taken from the North, in a) July 2011 (shortly
after construction) and b) July 2012 (after the first year). Source: Rijk-
swaterstaat and van Houdt (2012)

4.2.1. Sand Engine Nourishment
The Sand Engine (SE) is a mega-nourishment constructed in 2011 (Fig. 4.1). The
SE intends to feed the adjacent coastline over 20 years, as the sand is gradually
redistributed through natural processes (Stive et al., 2013). The nourishment
was designed as a large hook-shaped sand peninsula flanked by two shore-face
nourishments. The peninsula covered 2.4 km in alongshore and around 1 km in
cross-shore direction. The total added nourishment volume was approximately
21.5million𝑚3, divided over the peninsula (± 17millionm3) and shore-face nour-
ishments (± 4.5 million m3). During the design phase, many different stakehold-
ers were involved in combining engineering aspects with environmental, ecolo-
gical, and social considerations. Consequently, the shape of the peninsula was
inspired by the potential for natural and recreational development (Stive et al.,
2013) and a sheltered tidal lagoon was included to create a new habitat. The res-
ulting design exemplifies the different purposes of the project and the need for
predictions of different CSIs to indicate the expected success of the project.
The evolution of the SE has been monitored since the construction was com-

pleted in August 2011. During the first 17months, bathymetry surveys were con-
ducted near-monthly (de Schipper et al., 2016). The bathymetric surveys cover
an area of 4.7 by 1.6 km and are presented in this Chapter in a local, shore ortho-
gonal coordinate system (Fig. 4.2). For that, the survey data is rotated by approx-
imately 311 ∘N, the shore normal of the coastline prior to the SE implementation.
As of 2016, the outer perimeter of the peninsula has regressed by up to 300
m, while the adjacent coast has progressed by up to 200 m. The initially asym-
metric shape was reworked during the first 18 months to an almost symmetric
shape along the coast (Fig. 4.2b). A sand spit developed at the peninsula’s north-
ern edge, squeezing the lagoon entrance but maintaining an active tidal channel.
Cumulative volume changes for three areas (South section, peninsula, andNorth
section) show that 72% of the sand volume loss around the peninsula accreted
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Figure 4.2.: a) Location of project site in the Netherlands and definition of local
shore orthogonal coordinate system, and b) bed levels in m+NAP
(NAP is the Dutch reference level, roughly equal to mean sea level)
andmorphological changes in the first 17months at the Sand Engine
(figure from de Schipper et al. (2016)).

in adjacent sections (± 1.65 million m3, over the first 17 months), confirming
the natural redistribution of the nourishment (de Schipper et al., 2016). A larger
portion of the erosion on the peninsula was compensated for by accretion in
the North section (± 60% of the observed accretion). Observed morphological
changes in the area were strongest in the first six months (including the storm
season of December and January 2011/12), drastically reducing the curvature
and cross-shore beach slope (de Schipper et al., 2016). After this initial response
phase, the morphological changes became slower and more nuanced. These
morphological changes at the SE are strongly correlated to the incoming wave
climate, i.e., months with high average wave heights resulted in more significant
changes and vice versa (de Schipper et al., 2016). This suggests that the waves,
specifically the wave-driven alongshore current, form the dominant natural pro-
cess governing sediment transport in this area. Most high-energy wave events
since construction came from southern to western directions (de Schipper et al.,
2016), leading to a net northward directed alongshore current.

4.2.2. Delft3Dmodel
The Delft3D model schematization of Luijendijk et al. (2019) computes sediment
transport and corresponding bed level changes resulting from tides and waves.
This model was first set up in Luijendijk et al. (2017a) but later adjusted for model
efficiency in Luijendijk et al. (2019).
The model is used in 2DH mode and uses a curvilinear grid for the hydro-



4.2. Methods

4

67

dynamic and morphological computations (Fig. 4.3). The grid resolution varies
from 35 m to 500 m and is highest in the SE area, decreasing with distance from
there. The initial bathymetry in the SE area is based on the first measurements
taken after construction on August 2𝑛𝑑, 2011. The bathymetry in the remainder
of the domain (beyond the 10 m depth contour) is based on surveys of the Min-
istry of Public Works Rijkswaterstaat (Rijkswaterstaat, 2020a).
Two additional nested grids are applied to propagate the offshore wave con-

ditions into the hydrodynamic domain (Fig. 4.3). The largest grid is forced by
a time series of wave height, period, and direction from two offshore locations
(Europlatformand IJmuiden) about 50 km from the site, combinedwith a uniform
wind based on the measured time series at Lichteiland Goeree (4.3).
Tidal boundary conditions originate from nesting in a large-scalemodel for the

Dutch Continental Shelf. Finally, observed surge levels and wind speeds at Hoek
van Holland are used to include meteorological influences in the model.

Figure 4.3.: Model domain showing the nested wave grids (entire domain and
green box) and the hydrodynamic grid (red box). Measurement sta-
tions for boundary conditions are indicated with a red asterisk: Euro-
platform (EUR, waves), IJmuiden (IJMMSP, waves), and LichteilandGo-
eree (LEG, wind). Color scale indicates local water depth in m+NAP.
Figure based on Luijendijk et al. (2017a)

The model accelerates the morphological change by a morphological factor
(Ranasinghe et al., 2011) of three compared to the hydraulic time step. All time
stepswithwaves at Europlatform lower than 1mor directed away from the coast
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are filtered from the series for computational efficiency, as these do not lead to
significant morphological changes (Luijendijk et al., 2019). Finally, the filtered
wave series are compressed by a factor three to match the morphological accel-
eration.

4.2.3. Freemodel parameters
Delft3D contains over 50 model parameters, which, in theory, could all be used
for model calibration and contribute to the models’ uncertainty. However, this is
currently not feasible as one 14-month computation takes five days on a Haswell
node (2.6 GHz Intel Xeon E5-2690 v3, 64GB, 1.078 Pflop/s) of the Dutch National
Supercomputer. Varying the more than 50 free model parameters of Delft3D
with a resolution of four (per free model parameter) would cost 6.34𝑒30 days of
computation time (5 ∗ 450), resulting in an impossible task. The computational
budget for this study allows ±1000 model runs for the GLUE analysis. As a bal-
anced choice, we want to focus on the five most influential parameters. With a
resolution of four, this results in (45 =) 1024 simulations.
The first step is to reduce the number of model free parameters. We start

from a list of over 30 model tuning parameters often used in literature (e.g., Bri-
ere et al., 2011; Grunnet et al., 2004; Hopkins et al., 2018; Lesser, 2009; Luijendijk
et al., 2017a; van der Wegen & Jaffe, 2013). Next, in expert solicitation, the 30
parameters are reduced to 16 and physical realistic limits are set for these para-
meters (Table 4.1). These 16 parameters are categorized into four classes (hy-
draulic, wave, sediment, and morphology) according to their implementation in
the model. For a detailed description of the implementation of each parameter,
the reader is referred to the Delft3D-FLOW user manual (Deltares, 2019).
The hydraulic parameters influence hydrodynamic processes, such as flow ve-

locities and shear stresses. Here, three parameters are considered. The bottom
roughness is specified through the Chézy coefficient, 𝐶. The coefficient can be
specified in longitudinal and transverse directions but is assumed to be uniform
over the computational domain. The default value is 65 √𝑚/𝑠 and the applied
range is set to 50–80 √𝑚/𝑠, based on expert judgment. Next, the horizontal vis-
cosity and diffusivity are required for the turbulencemodel, 𝜈ℎ and𝐷ℎ. These are
sums of a constant part and a user-defined background value (𝜈𝑏𝑎𝑐𝑘ℎ and 𝐷𝑏𝑎𝑐𝑘ℎ ,
respectively). These background values are varied in this study. Their default
values are zero, but results of Luijendijk et al. (2017a) have shown that non-zero
values lead to better results. Therefore, the applied range has been set to 0.1-1
𝑚2/𝑠 for both.
The wave parameters influence the propagation and characteristics of the in-

coming waves. Several parameters can be specified within the WAVE module
(SWAN) and the roller model in the FLOW module. Here, we limit the work to
parameters in the FLOW module of Delft3D by examining four parameters of
the roller model.
Delft3D applies the breaker index 𝛾 to model depth-induced breaking, which

sets the critical wave height to water depth ratio 𝐻𝑠/ℎ, above which waves start
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to break. As the hydrodynamic time step is smaller than the wave update time
step, the water depth may reduce in between wave time steps. Therefore, to
ensure that the wave height to depth ratio is not exceeded, a maximum allowed
value 𝛾𝑚𝑎𝑥 is applied, which enforces wave breaking on the hydrodynamic time-
step level. The default value of 𝛾 is 0.55 (Deltares, 2019), but higher values have
also been used. The range has been set to 0.55–0.8 based on expert judgment.
The same range is applied for 𝛾𝑚𝑎𝑥 due to its physical similarity to 𝛾.
We consider two additional wave parameters that affect the wave breaking:

the wave energy dissipation coefficient, 𝛼𝑟𝑜𝑙 and themean slope under the roller,
𝛽𝑟𝑜𝑙. 𝛼𝑟𝑜𝑙 is a calibration coefficient of 𝑂(1) that directly scales the energy dis-
sipated by a breaking wave (Reniers et al., 2004; Roelvink, 1993). Most studies
adhere to the default value of 1, while Briere et al. (2011) examined a range from
0 to 2. 𝛽𝑟𝑜𝑙 largely determines the energy transfer to and from the roller (default
0.1). Zero values for 𝛼𝑟𝑜𝑙 and 𝛽𝑟𝑜𝑙 result in no energy dissipation and initial test
simulations confirmed that zero values often lead to an unstable model. There-
fore, the ranges are set to 0.1–2 for 𝛼𝑟𝑜𝑙 and 0.01–0.2 for 𝛽𝑟𝑜𝑙.
The sediment parameters directly influence the sediment transport computed

by the model. This is the largest group with six evaluated parameters. First, sev-
eral multiplication factors are considered that scale the suspended and bed load
sediment transport separately for currents (𝑓𝑠𝑢𝑠 and 𝑓𝑏𝑒𝑑) andwave contributions
(𝑓𝑠𝑢𝑠,𝑤 and 𝑓𝑏𝑒𝑑,𝑤). The computed sediment transports are multiplied with these
factors; hence, their default values are equal to 1. Most studies use similar val-
ues for bedload and suspended load parameters (i.e., 𝑓𝑠𝑢𝑠 = 𝑓𝑏𝑒𝑑, 𝑓𝑏𝑒𝑑,𝑤 = 𝑓𝑠𝑢𝑠,𝑤)
(e.g., Hopkins et al., 2018; Luijendijk et al., 2017a) but occasionally these are var-
ied independently (e.g., Grunnet et al., 2004). Predicted sediment transport is
often over-estimated and high parameter values (i.e., factors larger than 1) may
result in an unstable model. Therefore, the range for the four scaling factors
has been set at 0.1-1 (a value of 0 is not suitable, as it would cancel sediment
transport altogether).
The grain size of the bedmaterial is represented by themedian grain diameter,

𝑑50. The native grain size 𝑑50 on the Delfland coast is estimated at ± 250 𝜇𝑚
(Wijnberg, 2002). An analysis during construction of the SE showed an average
𝑑50 of 281 𝜇𝑚 de Schipper et al. (2016). Huisman et al. (2016) report significant
spatial variation in 𝑑50 around the SE, specifically coarsening of the sediment in
front of the peninsula with +90 to +150 𝜇𝑚 and fining of the sediment in adjacent
sections by up to 50 𝜇𝑚. Considering this coarsening and fining with time, the
applied range has been set to 200–350 𝜇𝑚. In the model, the 𝑑50 is assumed uni-
form over the model domain because the effect of spatial variation of grain size
on the morphological development is considered of secondary order (Huisman
et al., 2019).
In addition to the grain size of the bed, the representative grain size of suspen-

ded sediment is determined by the factor 𝑓𝑎𝑐𝑑𝑠𝑠 multiplied by the 𝑑50 of the bed.
The default value is 1 (i.e., the suspended grain size is equal to that of the seabed).
It’s a reasonable assumption that the suspended grain size is not larger than the
bed grain size, as this would imply that the largest grains are mobilized by the
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current while smaller grains stay near the bed. According to van Rijn (1993), the
grain size of suspended sediment is in the range of 60 to 100 % of the grain size
of the bed material. Therefore, the applied range is set to 0.6–1.
Morphology parameters specifically address how sediment fluxes are coupled

to the bed elevation changes. Three parameters are considered. The first two
scale the effect of stream-wise (𝛼𝑏𝑠, default 1) and transverse (𝛼𝑏𝑛, default 1.5)
bed level gradients on the bed load transport. To model bar dynamics, realistic
values of 𝛼𝑏𝑠 range between 1 and 5 (Briere et al., 2011). In river engineering,
which often includes steep banks, much higher levels are used (especially for 𝛼𝑏𝑛,
(e.g., Baar et al., 2019)), but for coastal purposes, the parameters are generally
considered less important. The range has been set to 1–25 for both parameters
to include the possibility of larger values in the SE model.
The third evaluated morphology parameter is specifically aimed at the land-

water interface. The so-called dry cell erosion parameter enables the erosion of
dry cells (cells with a water depth below a certain threshold) by distributing (part
of) the computed erosion for a wet cell over adjacent dry cells higher up the pro-
file. The dry cell erosion factor 𝜃𝑠𝑑 specifies the fraction transferred to adjacent
dry cells. According to Luijendijk et al. (2017a), this is an important parameter
and the best results are found using 𝜃𝑠𝑑= 1 (Luijendijk et al., 2017a). The logical
range for this parameter, which is applied here, is between 0 and 1.
The selected parameters (three for hydrodynamics, four for wave breaking, six

for sediment transport and three for morphology) are examined using the Ele-
mentary Effects method (EE) (Morris, 1991; Saltelli et al., 2008). The EE method
is a way to analyze how sensitive a model’s outcome is to different parameters.
We examined the importance of the 16 parameters of 4.1 in predicting bed level,
volume, and beach width change for a 1.2 y period. With the goal of identifying
the top fivemost influential parameters. The EE is an effective screeningmethod
for models with many parameters, while requiring a relatively low amount of
computations. The EE follows a random trajectory through the parameter space
and varying one parameter at a time. The method provides insight into the in-
fluence, as well as the dependence and non-linearity of the input parameters.
The procedure and results are described in more detail in Appendix A. The bold-
faced parameters indicated in Table 4.1 are found to be the five most influential
according to this method and are used in the GLUE approach.

4.2.4. GLUE approach
Generalized likelihood uncertainty estimation (GLUE) is a tool for estimating un-
certainty in a prediction by deriving likelihood distributions of free model para-
meters based on a model-observation comparison (Beven & Binley, 1992). Para-
meters that produce a prediction with higher skill will be assigned a higher like-
lihood. An important aspect of the GLUE method is the concept of equifinality
(Beven, 1993). Equifinality denotes the possibility that multiple set of paramet-
ers can produce predictions that are acceptably consistent with available obser-
vations (Beven, 2009). A unique optimal parameter set is non-existent because
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Class Parameter Symbol Default
value

Luijendijk
et al.
(2017a)

Range EE
(GLUE)

Unit

Hydraulics
Chezy bed roughness 𝐶 65 65 50-80 𝑚1/2/𝑠
Horizontal eddy diffusivity 𝐷𝑏𝑎𝑐𝑘ℎ 0 1 0.1-1 𝑚2/𝑠
Horizontal eddy viscosity 𝜈𝑏𝑎𝑐𝑘ℎ 0 1 0.1-1 𝑚2/𝑠

Waves

Wave breaking limit on time-step level 𝛾𝑚𝑎𝑥 - 0.8 0.55-0.8 -
Roller dissipation coefficient 𝛼𝑟𝑜𝑙 1 0.1-2 (1-3) -
Roller slope 𝛽𝑟𝑜𝑙 0.1 0.01-0.2 -
Wave breaking index 𝛾 0.55 0.73 0.55-0.8

(0.55-0.8)
-

Sediment

Suspended sediment grainsize scaling
factor

𝑓𝑎𝑐𝑑𝑠𝑠 1 0.6-1 -

Current related bed and suspended
transport scaling factors

𝑓𝑠𝑢𝑠,
𝑓𝑏𝑒𝑑

1 0.5 0.1-1 (0.2-
1)

-

Wave related bed and suspended trans-
port scaling factors

𝑓𝑠𝑢𝑠,𝑤,
𝑓𝑏𝑒𝑑,𝑤

1 0.2 0.1-1 -

Grain size 𝑑50 - 300 250-350
(200-350)

𝜇𝑚

Morphology
Transverse bedslope parameter 𝛼𝑏𝑛 1.5 15 1-25 -
Longitudinal bedslope parameter 𝛼𝑏𝑠 1 10 1-25 -
Dry cell erosion factor 𝜃𝑠𝑑 0 1 0-1 (0-1) -

Table 4.1.: Selected free parameters evaluated in the EE analysis with their de-
fault value and range. Bold faced variables came out as most influen-
tial according to the EE analysis and used in the following step with
the GLUE approach.

of parameter interdependence and / or model insensitivity (Ruessink, 2005) or
limitations of the model structure. The problem of equifinality is that it might be
bound to the spatial or temporal calibration domain, as equifinal parameter sets
may respond differently outside this domain (van Maren & Cronin, 2016). A way
to find a reliable parameter set is to look for the best combined likelihood over
several different time periods or locations (Simmons et al., 2017).
Our choice for GLUE is based on it being a global (in terms of parameter space)

extension of the manual calibration process in which optimal calibration para-
meters are sought based on manual local improvement of model skill values.
Therefore, the results are easily extended to lessons for practical model applica-
tions and engineering modeling practice.
The GLUE method lets the user search the model parameter space for ac-

ceptable parameter sets, by assigning a non-zero likelihood to all sets with a
prediction skill above a predefined threshold (Beven & Binley, 1992). The fun-
damental idea is to assign prior distributions to model parameters (step 1, Fig.
4.4) and subsequently draw a large sample of parameter sets, through (Monte
Carlo) sampling (step 2, Fig. 4.4). For each set, the resulting model prediction
(step 3, Fig. 4.4) is evaluated against observation data using a skill score (step 4,
Fig. 4.4). The predefined threshold determines whether a model prediction is
deemed non-behavioral, it is not accepted as a valid solution. For the parameter
sets that result in behavioral predictions, a likelihood is determined. This likeli-
hood is largest for predictions with highest skill (step 4, Fig. 4.4). Non-behavioral
runs receive a zero likelihood score. The result is a likelihood range for each
model parameter (step 5, Fig. 4.4) and an observation-based range of model
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predictions due to parameter uncertainty (step 6, Fig. 4.4).
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Figure 4.4.: Flow scheme of the GLUE method as applied in this study. Darker
colors in the uncertainty map in step 6 indicates areas with more un-
certainty.

In the first step, for each of the selected parameters, a uniform prior distribu-
tion is assumed tominimize subjectivity of the procedure. The distribution limits
are chosen wide enough to sample a sufficient part of the parameter space but
within physical limits to prevent non-physical model settings. In the second step,
1024 samples (i.e. a unique combination of five parameter values) are drawn
from these uniform distributions. To achieve equal resolution for each para-
meter and a well-spread sample with a low number of samples, the samples are
generated with a quasi-random sampling method: the Sobol’ low-discrepancy
sequence (Sobol’, 1967). The discrepancy is a measure of the deviation of the
sampled points from a uniform distribution (Kucherenko et al., 2015). Of the few
well-known low discrepancy sampling methods, the Sobol’ sequence has been
proven to be superior (e.g., Glasserman, 2003; Tuffin, 1996). As samples are gen-
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erated evenly over the parameter space, they have a convergence rate of up to
𝑂(𝑁−1), whereas forMonte Carlo this is𝑂(𝑁−1/2). Next, in step three, theDelft3D
model is run 1024 times with different sets of parameter values.
In step four, the result of each prediction is compared to observations using a

skill metric. Inmorphologicalmodeling, the Brier skill score (BSS) is an often used
way to evaluate model performance (Sutherland et al., 2004; van Rijn et al., 2003).
Usually the BSS measures the root-mean-squared error (RMSE) of the predicted
bed level in each computational point compared to a baseline prediction of zero
change:

𝐵𝑆𝑆𝑧 = 1 −
∑
𝑥,𝑦
(�̄�𝑜𝑏𝑠(𝑥, 𝑦) − �̄�𝑚𝑜𝑑(𝑥, 𝑦))2

∑
𝑥,𝑦
(�̄�𝑜𝑏𝑠(𝑥, 𝑦) − �̄�0(𝑥, 𝑦))2

(4.1)

in which 𝑧𝑜𝑏𝑠 is the observed bed level, 𝑧𝑚𝑜𝑑 the computed bed level, and 𝑧0 the
zero-change baseline. A positive BSS score indicates that the prediction provides
more information than having no prediction at all.
Considering known limitations of process-based morphological models, the

original BSS metric can be a very strict criterion that penalizes the model twice,
e.g., for not reproducing dynamic bar behavior or seasonal effects (Bosboom et
al., 2014).To relieve its stringency, the BSS has been tailored to the data and CSIs
of interest. We use these adapted BSSmetrics to indicate the model’s reproduct-
ive capacity of observed cumulative volume changes or cross-shore shoreline
position. Moreover, this can be done for the total spatial domain or subsets with
specific geomorphology (e.g., as done by Armaroli et al., 2013; Bae et al., 2022).
All these skill metrics have the samemain principles as the original BSS: they are
RMSE-based and use zero change as reference, but instead of focussing on bed
level they differ in unit (e.g., volume) and can be constrained by location (erosive
area, around water line, etc.).
The first adapted version of the BSS focuses on the bed level changes at the

head of the Sand Engine only and is hence referred to as 𝐵𝑆𝑆𝑧,𝑆𝐸 . Hereto 𝑥, 𝑦 ∈
𝑆𝐸(𝑥, 𝑦) is used in Eq. 4.1.
The model’s ability to predict the shoreline is evaluated using another adapta-

tion of the BSS where deviations between model and observations due to high
temporal and spatial variations in the shoreline positions are neutralized by look-
ing at the averaged position over time:

𝐵𝑆𝑆𝑠𝑙 = 1 −
∑
𝑥,𝑡
(𝑠𝑙𝑜𝑏𝑠(𝑥, 𝑡) − 𝑠𝑙𝑚𝑜𝑑(𝑥, 𝑡))2

∑
𝑥,𝑡
(𝑠𝑙𝑜𝑏𝑠(𝑥, 𝑡) − 𝑠𝑙0(𝑥, 𝑡))2

(4.2)

and a spit focused adaptation 𝐵𝑆𝑆𝑠𝑙,𝑠𝑝𝑖𝑡, with {𝑥|1500 < 𝑥 < 2800}.
Finally, to evaluate themodel’s performanceon theprediction of volume changes

in different control areas over time, a volume-based BSS metric is used:
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𝐵𝑆𝑆Δ𝑉 = 1 −
∑
𝐴,𝑡
(Δ�̄�𝑜𝑏𝑠(𝐴, 𝑡) − Δ�̄�𝑚𝑜𝑑(𝐴, 𝑡))2

∑
𝐴,𝑡
(Δ�̄�𝑜𝑏𝑠(𝐴, 𝑡) − Δ�̄�0(𝐴, 𝑡))2

(4.3)

Next, the behavioral threshold separates good or acceptable predictions from
those deemed unacceptable. The behavioral threshold for each CSI is chosen
such that approximately half of the predictions (500-600) are considered behavi-
oral (Table 4.2).

𝐵𝑆𝑆Δ𝑉 𝐵𝑆𝑆𝑠𝑙 𝐵𝑆𝑆𝑠𝑙,𝑠𝑝𝑖𝑡 𝐵𝑆𝑆𝑧 𝐵𝑆𝑆𝑧,𝑆𝐸
Threshold 0.75 0.55 0.52 0.43 0.60

n 587 586 589 574 588
Max 0.95 0.79 0.74 0.64 0.88
Mean 0.74 0.54 0.52 0.44 0.59
Min 0.08 0.10 0.14 0.10 0.02

Table 4.2.: Overview of the applied behavioral threshold for each CSI and the res-
ulting amount of behavioral runs (𝑛). The bottom three rows show the
maximum, mean, and minimum BSS for the respective CSIs.

For each behavioral prediction, the likelihood can be computed from the skill
value:

𝐿𝐵𝑆𝑆,𝑖 =
𝐵𝑆𝑆𝑖

∑𝑛𝑖=1 𝐵𝑆𝑆𝑖
. (4.4)

In which 𝑖 = 1, ..., 𝑛 are the ranked and behavioral predictions.
With the different skill measures, a combined likelihood 𝐶𝐿 is established and

computed as the product of likelihood for several parameters.

𝐶𝐿 = (
𝑁𝐿
∏
𝑖=1

𝐿𝑖)

1
𝑁𝐿

(4.5)

In step five, the posterior distribution of each parameter is derived with the
combined likelihood. The likelihood scores of the parameter sets are used to
transform the prior (uniform) parameter distributions to marginal posterior dis-
tributions. This is done by creating a weighted histogram of parameter values
based on the likelihood values belonging to each prediction (similar to the com-
putation of the uncertainty bounds, but for the parameter values instead of the
CSIs). The result is a likelihood distribution for each parameter. The posterior
distributions can then be compared with the prior distributions and the default
or reference values for the parameters. In addition, they are used to estimate
an optimal parameter set (OPS), which represents the parameter set with the
highest likelihood. The OPS is then computed as well to evaluate whether it out-
performs other predictions. The influence of each input parameter on the predic-
tion outcomes is quantified using the Kolmogorov-Smirnov (K-S) distance (Spear



4.2. Methods

4

75

0

250

500

750

1000

1250

1500

Post construction bathymetry - 02-Aug-2011

1000 0 1000 2000 3000
0

250

500

750

1000

1250

1500

Measured bathymetry - 10-Oct-2012

12
11
10
9
8
7
6
5
4
3
2
1

0
1
2
3
4
5
6
7

Alongshore distance [m]

Cr
os

s-
sh

or
e 

di
st

an
ce

 [m
]

a)

b)

Figure 4.5.: Definition of control areas relative to observed bed level in m+NAP in
a) August 2011, and b) October 2012. Bed level control areas are in-
dicated with the solid lines: white denotes the area for 𝐵𝑆𝑆𝑧 and pink
for 𝐵𝑆𝑆𝑧,𝑆𝐸 . The volume change control areas 𝐴𝑖 are indicated with
the dashed lines: green denotes area S, red denotes area mid and
blue denotes area N. The shoreline is subdivided by the dash-dotted
line to indicate the spit area for 𝐵𝑆𝑆𝑠𝑙,𝑠𝑝𝑖𝑡. The black lines indicate the
-10, -6 -2, 2 and 6 m+NAP isobaths, the bold black line represents the
shoreline (0 m + NAP).
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& Hornberger, 1980). This K-S metric denotes the largest distance between the
prior and the posterior cumulative probability density. A high K-S value is an
indication of a highly influential parameter, while a low K-S value indicates a non-
influential parameter.
In the final step, uncertainty bounds are analyzed by looking at the results of all

behavioral model runs for the different CSIs. Uncertainty bounds are visualized
using a confidence interval (𝑊𝐶𝐼). A𝑊𝐶𝐼 presents a range of plausible values for
a stochastic variable and is accompanied by a confidence level. For example,
𝑊𝐶𝐼90% gives a range of values for a stochastic variable, with a confidence level
of 90% that the true value lies within this range. The upper and lower bounds of
the 𝑊𝐶𝐼90% are obtained from the 95𝑡ℎ and 5𝑡ℎ percentiles of the empirical CDF
instead of using for example twice the standard deviation to get to the 95% CI
because CSIs are non-Gaussian distributed.

4.3. Results
4.3.1. Bandwidth of coastal state indicators in behavioral predictions
After the GLUE procedure we have nearly 600 behavioral runs from the Sand En-
gine’s initial 14-month evolution. This set of runs is used to map the parameter
uncertainty in two spatial dimensions and in time. As a first step, the 90% con-
fidence interval (𝑊𝐶𝐼90%) of the behavioral predictions is analyzed to determine
where the uncertainty of the model manifests itself in the results. This is done
for the bed level data as well as for the volume changes and coastline position.
The Delft3D model results show significant erosion at the head of the penin-

sula between the -6 and 2 m+NAP isobath, flanked by two deposition areas to
the north and south (Fig. 4.6a,b,c,d). These modeling results are similar to those
reported in Luijendijk et al. (2017a).
The uncertainty in the prediction of the bed level varies greatly over the predic-

tion domain (Fig. 4.6e).The uncertainty is largest around the -2 m+NAP isobath,
the waterline of the eroding head section, and at the edges of the spit deposition
area, with an area of relatively low uncertainty in the center of the spit deposition
area. The high uncertainty around the head section of the peninsula indicates
that the predicted erosion varies significantly over the predictions. The increase
in uncertainty (𝑊𝐶𝐼90 ≈ 1−2m) along the -2 m+NAP isobath is an indication of un-
certainty in the prediction of the height and/or position of the near-shore sand-
bar. However, the area with low uncertainty along the edge of the spit shows
that all predictions indicate the formation of this sand spit. Whereas, the area of
high uncertainty around the tip of the spit indicates that it is mainly the length
and position of the spit that differ between the predictions. Finally, beyond the
isobath of -6 m+NAP, uncertainty rapidly decreases to low levels (<0.25m).
The peninsula’s spit and surf zone display both the highest bed level changes

and the widest confidence interval between the behavioral predictions. A local
pointwise comparison shows that large bandwidths (𝑊𝐶𝐼90) are correlated with
large changes in bed level (𝑟2 = 0.42). However, uncertainty can also be high in
places where predicted bed level changes are small, especially in the peninsula’s
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Figure 4.6.: Results of the behavioral Sand Engine predictions. a) Initial bathy-
metry in August 2011, b) bed level changes for the predictionwith the
highest likelihood, c)median of predicted bed level changes across all
behavioral runs (blue colors indicate erosion and red colors indicate
sedimentation), d) predicted bed level from the simulation with the
highest likelihood, and e) width of the 90% confidence interval (𝑊𝐶𝐼90)
of the bed level changes (darker colors indicate higher uncertainty).
The black contour lines are from the predicted bed level with the
highest likelihood (b-e), or the initial bathymetry (a). The predicted
0m+NAP depth contour is indicated with the thick black line, and the
initial depth contour is indicated with the black dotted line. The other
contour lines depict the -10, -6, -2, 2 and 6 m+NAP isobaths.

spit area. For example, the area with a large confidence interval near the tip of
the spit (x ≈ [2400, 2700]), extends about 200–300 m further north (Fig. 4.6e)
than the zone where high accretion is expected (Fig 4.6d, x ≈ [1900, 2400]).
The uncertainty in predicted bed levels translate also into uncertainty in the

volume balance, Fig. 4.7a. Erosion in the central section (4.7b) shows a spread
of 1.3 million -0.4/ +0.7 million 𝑚3 after the 14 month simulation period. Cor-
responding accretion volumes in the adjacent South (4.7c) and North (4.7d) sec-
tions show spreads of 0.29 -0.10/ +0.12 million 𝑚3 and 0.83 -0.23/+0.40 million
𝑚3, respectively. Hence, uncertainty is largest for the central section (𝑊𝐶𝐼90 =
1.12 million i.e. 𝑚3, 85%), followed by the North section (𝑊𝐶𝐼90 = 0.63 million
i.e. 𝑚3, 76%). Moreover, we can see that the parameter uncertainty results in
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non-gaussian distributed predictions of volume change as the predictions are
asymmetric towards higher magnitudes of change.
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Figure 4.7.: Observed (dots) and predicted volume changes in time for a) entire
Sand Engine, b) central section, c) South section, and d) North section.
The light and dark grey shaded areas indicate the 90% and 50% con-
fidence intervals of the behavioral predictions, respectively. The solid
lines indicate the predictedmedian values. The dotted lines span the
range of all predictions.

Uncertainty in the bed level also results in uncertainty of the predicted shoreline
position. In all behavioral predictions, a spit develops at the peninsula’s northern
edge, but the different predictions reveal considerable uncertainty in spit loca-
tion (Fig. 4.8a). The spit area contains the most uncertainty, as𝑊𝐶𝐼90 of the most
seaward position of the shoreline (brown, dashed line in Fig. 4.8b) reaches up to
375 m in cross-shore position (at x ≈ 2100 m). Along the rest of the Sand Engine,
the maximum confidence interval width of the shoreline rarely exceeds 100 m.
Uncertainty in bed level elevation, volume, and shoreline is influenced by the

wave forcing. Initially, the magnitude of volume change increases with the high-
energy events in October, December, and January (Fig. 4.7), showing a strong
correlation to the incoming wave energy (𝑟2 = 0.88, first seven months). After
the first seven months, the increase/decrease is more moderate and less de-
pendent on the incoming wave energy (𝑟2 = 0.62). A model result that is in ac-
cordance with observations (de Schipper et al., 2016). For this period, the correl-
ation between uncertainty growth and observed changes is significantly reduced
(𝑟2 = 0.26).
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Figure 4.8.: Predicted shoreline positions. a) Shorelines of all behavioral runs
(grey lines), initial shoreline (black dashed line), and observed
shoreline in October 2012 (thick black line). b) Most seaward posi-
tion of the shoreline. 50 and 90 % confidence intervals (grey shaded
areas), width of the 90% CI (𝑊𝐶𝐼90, brown dashed line), median posi-
tion (red line), initial position (black dotted line), and observed posi-
tion in October 2012 (black line).

4.3.2. Parameter sensitivity and optimization
The weighted histogram from the parameter sets gives the posterior parameter
distributions, using the combined likelihood (𝐶𝐿) values as weights (Fig. 4.9). The
individual likelihood definitions for volume, shoreline, and bed level each con-
tain between 570 and 590 behavioral predictions (see Table 4.2). Based on the
combined likelihood 507 parameter sets are behavioral, meaning that parameter
sets that are found to result in a behavioral prediction based on one skill metric
are often also behavioral for the others, indicating there is general agreement
among the different likelihood definitions.
The more the posterior distribution of a parameter differs from the prior dis-

tribution, themore it affects themodel outcome and skill. For parameters 𝑓𝑠𝑢𝑠, 𝛾,
and 𝑑50, the posterior distribution shows a clear variation across the parameter
space (Fig 4.9a,c,e). Especially for 𝑓𝑠𝑢𝑠 and 𝛾, this is underlined by a high K-S dis-
tance (>0.2). Furthermore, the parameter values with the highest likelihood of
𝑓𝑠𝑢𝑠 and 𝛾 (yellow lines in Fig 4.9a,c) coincide with the peak of the distribution,
indicating that these parameters are most influential.
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Higher values of parameters 𝑓𝑠𝑢𝑠 and 𝛾 have a higher likelihood, indicating that
the model performs better when sediment transport scaling is high and wave
breaking is initiated at smaller water depths (i.e. a more concentrated surfzone).
The distribution of 𝑑50 shows a peak at 240–250 𝜇𝑚. The reference value (Lu-
ijendijk et al., 2017a) for 𝛾 and 𝜃𝑠𝑑 deviated strongly from the Delft3D default
parameter settings (Deltares, 2019) which is supported by the posterior distribu-
tions found here, which show a higher likelihood around the reference values.
This is not the case for 𝑓𝑠𝑢𝑠 which clearly shows a higher likelihood for values
higher than the reference value, in combination with a lower 𝑑50 than the refer-
ence value.
Thedistribution shapeswith a peak close to the limits of the investigated ranges

might suggest insufficient exploration of the parameter space. Although 𝑓𝑠𝑢𝑠 is
in practice never larger than one and 𝜃𝑠𝑑 cannot be larger than one for physical
reasons. In theory, the range of 𝛾 can extend to higher values than 0.8, however,
this is a rare choice in literature for Delft3D simulations. Which leaves 𝛼𝑟𝑜𝑙 for
which the lower limit was possibly chosen too high.

0.2 0.4 0.6 0.8 1.0
0.00

0.02

0.04

0.06

0.08

W
ei

gh
te

d 
de

ns
ity

fsus

1.0 1.5 2.0 2.5 3.0

rol

0.55 0.63 0.71 0.80 00.1 0.4 0.7 1

sd

200 250 300 350

d50

Parameter value

Figure 4.9.: Prior (black line) and posterior distributions (histogram bars) for the
five input parameter examined in the GLUE analysis together with
the Delft3D default values (red, dashed line), reference values used
by Luijendijk et al. (2019) (green, dotted line), and values for simula-
tion with the highest combined likelihood (yellow line). The posterior
distributions are weighted according to the combined likelihood (Eq.
4.5).

Parameter interdependence can make optimal parameter values difficult to
identify (Ruessink, 2005). Between the five parameters evaluated with GLUE,
there are two notable correlations, Fig. 4.10. A high 𝑓𝑠𝑢𝑠 value is positively cor-
related to a higher 𝑑50 value (r = 0.29) while it has a negative correlation to 𝛾
(r = -0.27). Although not strong, the correlations are significant and complicate
identification of optimal parameter settings.
Optimal parameter sets in case of parameter dependence can be approxim-

ated by conditioning the computations (on the most influential parameter) and
create conditional posterior distributions for the other parameters, given the se-
lected value for the first parameter. If the sample size is sufficient, this process
can be repeated after each parameter, creating new conditional distributions
for the remaining ones. To ensure a reasonable sample size (50–100 samples),
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Figure 4.10.: Overview of correlations between each set of two parameters of the
GLUE analysis. The correlations are based on the behavioral para-
meter sets for combined likelihood (507 predictions). The colors of
the dots indicates themagnitude of the combined likelihood (red im-
plies a high likelihood prediction, blue a low likelihood). Correlation
values (r) are given in the panel titles. 𝑂𝑃𝑆4 was selected based on
a visual inspection of the correlation plots and shown by the black
cross in each plot.

the conditional distributions are created from all parameter sets, for which the
value of the fixed parameter (𝑓𝑠𝑢𝑠, 𝛾, or 𝑑50) deviates by a maximum of 5% from
the selected optimal value.
Considering the sample size (1024), we only condition the distributions once

and choose themost likely setting for the remaining four parameters. We do this
three times for the three most influential parameters (𝑓𝑠𝑢𝑠, 𝛾, or 𝑑50), leading to
three different approximations of the optimal parameter sets (𝑂𝑃𝑆1, 𝑂𝑃𝑆2 and
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𝑂𝑃𝑆3). Predictions with these parameter sets show a skill within the highest 95%
of all predictions. The next set 𝑂𝑃𝑆4 is obtained by visual inspection of the correl-
ation plots in Fig. 4.10.The parameter values are estimated bymanually selecting
areas in the correlation plots that visually contain the high-likelihood predictions
(red colours). The final set (𝑂𝑃𝑆5) is simply obtained from the prediction with the
highest combined likelihood (rank 1).
Theoretically, finding a higher scoring 𝑂𝑃𝑆 than 𝑂𝑃𝑆5 should be possible by se-

lecting the most likely values from the conditional distributions. However, 𝑂𝑃𝑆2
ranks highest compared to the other sets but does not exceed the scores of𝑂𝑃𝑆5,
except for 𝐵𝑆𝑆𝑧,𝑆𝐸 , where it ranks 11𝑡ℎ while 𝑂𝑃𝑆5 ranks 36𝑡ℎ. 𝑂𝑃𝑆2 is based on
the conditional distributions for 𝛾 ≈ 0.78, further supporting the indication that
𝛾 has the most influence on the model skill. Furthermore, all 𝑂𝑃𝑆’s show an
increase in model skill over the reference prediction by Luijendijk et al. (2019).
Especially for the shoreline position 𝐵𝑆𝑆𝑠𝑙 and 𝐵𝑆𝑆𝑠𝑙,𝑠𝑝𝑖𝑡) the model skill for the
𝑂𝑃𝑆 prediction is considerably higher (rank 9-60) than for the reference predic-
tion (rank 509/579). Adding more samples around these optimal areas in the
parameter space could help to improve the skill of the optimal set further.

CL 𝐵𝑆𝑆Δ𝑉 𝐵𝑆𝑆𝑠𝑙 𝐵𝑆𝑆𝑠𝑙,𝑠𝑝𝑖𝑡 𝐵𝑆𝑆𝑧 𝐵𝑆𝑆𝑧,𝑆𝐸
𝑂𝑃𝑆1 Rank 29 106 63 42 16 41

Percentile 97.2 89.7 93.9 95.9 98.4 96.0
𝑂𝑃𝑆2 Rank 6 27 25 20 5 11

Percentile 99.4 97.4 97.6 98.0 99.5 98.9
𝑂𝑃𝑆3 Rank 63 61 30 55 111 107

Percentile 93.9 94.0 97.1 94.6 89.2 89.6
𝑂𝑃𝑆4 Rank 23 154 27 48 16 36

Percentile 97.8 85.0 97.4 95.3 98.4 96.5
𝑂𝑃𝑆5 Rank 1 11 9 12 5 36

Percentile 100 98.9 99.1 98.8 99.5 96.5
Ref Rank 338 43 509 579 274 179

Percentile 67.0 95.8 50.3 43.5 73.3 82.5

Table 4.3.: Overview of the rank and corresponding percentile of the five 𝑂𝑃𝑆
predictions and the reference prediction among the 1024 GLUE pre-
dictions.

Although the value for the model skill of the five best 𝑂𝑃𝑆 predictions is very
similar, the results differ significantly for the various CSIs. The predicted volume
changes between 𝑂𝑃𝑆1 to 𝑂𝑃𝑆5 predictions span 40-50% of the width of the 90%
confidence interval (Fig 4.11). This variation in the predicted volume changes
is significant considering that the parameter values of the 𝑂𝑃𝑆’s are relatively
close together (i.e. 𝑓𝑠𝑢𝑠 only varies between 0.72 and 0.85 and 𝛾 between 0.76
and 0.80).
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Figure 4.11.: Time series of cumulative volume changes for a) entire Sand Engine,
b) central section, c) South section, and d) North section, showing
the observations (black dots), 90% CI (grey area) and median (red,
dotted line) of the behavioral GLUE predictions (black dashed lines),
and the 𝑂𝑃𝑆 predictions (solid, coloured lines).

4.3.3. Sensitivity of input parameter distributions to CSI of interest
Calibrating of the model on one CSI does not lead to the best results for other
CSIs. In the previous paragraph, a combined likelihood was used that weighted
skills for different CSIs. However, depending on the purpose of the model and
therewith the CSI or area of interest, focus might be on a single definition of the
likelihood or on a specific area.
Comparing the likelihood distribution of the different input parameters for dif-

ferent CSIs shows that the results can be quite sensitive (Fig. 4.12). Looking at
the input distributions, it is especially the volume based posterior distributions
that deviate with the CSI. For instance, the 𝑑50 is much more important to pre-
dict accurate volume change, (K-S=0.13) than shoreline or bed level. As a result,
for a volume based likelihood definition (using eq. 4.3 and 4.4) lower values of
𝑑50 are more likely compared to shoreline and bed level. Despite of these dif-
ferences in the distributions, the most likely value is similar. On the other hand,
when the focus is on the shoreline rather than volume changes, 𝜃𝑠𝑑 has six times
more influence on the model results. To optimize shoreline position an optimal
value would be 𝜃𝑠𝑑=1, while for volume the specific value of 𝜃𝑠𝑑 wouldn’t matter.
A logical result, considering 𝜃𝑠𝑑 affects the bed level locally around the wet-dry
interface in cross-shore direction. An effect that is neutralized by aggregating
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volumes over a larger domain. Similarly, when the focus is on bed level instead
of volume, 𝛾 is twice as influential in terms of K-S distance. Only the distribution
of 𝑓𝑠𝑢𝑠 is virtually insensitive to the CSI of interest.
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Figure 4.12.: Sensitivity of posterior distribution to Coastal State Indicator used
for calibration. Distributions are shown for the CSIs calculated over
the entire modeling domain for a) 𝑓𝑠𝑢𝑠, b) 𝛼𝑟𝑜𝑙, c) 𝛾, d) 𝜃𝑠𝑑, and 𝑑50.

The likelihood distribution of the input parameters can be sensitive to the area
of focus. This follows from computing the volume likelihood eq. 4.3 and 4.4
for each control area individually instead of summing over all control areas (Fig.
4.13). This analysis shows that especially the likelihood distributions derived for
the northern side of the SE deviates from the other areas. In all cases, the K-
S distance for the north area is lowest, which means that there is no apparent
difference between the prior and posterior distributions, or the difference is less
pronounced than for the other areas.

4.4. Discussion
4.4.1. Parameter optimization and equifinality
One of the aims of the GLUE methodology is to optimize parameter settings.
Considering the limited number of samples and the correlations between sev-
eral parameters, it is challenging to identify optimal parameter values or determ-
ine whether a single optimal set exists. Still, several parameter sets (𝑂𝑃𝑆1-𝑂𝑃𝑆4)
could be identified with high skill by accounting for correlations through condi-
tional posterior distributions. Although similar in magnitude, none of these 𝑂𝑃𝑆
predictions result in higher skill than the highest skill within the sampled sets
(𝑂𝑃𝑆5).
The skill and combined likelihood scores of the 35 best GLUE predictions are

similar to those of the 𝑂𝑃𝑆 predictions. As there are numerous different para-
meter sets resulting in a similar model skill, this confirms themodel’s equifinality.
As none of the 𝑂𝑃𝑆 predictions have a higher skill than the GLUE simulations, it
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Figure 4.13.: Sensitivity of posterior distribution to the spatial zone used for cal-
ibration. Distributions for a) 𝑓𝑠𝑢𝑠, b) 𝛼𝑟𝑜𝑙, c) 𝛾, d) 𝜃𝑠𝑑, and 𝑑50 are
shown for the Volume based BSS (i.e. 𝐵𝑆𝑆Δ𝑉,𝑁, Eq. 4.3).

implies that themaximumachievablemodel skill (within the limits of the selected
parameter ranges) may be close to that of 𝑂𝑃𝑆5. Moreover, the best predictions
show a significant increase in model skill compared to the reference simulation
(Luijendijk et al., 2019). Rather than continuing the search for an optimal para-
meter set for the current conditions, investigating the 𝑂𝑃𝑆 performance for a
validation period will likely prevent overfitting and improve the generic applicab-
ility of the found parameter settings.
Our results show a strong sensitivity to the choice of the CSI and the spatial

subdomain used in the calibration. Hence, the parameter values that yielded
the best predictions may not be transferable, and the existence of a ’best’ gen-
eric value for the model parameters is unlikely. Moreover, due to computational
capacity limitations, not all influential parameters were explored, and for some
of the explored parameters, the explored parameter ranges were possibly set
too narrow. This means that the found optimal parameter settings are optimal
given that other parameters and ranges (e.g., 𝑓𝑠𝑢𝑠,𝑤 and 𝑓𝑎𝑐𝑑𝑠𝑠) are unaltered.
Therefore, we do not recommend updating the Delft3D default parameter set-
tings based on the results of this case study alone.

4.4.2. Limitations of GLUE
The GLUE method can be criticized for its subjectivity and non-formality (e.g.,
Beven & Binley, 2014; Sadegh & Vrugt, 2013; Simmons et al., 2017). Subjectivity
originates from several decisions in the setup of the GLUE analysis. Such de-
cisions influence the width of the established uncertainty bounds and include
the determination of the behavioral threshold, choice of likelihood definition,
and the selection of parameters, ranges, and prior distributions. Regarding the
non-formality of the method, as Sadegh and Vrugt (2013) formulate it nicely, ”an
informal likelihoodmeasure is used to avoid over conditioning and exclude parts
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of themodel (parameter) space thatmight provide acceptable fits to the data and
be useful in prediction”. This means that choosing an informal likelihood meas-
ure is a deliberate choice to improve results at the cost of reducing objectivity.
These drawbacks of the GLUEmethod have consequences for interpreting this

work. First, the results of the GLUE analysis should not be seen as an absolute
quantification of the parameter uncertainty in the model. Instead, they give es-
timates of the uncertainty based on the conditions for the particular case study.
As long as this is accepted, the subjectivity of the GLUE method does not need
to disqualify the results. It can be a strength, allowing the modeler to apply the
method heuristically. For example, to identify temporal or spatial uncertainty
hotspots or assess the relative importance of parameter contributions to the
model’s uncertainty.
In this study, for example, the behavioral thresholds are set at different values

for the different CSIs. While thismight appear statistically informal, it enables the
derivation of combined likelihood values to select parameter settings with high
performance concerning different CSIs. This would not be possible with a single
threshold for all CSIs, as this would lead to significant differences in the number
of behavioral predictions. Moreover, due to the difference in complexity and di-
mensionality of the CSIs (the cumulative volume changes consider an aggregated
quantity over a particular area, while the bed levels are considered point-wise in
two dimensions) it would not be reasonable to expect similarly high skill values
for the different CSIs. Hence, as long as the subjectivity is acknowledged, the
GLUE results can give valuable insights into the parameter-induced uncertainty
in the model.

4.4.3. Model imperfection
The uncertainty bounds from the GLUE analysis show that some model imper-
fections remain outside the influence of the examined parameter ranges. For
example, all behavioral predictions overestimate the asymmetrical distribution
of larger sediment deposition to the north and smaller to the south (Fig. 4.7c,d).
Even for the 𝑂𝑃𝑆 and best-scoring GLUE predictions, accretion is overestimated
in the north and underestimated in the south. The parameter optimization re-
veals that none of the investigated parameters can significantly improve volume
predictions in the north area without reducing predictive capacity in other areas
or for other CSIs. This is in line with results of Luijendijk et al. (2017a), which
display relatively high skill on volumes but much lower on shoreline and bed
levels. Another example is the spit evolution. Practically all behavioral predic-
tions result in the formation of a sand spit, and some also correctly predict the
deposited volume in the north section. However, none accurately indicates the
spit’s cross-shore location (see Fig. 4.8), with the spit predictions always being
further seaward than observed.
These errors may be caused by general model inadequacies, such as omitted

processes, which are unrelated to the model parameters (e.g., aeolian transport
(Luijendijk et al., 2017b) or sediment sorting and armoring (Huisman et al., 2016)
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or 3-dimensionality of processes). Another possibility is that they are caused by
processes that remain unresolved in the applied discretization (i.e. course spatial
or temporal resolution) or by the used acceleration techniques. For example, the
shape of the spit can be sensitive to the tide and the distribution of sediments
to the north and south to the reduction of the wave climate. Also, the correct
reproduction of waves by themodel can be important for the predicted coastline
position (Chataigner et al., 2022). On the other hand, not-included parameters
or unexamined values of included parameters may positively influence model
outcomes. Ultimately, when looking at the uncertainty bounds from the GLUE
analysis, it is essential to consider that they do not reflect the entire range of
outcomes, but merely the possible outcomes within the bounds of the selected
parameters.

4.4.4. Relative importance of parameter uncertainty
Parameter uncertainty is not the only source of uncertainty; intrinsic uncertainty,
such as variations inwave forcing, can also be an important source of uncertainty
(Chapter 3). This is illustrated by several additional predictions where wave for-
cing is varied. Hereto, we simulated eight 14-month periods of Sand Engine evol-
ution using historical data of average and extreme years of wave energy while
keeping parameter settings constant; see Fig. 4.14. Average and high energy
years can result in a 25-30% variation in predictions, but calm years can more
than half the predicted volume changes. Although this comparison is not quant-
itative, it shows that parameter uncertainty and wave climate variability signific-
antly influence the predicted results on this timescale.
In addition, parameter uncertainty can be correlated with wave forcing. Based

on our results, it cannot be concluded that parameter settings and forcing are
correlated, but we do show that the growth of uncertainty is related to the mag-
nitude of changes, and thus the incomingwave energy. They are indicating that a
correlation is likely, which is also found in literature. For example, Wilson (2023)
show that the origin of uncertainty differs for erosive and accretive conditions, in-
dicating a correlation between uncertainty and forcing. Ibaceta et al. (2022) signi-
ficantly improve predictions when including forcing dependent (non-stationary)
model parameters, demonstrating their interdependence. Such non-linear in-
teractions have the potential to amplify uncertainty bounds. On the contrary,
Jamous et al. (2023) find that parameter interactions can also decrease as the
magnitude of boundary conditions increases, which could potentially reduce un-
certainty bounds. Nevertheless, parameter uncertainty cannot grow infinitely.
Uncertainty in predictions will be physically bound (Vitousek et al., 2021). In an
alongshore-dominated system, e.g., by sediment availability and transport capa-
city, and in a cross-shore dominated system, e.g., by physical limits on profile
slope.
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Figure 4.14.: Time series of cumulative volume changes showing the 90% CI of
the behavioral GLUE predictions (gray area) and all GLUE predic-
tions (black dashed line) and the volume changes computed for the
various wave climate predictions (colored lines).

4.4.5. Implications for practical applications
These findings demonstrate that in using process-based models to forecast vari-
ous (aggregated) coastal state indicators, model limitations, and structural errors
can result in varying model skill for different CSIs. A perfect model would score
equally high in bed level, volume change, and beach width predictions because
these CSIs only differ in weighting and aggregation. For imperfect models, how-
ever, depending on the CSI of interest, the importance of the input parameters
can vary. If interested in a local variable (e.g., coastline) or limited area, sensitiv-
ities may not be apparent when calibrating on a global variable (e.g., bed level),
and valuable model optimization can be missed. This illustrates how difficult it
is to generalize parameter settings to other cases when they are so sensitive to
model purpose and area of focus.
However, instead of generalizing the parameter settings, generalizing the res-

ults leads to several recommendations for good model calibration practice. For
instance, it is critical to keep the model’s purpose and CSI of interest in mind
when calibrating the model. Furthermore, when manually or automatically find-
ing parameter settingswith high skill, there is no guarantee of finding the optimal
set. The equifinality found in the model means that similarly high-scoring sets
can have very different results locally, underlining the importance of model val-
idation and uncertainty propagation.
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4.5. Conclusion
Themulti-dimensional parameter space of a coastal area model was explored to
quantify uncertainty in predicted coastal state indicator values that follow from
the uncertainty in the model parameter values. We examined (spatial and tem-
poral variations of) coastal state indicators bed level, sediment volume in budget
areas, and shoreline position. Uncertainty was quantifiedwith over 1000Delft3D
computations of the Sand Engine mega-nourishment’s first 14-month evolution
after construction.
An extensive set of parameters is considered and systematically reduced to

five key parameters. Uncertainty in these five input parameters translates into
significant uncertainty in predicted CSI values. Volume changes for sediment
budget analyzes can vary by 75 − 85% of predicted changes, predicted coast-
line position by ± 100 m, and bed level change confidence can range up to 5 m
(90% confidence values). The parameter uncertainty creates the widest confid-
ence intervals at locations and moments when the absolute changes are most
significant. For the Sand Engine, this translates into wide confidence intervals
for bed level and coastline predictions in the spit area and around the -2m+NAP
isobath. Wave forcing is important as 90% of this uncertainty is generated in the
first seven high-energetic months. The resulting uncertainty distributions are
non-Gaussian with an asymmetric shape to larger changes.
The suspended sediment transport scaling (𝑓𝑠𝑢𝑠), the breaker index (𝛾), and

the grain size (𝑑50) contribute the most to the overall uncertainty in the Delft3D
morphodynamic predictions. Because the investigated parameters are partially
correlated, finding true optimal parameter settings or confirming the existence
of a single optimal set is challenging. Several near-optimal sets were identified by
constraining the other parameters to the most optimal value for the three most
influential parameters. Still, none of these optimal predictions result in a skill
higher than the highest skill within the sampled sets. All three sets outperform
the manually calibrated reference computation of Luijendijk et al. (2017a).
Across the different parameter sets with very high and comparable skill out-

comes can be substantially different. For example, volume changes in the center
of the SE can vary with ±50%, and the tip of the spit can vary ±500 m in along-
shore position. This highlights the equifinality in the model and the need for
validation rather than further optimization to prevent overfitting.
The model’s sensitivity can vary significantly depending on the CSI of interest.

For combined CSIs, the model is relatively insensitive to the wave energy dissip-
ation coefficient (𝛼𝑟𝑜𝑙) and the dry cell erosion factor (𝜃𝑠𝑑). However, 𝜃𝑠𝑑 is a
critical parameter in modeling the shoreline position. Furthermore, input likeli-
hoods and optimal parameter settingsmay differ depending on the area of focus.
Because of these sensitivities, the parameter values that yielded the best results
may not be transferable, and there may be no single ’best’ generic value for each
parameter. Our results underline the importance of a good model calibration
practice. Herein, the calibration area and parameter(s) of choice should be con-
sistent with the CSIs to predict, as they can significantly impact the outcome of
the (manual) calibration procedure.





5
Synthesis

The contents of this dissertation explore uncertainties in predictions of large-
scale sandy interventions. From Chapter 3, we can conclude that it is possible
to estimate the uncertainty in predicting the volumetric changes of a large-scale
nourishment with a relatively simple model. In some instances, these relatively
simple models, as used in Chapter 3, do not provide information on all desired
coastal state indicators (CSIs). Especially since the CSIs can display contrasting
behavior, Chapter 2. It is possible to estimate uncertainty with more complex
coastal area models with a higher skill at predicting more complex predictors
such as beach width or inter-tidal area (Chapter 4). However, such a 2D coastal
area analysis comes at the cost of a high computational effort, a very complex
analysis, and low transferability to other sites. This makes a trade-off between
effort and predictability of more complex CSIs inevitable. This chapter explores
the expected evolution after a large-scale sandy intervention, the benefits of in-
creasing model complexity in predicting it, and how to quantify uncertainty in
the predictions for the next intervention.

5.1. Evolution of large-scale sandy interventions in general
This dissertation focuses on two large-scale sandy interventions in the coastal
zone, the Hondsbossche Dunes (HD) and the Sand Engine (SE). At both inter-
ventions, significant equilibration in cross-shore and alongshore directions is ob-
served. The alongshore equilibration process at the HD had a longer time-scale
than the cross-shore adaptation. Considering the examples of large-scale sandy
interventions of Fig. 1.1, this does not necessarily have to be a generic observa-
tion but will depend on the intervention’s geometry and local forcing conditions,
such as the wave and wind climate. The SE is a case with a very strong signal be-
cause of its protruding geometry (high cross-shore over alongshore width ratio)
and very distinct zones in which different processes dominate, such as the tide-
dominated lagoon and the wave-dominated head of the SE. The HD protrudes
less but still exhibits a strong alongshore equilibration signal. However, the sub-
aerial evolution at the SE and the HD is quite different. At the HD, observed

91



5

92 5. Synthesis

dune growth is relatively strong compared to the nearby coast. In contrast, at
the SE, the dune growth is relatively low because of interception by local geo-
metric features of the design, such as the dune lake and lagoon (Hoonhout &
de Vries, 2017). Further generalization remains challenging due to large-scale
sandy interventions’ wide range of dimensions and designs.
The uncertainty quantification of Chapter 3 and 4 were carried out for the SE.

With its lower coastline gradient andmore elongated shape, the HDhas aweaker
signal-to-noise ratio and is, therefore, more difficult to reproduce with a model.
This could mean that the relative importance of epistemic uncertainty is higher
for the HD than for the SE. The HDs’ alongshore geometry is more homogeneous
compared to the SE. This possibly reduces the spatial differences in uncertainty.
However, significant differences can be observed at the HD on a smaller scale.
Locally, beaches may be narrower or wider, and dune volume changes can fluc-
tuate. These local scale variations are especially difficult to capture in a model.
The environmental conditions at both study sites are pretty comparable. Yet,
variations in grain size and wave climate can be important. These sensitivities
to geometry and environmental variables are considerations that need to be ac-
counted for when extending the results of this thesis to future large-scale sandy
interventions.

5.2. Increasingmodel complexity
In this dissertation, both a one-line (Chapter 3) and a coastal area modeling
(Chapter 4) approach were used to examine uncertainty. The area modeling ap-
proach allowed for a more detailed analysis of how uncertainty was generated,
but at such a computational cost that it was not used to investigate the relative
importance of model parameter uncertainty compared to epistemic uncertainty
sources. Yet, using these different approaches leaves an important question
unanswered: ”Is model uncertainty an equally important source of uncertainty
when a more complex model is used?”.
The predictions of Chapters 3 and 4 are not directly comparable. Therefore,

the one-line model is rerun for the same period as the coastal area model, and
the likelihood definition for the coastal areamodel is changed to a volume-based
one (e.g., using eq. 4.3 only), comparable to what was used with the one-line
model. Although it was a deliberate choice not to use the one-line model of
Chapter 3 to predict the initial adaptation of the SE, it can be done at the cost
of a lower predictive skill (Fig. 5.1a,b). By changing the hindcast period and the
likelihood definition, not all differences are cleared because in the comparison
with observations, different choices were made to in- (one-line) or exclude (area
model) parts of the subaerial zone, and other skill and threshold definitions were
used. Despite these differences, there are several noteworthy similarities in res-
ults. First, both predictions show increased uncertainty at moments in time with
more considerable volume changes. Second, the 90% confidence interval is of
the same order of magnitude (Fig. 5.1b,d). Last, both models show a similar
temporal variation and are especially good at representing the observed volume
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change between consecutive surveys at t= 88, 125, 158, and 373 d (Fig. 5.1a,c).
Nevertheless, there are also some noteworthy differences. For instance, the skill
of the coastal area predictions is higher than that of the one-line prediction, and
the likelihood distribution of the coastal area model is more asymmetrical, with
a higher likelihood for lower volume changes. As a result of the higher skill, the
50% confidence interval of the coastal areamodel is about 1.5 times smaller than
that of the one-line model.
This comparison shows that a simpler one-line model approach can be an ap-

propriate tool in uncertainty quantification. Especially considering the enormous
difference in computational effort (minutes versus days), which allows for much
more one-line predictions, longer time-scales, and a more thorough parameter
space investigation. For the one-linemodel approach, the quantified uncertainty
is probably governed by model structural error (W. E. Walker et al., 2003), and
model parameter uncertainty dominates when usingmore complexmodels with
more parameters. This suggests that for the coastal area model approach, un-
certainty will remain an important source, albeit that the time scale on which
it would be responsible for more than half of the uncertainty is probably a bit
longer than 2.5 years when applied in a similar approach to that of Chapter 3.
Note that with increasing time-scales, a one-linemodel approach becomesmore
andmore favorable. However, if looking at decadal time-scales also sea-level rise
will become important (Le Cozannet et al., 2019).

5.3. Model selection
To assess uncertainty in the computations and obtain the highest level of inform-
ation on the CSIs of interest, a trade-off must be made between effort (computa-
tion time, prediction horizon) and skill in predicting the particular CSI(s). A sim-
pler model can be run more often, increasing the information obtained. How-
ever, if a single prediction has limited skill, the quality is lower, resulting in less
information per simulation. This relation indicates an information optimum ex-
ists in this quality-quantity space for each CSI. Since performance measures can
vary with a project’s design and success definition, the model choice becomes a
trade-off between optima for each CSI. As a result, a simpler model can lead to a
higher level of information depending on the project and desired performance
indicators.
A simple one-line model, as used in Chapter 3, has high computational effi-

ciency, e.g., leads to a low computational time or allows evaluation of longer
time scales. Model setup requires relatively little and accessible information (e.g.,
initial and boundary conditions can be derived from freely accessible sources
such as satellite data and global wave models). Due to model description and
input data, it is only skilled at predicting shoreline response and volume change.
Also, the necessary data for uncertainty quantification is easily accessible, as it
can be derived from satellite images. A more advanced one-line model (e.g.,
ShorelineS, Roelvink et al., 2020) that includes dune building and erosive pro-
cesses improves results at the HD (Roelvink et al., 2024). However, it requires
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Figure 5.1.: Comparison of uncertainty bounds with the one-line and the coastal
area model of respectively Chapter 3 and Chapter 4 for the first 12
months after placement of the SE. Volume change between consecut-
ive surveys is predicted with a) the one-line model and b) the coastal
area model. Total volume change since August 2011 predicted with
c) the one-line model and d) the coastal area model (d). Grey shades
indicate the 50 and 90% confidence interval of the posterior distribu-
tions, the black line the simulation with the highest likelihood, and
the black dots the observed volume changes.

more input data, such as nearshore waves and cross-shore indicators, such as
(initial) dune height or beach width. Also, validation and uncertainty quantific-
ation of the model requires more detailed data because the added processes
add degrees of freedom to the model. On the performance side, these models
probably have a higher skill at predicting beach width and can givemore detail in
the distribution of volume in the cross-shore. Coastal area models (e.g., Delft3D
Lesser, 2009), on the other hand, are computationally less efficient. They require
more detailed input data, such as high-resolution bathymetry data, and more ef-
fort in model setup, e.g., making multiple computational grids for wave propaga-
tion and morphodynamics and possible nested grids. Also, calibration and un-
certainty quantification require more effort because of the many free model
parameters, related degrees of freedom, and high computational times. On the
performance side, these models can produce relatively high skill in each dimen-
sion or CSI. Nevertheless, these models are not perfect and miss processes that
can be important for reproducing certain CSIs, such as aeolian transport, dune
erosion, or 3D processes. At the cost of an even higher effort, at least dune
building processes have been included (van Westen et al., 2024). Yet, consider-
ing computational efficiency, it remains questionable whether assessing such a
complicated series of models within a probabilistic framework is possible at this
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point.
The trade-off that is part of this model selection is illustrated with a radar chart

for uncertainty quantification in predictions of large-scale sandy interventions,
Fig. 5.2. A chart with quality of prediction (performance) indicators on one side
and effort indicators on the other. A skilled prediction will result in a high score
for each performance indicator. In contrast, on the effort side, a high score in-
dicates low computational costs, model preparation, and requirements for data
availability to quantify uncertainty (with GLUE). A larger area covered by a model
typemeansmore information. More advancedmodels cover a larger area on the
performance side. On the effort side of the graph, less complex models cover
more area. But filling this out for the previously mentioned models shows that
a different choice of model can result in a larger area, thus more information.
It’s worth noting that the model with the largest area may not always be the
most informative for each CSI. For example, a simple one-linemodelmay provide
enough information when predicting volume. However, if both area and volume
need to be predicted, a coastal area model may provide the highest level of in-
formation for these two CSIs combined. Generally, the type of model required
in a probabilistic analysis will depend on the design of the large-scale sandy in-
tervention and the related evolution of the CSI(s) of interest.

5.4. How to quantify uncertainty in future predictions?
To assess uncertainty in the predictions of the next large-scale sandy interven-
tion, six steps are advised:

1. Define CSIs for the success of the project and the timescales of interest
2. Select appropriate model(s)
3. Define relevant sources of intrinsic and epistemic uncertainty
4. Define prior distributions of model parameters and variations in boundary

conditions
5. Propagate priors through the model to arrive at apriori likelihoods of the

CSIs
6. Update the likelihood when observations become available

The first step is considering the CSIs defining the project’s success and the time
scales of interest. It is important to do so before working out a model strategy
and before model calibration because it can affect the strategy of choice and the
importance of sources of uncertainty. Second, an appropriate model or model
strategy that optimizes the information level for these CSIs should be chosen.
This step is followed by an analysis of the intrinsic sources of uncertainty that
might play a role for the large-scale intervention in question. For example, a
nearby river may have varying sediment loads, fluctuations in wave forcing at
the open coast, or varying wind-driven currents in a more enclosed location. In
case of using data with lower accuracy (e.g., shoreline derived from satellite im-
agery) for uncertainty quantification, it is more elegant to assume observations
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Figure 5.2.: Level of information trade-off between effort and quality for uncer-
tainty quantification with different morphological models for assess-
ment of large-scale sandy interventions.

as stochastic to account for observation errors. This requires an adjustment of
the likelihood definition, but the methodology can remain basically the same.
Next, prior distributions of model parameters and intrinsic sources of uncer-
tainty should be defined. When there is (sufficiently long) observation data of
environmental conditions available, this can be used to quantify the variations
to be expected. Model parameters can be based on measurements of previous
large-scale interventions with the GLUE method in case observations are avail-
able. When no data is available to use in the GLUE procedure, (global) sensitivity
analysis (Saltelli et al., 2008) is a valuable tool to find the critical variables that can
lead to a variation in predictions. Note that a one-at-a-time sensitivity analysis
will not suffice because of correlations between different sources of uncertainty.
When no observations of environmental conditions are available, variability in
forcing can be derived from global models (and nearshore translation). Priors
of model parameters can be chosen based on past experience. Afterward, in
step four, uncertainty can be quantified by utilizing these prior distributions to
propagate them through the model and arrive at an apriori distribution of its
output. Finally, in step five, Bayes theorem allows for updating these prior pre-
dictions with observations that come available after construction (e.g., Kroon et
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al., 2017). This can lead to either an increase or decrease of uncertainty (W. E.
Walker et al., 2003), depending on how well observations match the apriori es-
timated likelihood.

5.5. How tomanage uncertainty for large-scale sandy
interventions?

The adaptability of sandy interventions is the reason to change coastal manage-
ment strategies in light of uncertain expectations of sea level rise. An apparent
downside is the increased uncertainty of using loose-placed sand as a building
material in the coastal zone.
To overcome this disadvantage, it is advisable to use the results of a prob-

abilistic volume change prediction of a large-scale nourishment, as described in
paragraph 5.4, to feed a (semi-)probabilistic dune safety assessment to gather in-
sight on the failure probability. In such an analysis, there will not be a minimum
volume or profile to guarantee, only a minimum failure probability.
Furthermore, this thesis shows that uncertainties are most significant in the

initial years after placement of large-scale sandy interventions. Yet, this model
uncertainty can be reduced by updating the apriori likelihood with the observed
changes in the first two or three years. In the case of a design, build, and main-
tenance contract, as was the case for the HD, it could be favorable to all parties to
spread the initial maintenance risk over both the contractor and the contracting
party and then reevaluate the expectedmaintenance after two or three years. In
this way, the contractor is not responsible for disproportionate risks but is still
motivated to design a solution that minimizes lifetime costs.





6
Conclusion

6.1. Conclusion
Theobjective of this thesiswas to identify uncertainty in predictions of large-scale
sandy interventions in the coastal zone and its effect on different coastal state in-
dicators. Therefore we applied and validated a stochastic method for evaluating
large-scale sandy interventions in the coastal zone. We did this by looking at two
large Dutch interventions; the Sand Engine and the Hondsbossche Dunes mega-
nourishments and we have used different types of morphological models in the
stochastic framework. To achieve this goal, we have identified several research
questions and provided their answers below.

How do various coastal state indicators evolve in the first years after the
implementation of a large-scale sandy intervention?

The Hondsbossche Dunes project is a combined shoreface, beach, and dune
nourishment of 35 million m3 sand. The nourishment was built to replace the
flood protection function of an old sea-dike while creating additional space for
nature and recreation. To assess how coastal state indicators such as beach
width and subaerial sediment volume evolve after placement of a large-scale
nourishment we analyzed the evolution of this newly created sandy beach sys-
tem in the first 5 years after placement. Nearly twenty topographic surveys are
used to examine the redistribution of sediment volume in both the along and
cross-shore directions and the adaptation of the post-nourishment profiles with
initially wide beaches.
In the first years after implementation, large local volume changes up to 1000

m3 per meter alongshore were observed. Yet, net volume losses in the 9 km
coastal sectionwere less than 5%, indicating that reworkingwasmostly local. The
central part of the nourished site stands out as an erosive zone, with large (60 to
140 m3/m/y) erosion. This erosion is predominantly in the subaqueous part of
the profile and coincides with a shoreline retreat of about 80 m. Lateral coastal
sections on the other hand show large accretion and a waterline migration of
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around 30 m-seaward. The man-made cross-shore beach profile rapidly mimics
the adjacent beaches, as the surfzone slope is adjusted within two winters to a
similar slope.
The seaward sandy extension of the sea dike creates a significant coastline

curvature. The observed net profile volume change is, at several sections of the
nourishment, strongly correlated (𝑟2 > 0.6) with this planform curvature. In our
observations, the local change in waterline position, Δ𝑋𝑠, correlates well with
the volume change in the full profile Δ𝑉𝑝 (𝑟2 = 0.84). Finding this strong correl-
ation suggests that the use of one-line models is appropriate when predicting
the volume and coastline change of mega-nourishments.
An important observation is that the subaerial and subaqueous parts of pro-

files display contrasting behavior in the first years after placement. The dune
volume increases in the first years after implementation with 30 m3/m/y; for
many profiles, this net gain in volume is found regardless of the erosive trend
in the lower part of the profile. The magnitude of the dune volume increase at
the nourished site is three times higher than at the adjacent coast. This implies
that the nourishment is bringing additional sediment volume above surge level,
which is key to coastal safety.
As the dune foot migrates in the seaward direction and the shoreline moves

landward, the beach width is reduced from two sides. The initially wide beaches
(i.e., up to 225 m) are transformed in five years to about 100 m-wide, similar to
adjacent beaches. The similarity in beach widths near the end of the five years in-
vestigated suggests that upcoming storm events may be able to erode sediment
from the dunes, potentially reducing the excessive net growth of dune volume
in the near future.

What is the relative importance of epistemic uncertainty versus intrinsic
uncertainty?

We have included both intrinsic and epistemic uncertainty in a probabilistic
framework, to investigate the relative importance of these uncertainties in the
evolution of a sandy solution. To this end, we assessed a large-scale nourish-
ment case with a one-line model in a probabilistic framework. In this framework,
transport and volume loss are considered to be a function of random wave for-
cing (intrinsic uncertainty) and calibration settings (epistemic uncertainty). The
variance of both stochastic variables are based on observations using the Sand
Engine nourishment.
We show that confidence interval width and variance of predicted volume loss

increasewhen allowing formodel uncertainty. The confidence interval width and
variance increase further (40%) if we not only recognize uncertainty in ourmodel
but also include a correlation (of 𝜌 = 0.5) betweenmodel parameter settings and
wave forcing. For the Sand Engine nourishment examined here, the contribution
of model uncertainty to the variance of total volume loss is of the same order of
magnitude as the contribution of wave climate variability after a 2.5-year sim-
ulation period, indicating that accounting for wave climate variability only, will
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produce significant overconfidence in the results. Nevertheless, on a monthly
time scale the fraction of variance attributed to wave climate variability is three
times larger than that of model uncertainty, thus reducing the importance of
model uncertainty in predicting initial nourishment development.
For multi-year time scales, model uncertainty will become the dominant con-

tribution: more wave energy in one year is compensated by less wave energy
in another, whereas model uncertainty is a cumulative effect that grows with
each time step. Naturally, the relative importance of model uncertainty over
wave climate variability depends on the complexity and skill of themodel. In gen-
eral, probabilistic frameworks favor less complexmodels to reduce computation
time at the cost of a lower model skill. Consequently, increasing the relevance of
model uncertainty assessment within the framework.
These findings imply that for coastalmodelling purposes a dual approach should

be considered, evaluating both epistemic and intrinsic uncertainties. Especially
when forecasting large scale projects, with simplifiedmodels on amulti-year time
scale, the uncertainty in model settings may be the principal source of uncer-
tainty.

How is the uncertainty in predicting coastal state indicators developing
over time and space?

The multi-dimensional parameter space of a coastal area model was explored
to quantify model parameter uncertainty in predicted coastal state indicator val-
ues to assess how the uncertainty develops over time and space. We examined
(spatial and temporal variations of) coastal state indicators bed level, sediment
volume in budget areas, and shoreline position. Uncertainty was quantified with
over 1000 Delft3D computations of the Sand Engine mega-nourishment’s first
14-month evolution after construction.
An extensive set of model parameters is considered and systematically re-

duced to five key parameters. Uncertainty in these five model parameters trans-
lates into significant uncertainty in predicted coastal state indicator (CSI) values.
Volume changes for sediment budget analyzes can vary by 75−85% of predicted
changes, predicted coastline position by ± 100 m, and bed level change confid-
ence by up to 5 m (90% confidence values). The parameter uncertainty creates
the widest confidence intervals at locations and moments when the changes in
CSIs are most significant. For the Sand Engine, this translates into wide confid-
ence intervals for bed level and coastline predictions in the spit area and around
the -2m+NAP isobath. Wave forcing is important as 90% of this uncertainty is
generated in the first seven high-energetic months. The resulting uncertainty
distributions are non-Gaussian with an asymmetric shape to larger changes.
The suspended sediment transport scaling (𝑓𝑠𝑢𝑠), the breaker index (𝛾), and

the grain size (𝑑50) contribute the most to the overall uncertainty in the Delft3D
morphodynamic predictions. Because the investigated parameters are partially
correlated, finding true optimal parameter settings or confirming the existence
of a single optimal set is challenging.
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Across the different parameter sets with very high and comparable skill, out-
comes can be substantially different. For example, volume changes in the center
of the SE can vary with ±50%, and the tip of the spit can vary ±500 m in along-
shore position. This highlights the equifinality in themodel: different results that
are equally consistent with observations. Therefore, it is more valuable to focus
on validation to reduce the number of highly skilled parameter sets rather than
further optimization by increasing resolution around highly skilled parts of the
parameter space, which could potentially lead to overfitting.
The model’s sensitivity can vary significantly depending on the CSI of interest.

For combined CSIs, the model is relatively insensitive to the wave energy dissip-
ation coefficient (𝛼𝑟𝑜𝑙) and the dry cell erosion factor (𝜃𝑠𝑑). However, 𝜃𝑠𝑑 is a
critical parameter in modeling the shoreline position. Furthermore, input likeli-
hoods and optimal parameter settingsmay differ depending on the area of focus.
Because of these sensitivities, the parameter values that yielded the best results
may not be transportable, and there may be no single ’best’ generic value for
each parameter. Our results underline the importance of a good model calibra-
tion practice. Herein, the calibration area and parameter(s) of choice should be
consistent with the CSIs to predict, as they can significantly impact the outcome
of the (manual) calibration procedure.

6.2. Outlook
Several ongoing developments can stimulate uncertainty quantification in coastal
morphology prediction practice. To increase the level of information, on the one
hand, acceleration techniques, reduction of computation times and improved
computation power can further improve the effort side of more complex mod-
els (e.g., Luijendijk et al., 2018). In addition, surrogate models can come of use to
combine the efficiency of simpler models with the detail of more complex mod-
els for the CSIs that don’t follow from the simpler approach. However, this adds
a step to the procedure of finding an appropriate surrogate (e.g., Berends et al.,
2019; Le Cozannet et al., 2019). On the other hand, adding more descriptions
of non-equilibrium processes to coastline models (e.g., Larson et al., 2016; Mar-
inho et al., 2017) could improve the description of other CSIs than volume for
such models, thereby improving the performance side, especially for the mod-
els that score high on the effort side. Appropriately resolving these processes
empirically instead of process-based requires a lot of experience with the adapt-
ation of large-scale sandy interventions and the specifics of the system they are
placed in. This means that monitoring and evaluation are key to both advancing
the availablemodels and having data available for uncertainty quantification and
updating.
Remote sensing (e.g., satellite imagery and unmanned aerial vehicles) can be

a tool for monitoring. There is a lot of development in this field (e.g., Gawehn
et al., 2021; Vitousek et al., 2023) that has the potential to provide high spatial
and temporal resolution information at a lower cost than in-situ measurements.
Withmore data available, tools based on patterns rather than physical processes
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emerge, such as machine learning or artificial intelligence in general. Montaño
et al. (2020) show that both traditional shoreline models and machine learning
techniques could reproduce shoreline changes at an (undisturbed) New Zealand
beach. However, a machine-learning approach requires a lot of data. Something
that is not often available in coastal morphology in general, but especially not
in the case of large-scale sandy interventions. This means that using artificial
intelligence to predict system behavior after significant disturbances, such as
large-scale sandy interventions, will be challenging for now.
The radar chart (Fig. 5.2) is only a qualitative tool to select a model for uncer-

tainty quantification. In statistical modeling, criteria that maximize the simula-
tion likelihood but penalize the number of parameters are used. Examples of
such criteria include the Akaike information criterion (AIC) (Akaike, 1974) and the
Bayesian Information Criterion (BIC) (Schwarz, 1978). Such criteria are formu-
lated to prevent overfitting because allowing for more degrees of freedom inher-
ently comes with a higher likelihood. However, in case of overfitting, extra para-
meters can reduce the model’s predictive capacity. In the case of process-based
models, it could be argued that the penalty for adding additional parameters
should be lower because there is a physical reason for allowing more degrees of
freedom. However, in many cases, added coefficients have little physical mean-
ing left to them as they are used as aggregated adjustment buttons. Therefore,
developing a similar criterion tomake the selection proceduremore quantitative
could be an interesting path for future research.
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A
Elementary Effects

The Elementary Effects method can analyze the sensitivity of themodel outcome
to several parameters. Thismethod is used to further reduce the 16Delft3Dpara-
meters that remain after expert judgement and further reduce the parameter set
to the five most influential parameters to be used in the GLUE analysis.

A.1. Methods
The elementary effects (EE)method is a one-at-a-time sensitivity analysismethod
(Saltelli et al., 2008). It is an effective screening method for models with many
parameters, requiring a relatively low number of computations. The concept of
elementary effects was first proposed by Morris (1991) as a tool to find the input
parameters of amodel whose effects could be considered (a) negligible, (b) linear
and additive, or (c) non-linear or involved in interactions with other parameters.
An elementary effect represents the difference between the model evaluations
of two simulations, which differ in only one input parameter. The elementary
effect 𝐸𝐸𝑖 of input parameter 𝑋𝑖 is given by:

𝐸𝐸𝑖 =
𝑌(𝑋1, ..., 𝑋𝑖 + Δ, ..., 𝑋𝑘) − 𝑌(𝑋1, ..., 𝑋𝑖 , ..., 𝑋𝑘)

Δ , (A.1)

where vectorX = (𝑋1, …, 𝑋𝑘) represents the input parameters, 𝑘 represents the
number of varied parameters, and Δ is a normalized increment value by which
one of the input parameters is changed (i.e. Δ is a value in the interval [0, 1] that
is transformed to the ranges of the parameter: 0 and 1 correspond to the lower
and upper limits, respectively). 𝑌(X) is the model evaluated at point X, that is,
the output variable considered.
The parameter space is discretized into a 𝑝-level grid (every parameter can

vary across 𝑝 levels). Starting from a random base vector X of length 𝑘 (contain-
ing one value for each parameter), every input parameter is changed by Δ one
after another, with the condition that every parameter is changed exactly once
and the order is randomized (Δ must be chosen so that it fits the 𝑝-level grid).
This results in a random trajectory through the 𝑘-dimensional parameter space.
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Since every input parameter is changed exactly once during the trajectory, one
EE per parameter can be computed. This process is repeated 𝑟 times (𝑟 = 𝑂(10)),
resulting in 𝑟 trajectories and 𝑟 EE’s per parameter (Fig. A.1). The model sensitiv-
ity to a certain input parameter can then be examined by computing the mean,
𝜇, and standard deviation, 𝜎, of the EE of that parameter. Thus, 𝜇𝑖 represents
the overall influence of parameter 𝑋𝑖 on model output 𝑌, while 𝜎𝑖 indicates the
ensemble of the effects of the parameter. A high value of 𝜎𝑖 would imply that the
EE’s of 𝑋𝑖 vary strongly among the trajectories, i.e., the model’s response to the
parameter is non-linear and/or the parameter interacts with other input para-
meters (see also Fig. A.2). Therefore, the method provides information on the
input parameters’ influence, dependence, and non-linearity.
When the model is non-monotonic, the EEs for a specific parameter can be

positive and negative, resulting in a low average value. Therefore, an additional
value, 𝜇∗, is computed as the mean of the absolute values of a parameter’s EE
(Campolongo et al., 2007). Furthermore, 𝜇∗ provides a good proxy of the total
variance-based sensitivity index, making it a suitable measure for a parameter’s
absolute influence. The corresponding loss of information on the EE’s sign can
be prevented by simply computing all three sensitivity measures (𝜇, 𝜇∗, and 𝜎).

Figure A.1.: Example of 𝑟 EE-trajectories through the 𝑘-dimensional parameter
space of a model for a) 𝑘 = 2 and 𝑟 = 3 and b) 𝑘 = 3 and 𝑟 = 5. Source:
Likhachev (2019)

The chosen parameters and their respective ranges and levels are summar-
ized in Table A.1. 𝑝 and Δ are directly related, as Δ needs to fit the applied levels.
A convenient way to ensure that the sampling process guarantees equal probab-
ility for each level is to assign an even value to 𝑝 combined with Δ = 𝑝/(2(𝑝 − 1))
(Saltelli et al., 2008). The choice of 𝑟 depends on several factors and usually lies
between 10 and 50 (Campolongo et al., 2007). On the one hand, a larger 𝑟 is de-
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sirable as it increases the sampling resolution of the parameter space. On the
other hand, each additional trajectory increases the number of simulations by
𝑘+1 (the total number of simulations is given by 𝑟(𝑘+1)). Moreover, the choice
of 𝑟 is strongly related to 𝑝. A larger value of 𝑝 divides the parameter space
into more levels, inherently increasing the resolution. However, the effective
sampling resolution only improves if the increase in 𝑝 is combined with a higher
value of 𝑟, as a small number of trajectories would leave a large part of the para-
meter space unexplored. In short, the choice of 𝑟 and 𝑝 depends on the desired
sampling resolution and the available computational budget. Previous studies
have indicated that values of 𝑝 = 4 and 𝑟 = 10 can already lead to reliable results
(Campolongo et al., 2007; Saltelli et al., 2008, and references therein). This study
examines the sensitivity to 𝑘 = 16 parameters; to achieve a sufficient sampling
resolution, r is chosen well above this threshold, at 𝑟 = 20 and 𝑝 = 4. This gives a
step value of Δ = 𝑝/(2(𝑝 − 1)) = 2/3. Whenever a parameter is increased or de-
creased by Δ, it effectively skips one level. The 20 trajectories consist of 𝑘 + 1 = 17
simulations each, resulting in 340 simulations. The applied parameter settings
are summarized in Table A.2.
The python package SALib (Iwanaga et al., 2022) is used to draw 20 random

sampling points in the 16-dimensional unit hypercube, their coordinates all equal
to one of the four levels ([0, 0.33, 0.67, 1]). These form the base vectors of the
20 trajectories. The components of each base vector are then one-by-one in- /
decreased by Δ, in randomorder, resulting in 16 additional vectors per trajectory.
Any two consecutive vectors differ in exactly one component. Once all the tra-
jectories are created, the vector components (representing coordinates in the
16-dimensional unit hypercube) are transformed to the respective parameter
ranges to give the parameter sets for the simulations (Table A.1).
The elementary effects are calculated for bed level, shoreline position, and

volume changes. The calculation of the EE’s for the shoreline position and bed
level change are computed as the average difference in bed level or shoreline
position.
Once the EE’s have been computed, the sensitivity measures can be derived,

and the parameters can be compared. The examined parameters are plotted in
𝜇∗−𝜎 space, showing the parameters’ influence on the x-axis and non-linearity /
interdependence on the y-axis (Fig. A.2). All parameters above the line 𝜇∗ = 𝜎 can
be considered to be involved in significant interactions or non-linearities, while
the ones below the line are not (Khare et al., 2019).

A.2. Results
The EEs are computed over four control areas for the cumulative volume changes
(Fig. 4.5). 𝑓𝑠𝑢𝑠 is the most influential parameter, as it has the highest influence
(𝜇∗) for all four areas. It is followed by 𝑑50 and the 𝑓𝑎𝑐𝐷𝑆𝑆, which are close to
each other in all four areas. The suspended sediment transport significantly in-
fluences the predicted volume changes as all these parameters are included in
the sediment concentration term. After this ’top three,’ a second group of para-
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Cat. Parameter Symbol Def. Ref. Range

H

Bed roughness (Chézy)
[𝑚1/2/𝑠] 𝐶 65 65 50 60 70 80

Horizontal eddy
viscosity [𝑚2/𝑠] 𝜈𝑏𝑎𝑐𝑘ℎ 0 1 0.1 0.73 1.37 2

Horizontal eddy
diffusivity [𝑚2/𝑠] 𝐷𝑏𝑎𝑐𝑘ℎ 0 1 0.1 0.73 1.37 2

W

Breaker index 𝛾 0.55 0.73 0.55 0.63 0.72 0.8
Breaker index limiter 𝛾𝑚𝑎𝑥 0.8 0.55 0.63 0.72 0.8
Wave dissipation

coefficient 𝛼𝑟𝑜𝑙 1 1 0.1 0.73 1.37 2

Mean roller slope 𝛽𝑟𝑜𝑙 0.1 0.1 0.01 0.07 0.1370.2

S

Suspended transport
scaling (current) 𝑓𝑠𝑢𝑠 1 0.5 0.1 0.4 0.7 1

Suspended transport
scaling (waves) 𝑓𝑠𝑢𝑠,𝑤 1 0.2 0.1 0.4 0.7 1

Bed-load transport
scaling (current) 𝑓𝑏𝑒𝑑 1 0.5 0.1 0.4 0.7 1

Bed-load transport
scaling (waves) 𝑓𝑏𝑒𝑑,𝑤 1 0.2 0.1 0.4 0.7 1

Median grain diameter
[𝜇𝑚] 𝑑50 300 200 250 300 350

Suspended grain size
factor 𝐹𝑎𝑐𝐷𝑆𝑆 1 1 0.6 0.73 0.87 1

M

Streamwise bed slope
coefficient 𝛼𝑏𝑠 1 10 1 9 17 25

Transverse bed slope
coefficient 𝛼𝑏𝑛 1.5 15 1 9 17 25

Dry cell erosion 𝜃𝑠𝑑 0 1 0 0.33 0.67 1

Table A.1.: Overview of the initial parameter shortlist, showing the 16 selected
parameters, default values (if available), applied values in the refer-
ence simulation (Luijendijk et al., 2019), and the ranges for the SA, di-
vided into four levels.

Parameter Symbol Value
Number of parameters 𝑘 16
Number of trajectories 𝑟 20

Number of levels 𝑝 4
Normalised step value Δ 2/3
Normalised levels [0, 0.33, 0.67, 1]

Total amount of simulations 𝑟(𝑘 + 1) 340

Table A.2.: Summary of parameter settings for the EE method.
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Figure A.2.: Example plot of a parameter comparison by the EE method, plotting
the mean (𝜇∗) and standard deviation (𝜎) of the EE’s for every input
parameter, measured to output variable 𝑌𝑗. The dashed line repres-
ents the 𝜇∗ = 𝜎 line.

.

meters shows similar degrees of influence across the four areas (see red circles
in Figure 4.3). This group consistently includes 𝐶, 𝑓𝑠𝑢𝑠,𝑤, 𝛼𝑟𝑜𝑙, 𝛽𝑟𝑜𝑙, 𝛾, 𝛾𝑚𝑎𝑥, and
𝜃𝑠𝑑. Their relative influence shows variations among the four areas but is gener-
ally close. 𝛼𝑟𝑜𝑙, 𝛾, and 𝜃𝑠𝑑 lead this group. In the South section, 𝑑50 and 𝑓𝑎𝑐𝐷𝑆𝑆
also belong in this second group. The remaining parameters are consistently at
the low end of the 𝜇∗-axis, implying low influence on volume changes. Except for
𝑓𝑠𝑢𝑠, all parameters are relatively close to the 𝜇∗ = 𝜎 line. Specifically, no other
parameter is consistently located far off the line. This suggests that interaction
effects are not extreme, yet exist for most parameters. Note that the relatively
low value of 𝜎 for 𝑓𝑠𝑢𝑠 does not mean that it does not interact with other para-
meters or that the model response to this parameter is linear. It still has the
largest absolute 𝜎 of all parameters. Rather, its position below the dashed line
suggests that the overall influence of the parameter overshadows the interac-
tion/ non-linear effects. The simulations of one of the EE trajectories showed
unrealistically strong erosion patterns for a particular combination of 𝑓𝑠𝑢𝑠,𝑤 and
𝛼𝑟𝑜𝑙. This trajectory is treated as an outlier for the EE analysis (i.e., the results are
based on 323 of the 340 simulations) because it results in unrealistically high 𝜎
values.
Also, for the coastal state indicator shoreline position, 𝑓𝑠𝑢𝑠 is the most influen-

tial parameter (Figure 4.4, upper panels). The 𝑑50 and 𝐹𝑎𝑐𝐷𝑆𝑆 are less influential
than compared to CSI volume changes. The ’second group’ now clearly consists
of seven parameters (red dashed circles): 𝑑50, 𝐹𝑎𝑐𝐷𝑆𝑆, 𝑓𝑠𝑢𝑠,𝑤, 𝛼𝑟𝑜𝑙, 𝛽𝑟𝑜𝑙, 𝛾, 𝜃𝑠𝑑.
But in this case, 𝐶 falls out of this group. The differences between the entire
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shoreline and the spit area are limited. Only 𝑓𝑠𝑢𝑠,𝑤 is more influential for the
entire shoreline, but the second group is clustered relatively close in both cases.
The results of the EE analysis for the bed levels are comparable to those of the

shoreline. 𝑓𝑠𝑢𝑠 remains dominant over the other parameters, indicating that it is
by far themost influential parameter for the appliedmodel. After that, the order
of the remaining seven parameters is similar to that of the shoreline. This group
is a bit more spread out and, like the volume changes, is led by 𝑑50 and 𝐹𝑎𝑐𝐷𝑠𝑠.
Based on the results of the previous sections, a final ranking of the parameters

is created. The parameters are ranked for each of the three output categories
(Volume changes, shoreline position, and bed levels) based on their correspond-
ing 𝜇∗ value. For each output category, the components are given equal weight
(e.g., for the volume changes, the parameters are ranked by their average rank
for the four control areas). Note that this is a simple ranking, meaning it does
not represent the absolute difference in influence between parameters. Hence,
some parameters are tied for the same rank. The ranking (Table A.3) shows the
dominance of 𝑓𝑠𝑢𝑠, which ranks first for each category. The parameters 𝑑50 and
𝐹𝑎𝑐𝐷𝑆𝑆 rank second and third for the volume changes and bed levels but only
tied sixth for the shoreline. Note, however, that for the shoreline, ranks two to
seven have similar 𝜇∗ values and mainly differ in 𝜎. 𝛾, 𝛼𝑟𝑜𝑙, 𝛽𝑟𝑜𝑙, 𝜃𝑠𝑑 and 𝑓𝑠𝑢𝑠,𝑤 all
consistently feature in the top seven as well. In fact, the top eight of each cat-
egory consist of the same eight parameters (except for 𝐶, which takes the place
of 𝑓𝑠𝑢𝑠,𝑤 for the volume changes). These eight parameters form a more influen-
tial group, whereas the remaining eight parameters hardly feature in the top ten
for any output category.
The final selection for the GLUEmethod consists of the following five paramet-

ers: 𝑓𝑠𝑢𝑠, 𝑑50, 𝛾, 𝛼𝑟𝑜𝑙, and 𝜃𝑠𝑑 (Table 4.1). The selection of each parameter is briefly
discussed below.

• Suspended sediment transport scaling factor, 𝑓𝑠𝑢𝑠
This parameter is themost obvious choice as it is by far themost influential
parameter on every CSI, according to the EE results.

• Median grain diameter, 𝑑50
The 𝑑50 is generally the second most influential parameter, although its
influentiallity is closer to the rest of the parameters than to 𝑓𝑠𝑢𝑠.

• Wave breaker index, 𝛾
According to the EE results, the breaker index 𝛾 is the most influential wave
parameter (slightly ahead of 𝛼𝑟𝑜𝑙, based on 𝜇∗). It effectively determines
at which water depth waves start to break, directly influencing the amount
of energy transferred by breaking waves, which was also found to be an
essential aspect of the SE model by Luijendijk et al. (2017a).

• Wave energy dissipation coefficient, 𝛼𝑟𝑜𝑙
𝛼𝑟𝑜𝑙 is another influential wave parameter. It also shows interesting results
in the performance analysis, as the best value appears to be its upper limit
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(2). This could indicate that the full range of suitable values has not yet
been applied for this parameter and that it might be even more influential.
Finally, it has relatively low 𝜎 values compared to other parameters, making
it less likely to interact with other selected parameters.

• Dry cell erosion factor, 𝜃𝑠𝑑
Luijendijk et al. (2017a) identified dry cell erosion as an important feature
in the SE model. 𝜃𝑠𝑑 is less influential than some of the remaining para-
meters (i.e., 𝐹𝑎𝑐𝐷𝑆𝑆). However, the above four parameters include two sed-
iment and wave parameters. 𝜃𝑠𝑑 adds a morphology parameter to this
group (while the remaining three options would add another wave or sedi-
ment parameter). Although 𝜃𝑠𝑑 does show high 𝜎 values, because of its im-
plementation (affecting the bed update near the wet-dry interface) in the
model, it is not likely to interact strongly with other parameters.

Next, a short explanation of why the remaining three parameters of the influ-
ential group have not been selected.

• Wave-affected sediment transport scaling, 𝑓𝑠𝑢𝑠,𝑤
This parameter is highly influential for the shoreline position (ranks second)
but less so for the other outputs (e.g., ninth for the volume changes). Ad-
ditionally, the performance analysis suggests that the lowest value is by
far the best (30 of the 35 best-scoring simulations), making it easier to
find a fixed value for the parameter. One might argue that this parameter
should be included since the waves form the dominant forcing mechanism.
However, the main wave-affected sediment transport (caused by the wave-
induced alongshore current) falls under the suspended transport, which is
scaled by 𝑓𝑠𝑢𝑠 not 𝑓𝑠𝑢𝑠,𝑤.

• Mean roller slope, 𝛽𝑟𝑜𝑙
𝛽𝑟𝑜𝑙 ranks lowest in absolute influence of the three wave parameters con-
sidered. Only for the volume changes in the South section it is more influ-
ential than 𝛾 and 𝛼𝑟𝑜𝑙. Furthermore, the implementation of 𝛼𝑟𝑜𝑙 and 𝛽𝑟𝑜𝑙 as
scaling coefficient of two dissipation components in the roller energy bal-
ance suggests that they can function as reciprocals of each other. Hence,
adding 𝛽𝑟𝑜𝑙 instead of 𝜃𝑠𝑑 would significantly increase the chance of strong
interaction effects.

• Factor for suspended sediment size, 𝐹𝑎𝑐𝐷𝑆𝑆
Overall, 𝐹𝑎𝑐𝐷𝑆𝑆 is the third or fourth most influential parameter. However,
its direct connection to 𝑑50 suggests interaction effects between the two
will be strong (similar to 𝛼𝑟𝑜𝑙 and 𝛽𝑟𝑜𝑙). Based on these observations and
expert consultation, the assumption is made that part of the uncertainty in
𝐹𝑎𝑐𝐷𝑆𝑆 can be captured by varying 𝑑50.

The range has been adjusted for the GLUE analysis for some of the selected
parameters. In case higher or lower values of a parameter show a particularly
high or low skill, ranges are shifted, extended or narrowed (Table 4.1).
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Rank Volume changes Shoreline position Bed levels
1 𝑓𝑠𝑢𝑠 𝑓𝑠𝑢𝑠 𝑓𝑠𝑢𝑠
2 𝑑50 𝑓𝑠𝑢𝑠,𝑤 𝑑50
3 𝐹𝑎𝑐𝐷𝑆𝑆 𝛼𝑟𝑜𝑙,𝛾,𝜃𝑠𝑑 𝐹𝑎𝑐𝐷𝑆𝑆
4 𝛾 - 𝜃𝑠𝑑
5 𝛼𝑟𝑜𝑙 - 𝑓𝑠𝑢𝑠,𝑤
6 𝛽𝑟𝑜𝑙 𝑑50, 𝐹𝑎𝑐𝐷𝑆𝑆 𝛼𝑟𝑜𝑙, 𝛾
7 𝐶, 𝜃𝑠𝑑 - -
8 - 𝛽𝑟𝑜𝑙 𝛽𝑟𝑜𝑙
9 𝑓𝑠𝑢𝑠,𝑤 𝐷ℎ 𝐶
10 𝛾𝑚𝑎𝑥 𝑓𝑏𝑒𝑑,𝑤 𝐷ℎ

Table A.3.: Top 10 influential parameters, ranked by the 𝜇∗ values obtained from
the EE method. The ranking is given for each CSI (volume changes,
shoreline position, and bed levels).
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2DH 2�Dimensional Horizontal
BSS Brier Skill Score
CDF Cumulative Distribution Function
CI Confidence Interval
CSI Coastal State Indicator
EE Elementary Effects
GLUE Generalized Likelihood Uncertainty Estimation
HD Hondsbossche Dunes
MSL Mean Sea Level
NAP Normaal Amsterdams Peil
OPS Optimal Parameter Set
PDF Probability Density Function
RMSE Root Mean Squared Error
SE Sand Engine
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