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THE STOCHASTIC THIN-FILM EQUATION: EXISTENCE OF
NONNEGATIVE MARTINGALE SOLUTIONS

BENJAMIN GESS AND MANUEL V. GNANN

Abstract. We consider the stochastic thin-film equation with colored Gaussian Stratonovich
noise in one space dimension and establish the existence of nonnegative weak (martingale)
solutions. The construction is based on a Trotter-Kato-type decomposition into a deterministic
and a stochastic evolution, which yields an easy to implement numerical algorithm. Compared
to previous work, no interface potential has to be included, the initial data and the solution can
have de-wetted regions of positive measure, and the Trotter-Kato scheme allows for a simpler
proof of existence than in case of Itô noise.
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1. Introduction

1.1. Setting. Consider the stochastic thin-film equation with quadratic mobility

(1.1) du = −∂x
(
u2∂3

xu
)

dt+ ∂x (u ◦ dW ) for (t, x) ∈ [0, T )× TL,
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2 BENJAMIN GESS AND MANUEL V. GNANN

where T, L ∈ (0,∞) and TL denotes the torus of the interval [0, L]. We will always assume
periodic boundary conditions

∂jxu(·, 0) = ∂jxu(·, L) for j ∈ {0, 1, 2, 3}

without further mentioning it. Moreover, suppose that periodic nonnegative initial data u0 : TL →
[0,∞) are given, satisfying certain regularity properties that we will specify below. Equa-
tion (1.1) describes the evolution of the height u of a two-dimensional viscous thin film as a
function of time t and lateral position x influenced by thermal noise W and assuming Navier
slip at the substrate. The noise W is assumed to be colored Gaussian and the symbol u ◦ dW
denotes Stratonovich noise. Equation (1.1) can be regarded as an approximate model to the full
stochastic thin-film equation

(1.2) du = −∂x
((
`su

2 + u3
)
∂3
xu
)

dt+ ∂x

(√
`su2 + u3 ◦ dW

)
for (t, x) ∈ [0, T )× TL,

where the constant `s > 0 denotes the slip length. Hence, (1.1) is an approximation of (1.2) for
film heights u that are much smaller than the slip length `s.

In this paper we prove the existence of nonnegative martingale solutions to (1.1) (cf. Theorem 1.2
and Remark 1.3 below) for initial data u0 ∈ H1(TL) such that u0 ≥ 0. The construction is based
on the following Trotter-Kato scheme

(1.3a) ∂tvN = −∂x
(
v2
N∂

3
xvN

)
for (t, x) ∈ [(j − 1)δ, jδ)× TL

and

(1.3b) dwN = ∂x (wN ◦ dW ) for (t, x) ∈ [(j − 1)δ, jδ)× TL,

where δ := T
N+1 , j ∈ {1, . . . , N + 1}, and N ∈ N0, glueing together according to vN (0, ·) := u0,

wN ((j − 1)δ, ·) := limt↗jδ vN (t, ·) for j ∈ {1, . . . , N}, and vN (jδ, ·) := limt↗jδ wN (t, ·) for
j ∈ {1, . . . , N}, and taking the limit as N → ∞. Before giving mathematical details, we
will next discuss the choice of Stratonovich instead of Itô noise in (1.1), (1.2), and (1.3b).

1.2. Itô versus Stratonovich formulation. Two versions of the stochastic thin-film equation
have been proposed independently. The first due to Davidovitch, Moro, and Stone [17] is in line
with the formulation (1.1) and has been applied to describe the enhanced spreading of droplets.
The other ground-laying work by Grün, Mecke, and Rauscher [33] additionally takes an interface
potential between fluid and substrate into account that prevents u from becoming negative. The
study in [33] focuses on coarsening and de-wetting phenomena.

The first rigorous construction of nonnegative martingale solutions to the stochastic thin-film
equation with Itô noise and additional interface potential, as derived in [33], has been recently
given by Fischer and Grün in [19]. A generalization to more general mobilities at the expense
of introducing suitable nonlocal source terms has subsequently been introduced by Cornalba
in [13]. The inclusion of an additional interface potential is crucially used in these works in
order to obtain suitable a-priori estimates.

The starting point of the (informal) derivation of the stochastic thin-film equation in [33] is the
transport equation (see [33, p. 1265, Eq. (6)])

(1.4) ∂tu = vy − vx ∂xu,

where vx and vy denote the horizontal and vertical components of the fluid velocity, respectively.
Since the fluid velocity is modelled as a solution to the stochastic incompressible Navier-Stokes
equation, it should be understood as a stochastic process. Therefore, the product in (1.4)
needs to be understood in the sense of a stochastic integral. We next recall the (informal)
derivation of (1.4) in order to justify the choice of stochastic integration (Itô versus Stratonovich).
Equation (1.4) can be derived by considering the movement of fluid particles at the liquid-
air interface with trajectories parametrized by (x(t), u (t, x(t))), where x(t) denotes the lateral
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position as a function of time t. The change of the height of the fluid is given by the vertical
component vy of the fluid velocity, that is,

(1.5)
d

dt
u(t, x(t)) = vy(x(t), u(t, x(t))).

The lateral position of a fluid particle changes according to the horizontal component vx of the
fluid velocity

ẋ(t) = vx(x(t), u(t, x(t))),

which again should be understood as a stochastic equation. Informally, Itô’s formula dictates
d

dt
u(t, x(t)) = (∂tu)(t, x(t)) + (∂xu)(t, x(t)) ◦ ẋ(t)

= (∂tu)(t, x(t)) + (∂xu)(t, x(t)) ◦ vx(x(t), u(t, x(t))),
(1.6)

which together with (1.5) yields (1.4). If we were to use the Itô interpretation in (1.6), an
appropriate Itô correction term would appear. This indicates that the derivation of the stochastic
thin-film equation in [33] relies on Stratonovich calculus and that the resulting model, as well as
the one of [17], is naturally formulated with Stratonovich noise. In [33, Appendix C] it was then
claimed that the specific choice of the stochastic calculus (Itô versus Stratonovich) is immaterial,
at least in the case of space-time white noise.

In the present work we choose to consider the Stratonovich formulation of the thin-film equation
due to two points: First, we prove that in Stratonovich formulation the construction of non-
negative martingale solutions is possible without an additional interface potential and allowing
for touch down of solutions, thus relaxing the assumptions of [13, 19]. Second, we show that
the Stratonovich formulation allows for a simpler construction of solutions via a Trotter-Kato
scheme. Notably, this scheme requires Stratonovich noise as only then the transport equation
(1.3b) is well-posed.

1.3. Weak formulation and main result. Let

(1.7) W (t, x) :=
∑
k∈Z

λkψk(x)βk(t),

where (λk)k∈Z are real and nonnegative, define the family (ψk)k∈Z through

(1.8) ψk(x) :=

√√√√ 2

L
(

1 +
(

2πk
L

)2
+
(

2πk
L

)4)


cos
(

2πk
L x

)
for k > 0 and x ∈ [0, L],

1√
2

for k = 0 and x ∈ [0, L],

sin
(

2πk
L x

)
for k < 0 and x ∈ [0, L],

being an orthonormal basis ofH2(TL) of eigenfunctions of the periodic Laplacian, and let (βk)k∈Z
be a family of mutually independent standard real-valued (Ft)-Wiener processes on a complete
filtered probability space

(
Ω,F , (Ft)t∈[0,T ) ,P

)
, with a complete and right-continuous filtration

(Ft)t∈[0,T ). From (1.8) it follows in particular

(1.9a) ∂xψk =
2πk

L
ψ−k for k ∈ Z,

so that

(1.9b) ∂2
xψk = −4π2k2

L2
ψk, ∂3

xψk = −8π3k3

L3
ψ−k, ∂4

xψk =
16π4k4

L4
ψk for k ∈ Z.

We will further assume the decay condition

(1.10)
∑
k∈Z

λ2
k <∞.

This ensures that W takes values in H2(TL). Condition (1.10) is the same as in [19, p. 417,
condition (H4)], taking into account that Fischer and Grün choose an orthonormal basis of
L2(TL).
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Equation (1.1) with noise W as in (1.7) may be rewritten using Itô calculus as (see [16, §3] for
an analogous case)

(1.11) du = ∂x

(
−
(
u2∂3

xu
)

+
1

2

∑
k∈Z

λ2
kψk ∂x(ψku)

)
dt+ ∂x

(∑
k∈Z

λkψkudβk

)
and its weak formulation is given by

(1.12)
d (u, ϕ)2 =

(∫
{u(t,·)>0}

u2(∂3
xu) (∂xϕ) dx− 1

2

∑
k∈Z

λ2
k ((ψk∂x (ψku)) , ∂xϕ)2

)
dt

−
∑
k∈Z

λk (ψku, ∂xϕ)2 dβk,

P-almost surely, for any ϕ ∈ C∞(TL), where (v, w)2 :=
∫ L

0 v(x)w(x) dx for v, w ∈ L2(TL)

denotes the inner product in L2(TL). Note that in the weak formulation, we only require the
third derivative ∂3

xu to exist on the positivity set {u > 0} (cf. Definition 1.1).

We use the following notion of solutions:

Definition 1.1. Let u0 ∈ H1(TL) be nonnegative. A triple, consisting of a filtered probability
space

(
Ω̃, F̃ ,

(
F̃t
)
t∈[0,T )

, P̃
)
, where

(
F̃t
)
t∈[0,T )

is a complete and right-continuous filtration, an

(F̃t)-adapted bounded continuous H1
w(TL)-valued process ũ on [0, T ) such that the distributional

derivative ∂3
xũ is (F̃t)-adapted with ∂3

xũ ∈ L2({ũ > r}) for any r > 0 and ũ2(∂3
xũ) ∈ L2({ũ > 0}),

P̃-almost surely, as well as mutually independent standard real-valued (F̃t)-Wiener processes β̃k,
is called a martingale solution of the stochastic thin-film equation (1.1) if its weak formulation

(ũ(t, ·), ϕ)2 − (u0, ϕ)2 =

∫ t

0

∫
{ũ(t′,·)>0}

ũ2 (∂3
xũ) (∂xϕ) dx dt′

− 1

2

∑
k∈Z

λ2
k

∫ t

0

(
ψk∂x

(
ψkũ(t′, ·)

)
, ∂xϕ

)
2

dt′

−
∑
k∈Z

λk

∫ t

0

(
ψkũ(t′, ·), ∂xϕ

)
2

dβ̃k(t′)

is satisfied for every ϕ ∈ C∞(TL) and t ∈ [0, T ), P̃-almost surely.

The main result of this work is

Theorem 1.2 (martingale solutions to the stochastic thin-film equation). Suppose that u0 ∈
H1(TL) such that u0 ≥ 0. Then, in the sense of Definition 1.1, there exists a martingale solution(

[0, 1], F̃ ,
(
F̃t
)
t∈[0,T )

, P̃
)
, ũ, and

(
β̃k

)
k∈Z

to the stochastic thin-film equation (1.1) for which ũ ≥ 0, P-almost surely, and for which the
a-priori estimate

Ẽ ess-sup
t∈[0,T )

‖ũ(t, ·)‖p1,2 ≤ C ‖u0‖p1,2

is satisfied for any p ∈ [2,∞), where C <∞ is independent of ũ and u0.

The proof of the above result is given in Section 5 below.

We emphasize once more that compared to the previous works [13, 19] we do not require
an interface potential and that the occurrence of de-wetted regions with positive measure
P̃ |{ũ(t, ·) = 0}| > 0 is included. This is due to the fact that the arguments of the present
work only rely on controlling the energy 1

2

∫ L
0 (∂xũ(t, x))2 dx and not on controlling the entropy∫ L

0 |ln ũ(t, x)|dx as in [13,19].
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Remark 1.3. Note that Theorem 1.2 easily translates to the case of random initial data u0

satisfying
u0 ∈ Lq

(
Ω,F0,P;H1(TL)

)
with u0 ≥ 0, P-almost surely,

where q ≥ p is sufficiently large.

1.4. Decomposition of the dynamics. The idea of the construction is to split the dynamics
of (1.12) into a deterministic evolution and a stochastic evolution; a Trotter-Kato-type decompo-
sition that has been utilized in many other solution approaches for SPDEs, too. See for instance
the works of Bensoussan, Glowinsky, and Răşcanu [3] and Gyöngy and Krylov [34] on the Za-
kaï equation or Govindan [30] for a mild-solution approach to semilinear stochastic evolution
equations.

To begin with, we split the time interval [0, T ) into pieces of length δ := T
N+1 , where N ∈ N0.

Then we define
(D) Deterministic dynamics: On [(j − 1)δ, jδ) the function vN satisfies the evolution

(1.13a) (vN (t, ·), ϕ)2 − (vN ((j − 1)δ, ·) , ϕ)2 =

∫ t

(j−1)δ

∫
{vN (t′,·)>0}

v2
N (∂3

xvN ) (∂xϕ) dx dt′

for t ∈ [(j − 1)δ, jδ), P-almost surely, where j = 1, . . . , N + 1 and ϕ ∈ C∞ (TL).
(S) Stochastic dynamics: On [(j − 1)δ, jδ) the function wN satisfies the evolution

(1.13b)

(wN (t, ·), ϕ)2 − (wN ((j − 1)δ, ·) , ϕ)2 = −1

2

∑
k∈Z

λ2
k

∫ t

(j−1)δ

(
ψk∂x(ψkwN (t′, ·)), ∂xϕ

)
2

dt′

−
∑
k∈Z

λk

∫ t

(j−1)δ

(
ψkwN (t′, ·), ∂xϕ

)
2

dβk(t′)

for t ∈ [(j − 1)δ, jδ), P-almost surely, where j = 1, . . . , N + 1 and ϕ ∈ C∞ (TL).
(DS) Connecting deterministic and stochastic dynamics: We use

(1.13c) vN (0, ·) := u0, vN (jδ, ·) := lim
t↗jδ

wN (t, ·) , and wN ((j − 1)δ, ·) := lim
t↗jδ

vN (t, ·) ,

P-almost surely, where j ∈ {1, . . . , N}.
Notice that (1.13a) is the weak formulation of (1.3a), while (1.13b) is the weak formulation of
(1.3b), i.e., with noise W as in (1.7),

(1.14) dwN =
1

2

∑
k∈Z

λ2
k∂x (ψk∂x(ψkwN )) dt+

∑
k∈Z

λk∂x(ψkwN ) dβk for t ∈ [(j − 1)δ, jδ)

and j ∈ {1, . . . , N + 1}. Since (1.3a) and (1.14) are in divergence form, they both automatically
conserve mass

∫ L
0 vN (t, x) dx or

∫ L
0 wN (t, x) dx, respectively.

Note that the dynamics in (D) are purely deterministic, while the dynamics in (S) are purely
stochastic, with (DS) connecting them. In this work we show that solutions to (D) and (S) exist
and that as N →∞, the scheme (D)–(S)–(DS) converges to a martingale solution to (1.1).

Note that the deterministic dynamics (D) are determined by the deterministic thin-film equation
(1.3a), for which an existence theory of weak solutions due to Bernis and Friedman [6] is available.
This theory has been subsequently upgraded to entropy-weak solutions by Beretta, Bertsch, and
Dal Passo in [4] and Bertozzi and Pugh in [8] and to higher dimensions by Dal Passo, Garcke,
and Grün in [14] and by Grün in [32]. The stochastic dynamics (S), on the other hand, are
determined by a transport equation, to which we will apply a viscous regularization and the
variational approach in order to construct solutions. While the existence of variational solutions
is well-known (e.g. Krylov, Rozovskĭı [44] and Gerencsér, Gyöngy, Krylov [21]), we recall some
details on the proof in order to keep track on the dependency of the constants on the time step,
as needed for the proof of convergence of the Trotter-Kato scheme. By construction, the scheme
will preserve nonnegativity of solutions as long as we start with nonnegative and sufficiently
regular initial data u0, since this is known to be true for weak solutions to the deterministic
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thin-film equation (1.3a) (cf. [6, Theorem 4.1]), while (1.14) is a transport equation for which this
assertion is not difficult to prove (cf. Proposition 3.3 below). Note, however, that the additional
drift term in (1.13b) is crucial in order to allow for the construction of solutions and that the
dynamics (S) without this additional drift term are in fact not well-defined.

1.5. Outline. In §2–4 we prove that nonnegative solutions to the splitting scheme (D)–(S)–
(DS) exist such that certain bounds and regularity properties are satisfied. More precisely, in
§2 we derive that solutions to the deterministic thin-film dynamics (D) (cf. Theorem 2.1 below
and [4, 6, 8]) satisfy suitable bounds on the surface energy

∫ L
0 (∂xvN )2 dx (cf. Corollary 2.2 be-

low). In §3 and Appendix A we move on to the stochastic dynamics (S) and prove that solutions
exist by the vanishing viscosity method employing the variational approach (cf. Proposition A.2
and Proposition 3.2 below). The solution satisfies a bound on the expected surface energy
E
∫ L

0 (∂xwN )2 dx with suitable constants and we further prove that wN is, P-almost surely, non-
negative (cf. Proposition 3.3 below). In §4 we summarize the results for the concatenated solution
uN fulfilling (D)–(S)–(DS) (cf. Proposition 4.1 below) and prove additional regularity in time
by cross interpolation (cf. Proposition 4.2 and Appendix B below).

In §5 we construct solutions to the original equation (1.1). The compactness argument in §5.1
is based on a generalization of Skorokhod’s representation theorem due to Jakubowski (cf. The-
orem 5.1 below and [38, Theorem 2]) by proving tightness in suitable spaces (cf. Proposition 5.2
below). The rest of §5.1 is devoted to the identification of the limits of the convergent subse-
quences (cf. Propositions 5.2, 5.3, and 5.5 below). In §5.2 we subsequently recover the stochastic
thin-film equation (1.1) in the sense of Definition 1.1, leading to the main result, formulated in
Theorem 1.2, in which nonnegative martingale solutions are obtained.

The paper is completed in §6 with concluding remarks on possible future directions.

1.6. Notation and conventions.

Sets. We write N := {1, 2, 3, . . .} for positive integers and N0 := N ∪ {0}. The set TL denotes
the torus of the interval [0, L], where L > 0. For sets X and K we write K b X if K is a subset
of X (K ⊆ X) and K is compact. We write 1A for the indicator function of a set A ⊆ X.

Lebesgue spaces. We denote by Lp(Ω,A, µ;X) the Lebesgue spaces with p ∈ [1,∞] of functions
Ω → X, where Ω is a set, A is a σ-algebra on Ω, µ : A → [0,∞] is a measure, and X denotes
a Banach space. In case that A denotes the Borel-σ-algebra and µ is the Lebesgue measure,
we simply write Lp(Ω;X), and if X = R, we write Lp(Ω). We write (u, v)2 :=

∫ L
0 u v dx and

‖u‖2 :=
√

(u, u)2 for the inner product and norm, where u, v ∈ L2(TL).

Hölder spaces and spaces of bounded continuous functions. For Ω ⊆ Rd with ∂Ω ∈ C∞, the
space Ck+α(Ω;X) is the space of k-times differentiable functions Ω→ X, where k ∈ N0, whose
k-th derivatives are Hölder continuous with exponent α ∈ (0, 1) on compact subsets of Ω. For
k ∈ N we write Ck−(Ω;X) for the space of (k − 1)-times differentiable functions Ω→ X whose
(k − 1)-th derivatives are Lipschitz continuous. We write BC0(Ω;X) for the space of bounded
continuous functions Ω→ X.

Sobolev(-Slobodeckij) spaces. Suppose that Ω ⊆ Rd with ∂Ω ∈ C∞, s ∈ [0,∞), p ∈ [1,∞], and
let X be a Banach space. For a locally integrable function u : Ω→ X we define

‖u‖W s,p(Ω;X) :=

 ∑
α∈Nd0, 0≤|α|≤s

∫
Ω
‖∂αu‖pX dx

 1
p

for p ∈ [1,∞) and s ∈ N0,

and ‖u‖W s,p(Ω;X) := ‖u‖W bsc,p(Ω;X) + [u]W s,p(Ω;X) for s ∈ (0,∞) \ N, where

[u]W s,p(Ω;X) :=

 ∑
α∈Nd0, |α|=bsc

∫
Ω

∫
Ω

‖∂αu(x)− ∂αu(y)‖pX
|x− y|(s−bsc)p+d

dx dy

 1
p

for p ∈ [1,∞),
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with the usual modifications for p =∞. Then, the Sobolev-Slobodeckij space W s,p(Ω;X) is the
space of all locally integrable u : Ω → X such that ‖u‖W s,p(Ω;X) < ∞. If X = R, we simply

write W s,p(Ω). The space W s,p
0 (Ω;X) is defined as the closure of C∞c

(
Ω̊;X

)
in W s,p(Ω;X).

The space W s,p(Ω;X) for s < 0 and 1 ≤ p < ∞ is defined as the dual of W−s,p
′

0 (Ω;X ′), where
1
p + 1

p′ = 1 and X is reflexive.

Besov spaces. Assuming that Ω ⊆ Rd with ∂Ω ∈ C∞, s ∈ R \Z, and p, q ∈ [1,∞), we introduce
the Besov space Bs,p

q (Ω;X) :=
(
W bsc,p(Ω;X),W dse,p(Ω;X)

)
κ,q

, where κ = s − bsc and (·, ·)κ,q
denotes the real interpolation functor. For s ∈ Z we define the Besov space Bs,p

q (Ω;X) :=(
W s−1,p(Ω;X),W s+1,p(Ω;X)

)
1
2
,q
. For an introduction to complex and real interpolation of

operators, we refer to [5, §3, §4] or [56, §1], while Besov spaces with values in a Banach space
are discussed for instance in [1] and [2, Chapter VII, §2].

Periodic Bessel-potential spaces. For s ∈ [0,∞) and p ∈ (1,∞) we define Hs,p(TL) as the space
of locally integrable u : TL → R such that ‖u‖s,p <∞, where for p 6= 2 we use

‖u‖s,p :=

(∑
k∈Z

(1 + k2)
sp
2 |û(k)|p

) 1
p

, where û(k) :=
1√
L

∫ L

0
e

2πik
L

x u(x) dx

and for p = 2 we write Hs(TL) := Hs,2(TL) and define the inner products and norms by

(u, v)s,2 :=

s∑
j=0

∫ L

0
(∂jxu) (∂jxv) dx for s ∈ N0,

(u.v)s,2 :=
∑
k∈Z

(1 + k2)s (û(k))∗ v̂(k) for s ∈ (0,∞) \ N, û(k) :=
1√
L

∫ L

0
e

2πik
L

x u(x) dx,

and ‖u‖s,2 :=
√

(u, u)s,2, where u, v ∈ Hs(TL). We write Ḣ1(TL) for the homogeneous Sobolev
space of all locally integrable u : Ω → R with norm ‖∂xu‖2 < ∞, where we identify u, v ∈
Ḣ1(TL), if u− v is a constant. The space H−s,p(TL) is defined as the dual of Hs,p′(TL), where
1
p + 1

p′ = 1. We write 〈·, ·〉 or 〈〈·, ·〉〉 for the dual pairing of H−1(TL) with H1(TL) in L2(TL) or
L2(TL) with H2(TL) in H1(TL), respectively. We write H1

w(TL) for the space H1(TL) endowed
with the weak topology induced by ‖·‖1,2.

Periodic Besov spaces. For s ∈ R \ Z, p ∈ (1,∞), and q ∈ [1,∞), we define periodic Besov
spaces by real interpolation as Bs,p

q (TL) :=
(
Hbsc,p(TL), Hdse,p(TL)

)
κ,q

, where κ := s− bsc. For
s ∈ Z we set Bs,p

q (TL) :=
(
Hs+1,p(TL), Hs−1,p(TL)

)
1
2
,q
. Periodic Besov spaces are investigated

in detail in [52, §3].

Hilbert-Schmidt operators. We denote by L2(U ;H) the space of Hilbert-Schmidt operators U →
H, where U and H are separable Hilbert spaces, i.e., the space of bounded linear operators
B : U → H with finite norm ‖B‖L2(U ;H) :=

√∑
k∈N ‖Bek‖

2
H , where (ek)k∈N denotes any or-

thonormal basis of U .

Probability spaces. We write E or Ẽ for the expectation with respect to a probability space
(Ω,F ,P) or

(
Ω̃, F̃ , P̃

)
, respectively. The symbol 〈〈·〉〉t denotes the quadratic variation process.

For probability spaces (Ω,F ,P) and
(

Ω̃, F̃ , P̃
)
, and a topological space (X , T ), suppose we are

given random variables X : Ω → X and X̃ : Ω̃ → X . Then we write X ∼ X̃ and say that the
laws of X and X̃ coincide if P{X ∈ U} = P̃{X̃ ∈ U} for every U ∈ T .

Constants. In what follows, c, C, cj , and Cj will denote generic positive and finite constants
and if deemed necessary, their (in-)dependence on parameters or functions is specified.
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2. Deterministic dynamics

Consider the deterministic thin-film dynamics (1.3a), i.e.,

(2.1) ∂tv = −∂x
(
v2∂3

xv
)

on [0, δ).

We use the existence and regularity results on solutions to (2.1) developed in [4, 8] as the
proof of non-negativity therein does not require the use of the entropy as in [6]. Note that
Beretta, Bertsch, and Dal Passo in [6] consider solutions to (2.1) on the interval [0, L] but with
homogeneous (Neumann) data

∂xv(·, 0) = ∂xv(·, L) = 0 and (vn∂3
xv)(·, 0) = (vn∂3

xv)(·, L) = 0,

though the construction of solutions on the torus TL works in the same manner. The following
statements form a summary of those in [4, Proposition 1.1] and [8, Theorem 2.1, Proposition 4.6,
Proposition 4.8].

Theorem 2.1 (Beretta, Bertsch, Dal Passo [4], Bertozzi and Pugh [8]). Assume that v0 ∈
H1(TL) with v0 ≥ 0. Then, there exists a function v : [0, δ) × TL → [0,∞) with the following
properties:

(a) v ∈ C
1
8
, 1
2 ([0, δ]× TL) (mixed Hölder continuity with exponent 1

8 in time and 1
2 in space).

(b) Initial value: v(0, ·) = v0 in the sense that ‖v(t, ·)− v0‖1,2 → 0 as t↘ 0.
(c) v ∈ L∞

(
[0, δ);H1(TL)

)
.

(d) v2∂3
xv ∈ L2 ({v > 0}).

(e) Mass conservation:
∫ L

0 v dx =
∫ L

0 v0 dx on the time interval [0, δ).
(f) The function v satisfies

(2.2)
∫ δ

0

∫ L

0
v (∂tφ) dx dt+

∫ δ

0

∫
{v(t,·)>0}

v2 (∂3
xv) (∂xφ) dx dt = 0

for all φ ∈ C∞c ((0, δ);C∞(TL)).

In addition to mass conservation, we also need a quantitative energy estimate, which essentially
follows from the construction of [4, 6, 8]:

Corollary 2.2 (quantitative estimate). In the situation of Theorem 2.1 there exists a solution
v : [0, δ)× TL → [0,∞) satisfying the properties (a)–(f) and further

(2.3) ‖∂xv(t, ·)‖p2 + 2

∫ t

0

∥∥∂xv(t′, ·)
∥∥p−2

2

∫
{v(t′,·)>0}

(v(t′, x))2(∂3
xv(t′, x))2 dx dt′ ≤ ‖∂xv0‖p2

for t ∈ [0, δ), where p ∈ [2,∞) is arbitrary.

Proof of Corollary 2.2. Denote by vε unique classical solutions to the approximating problems

∂tv
ε + ∂x

(
fε (vε) ∂3

xv
ε
)

= 0 in [0, δ)× TL,

with fε(s) = s4

ε+s2
and initial data vε0 ∈ C∞(TL) such that vε0 > 0 and ‖v0 − vε0‖1,2 → 0 as ε↘ 0

(cf. [4, §1] for details). From [4, Eq. (1.8)] we infer that

(2.4) ‖∂xvε(t, ·)‖22 + 2

∫ t

0

∫
{vε(t′,·)>0}

fε(v
ε)(∂3

xv
ε)2 dx dt′ = ‖∂xvε0‖

2
2 for all t ∈ [0, δ)

holds true. Since as ε↘ 0 a subsequence of vε uniformly converges to v of Theorem 2.1 (cf. [4,
(1.13)]), for any r > 0 and ε > 0 sufficiently small such that sup(t,x)∈[0,δ)×TL |v

ε(t, x)− v(t, x)| ≤
r
2 , we have∫ δ

0

∫
{v(t,·)>r}

(∂3
xv
ε)2 dx dt ≤ 1

fε(r/2)

∫ δ

0

∫
{v(t,·)>r}

fε(v
ε)(∂3

xv
ε)2 dx dt

(2.4)
≤ 8ε+ 2r2

r4
‖∂xv0‖22 .
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A diagonal sequence argument implies that, up to taking another subsequence, we have for some
ζ ∈ L2(TL) ∫ δ

0

∫
{v(t,·)>r}

η ∂3
xv
ε dx dt→

∫ δ

0

∫
{v(t,·)>r}

η ζ dx dt as ε↘ 0

for any r > 0 and any η ∈ C∞c ({v > r}). On the other hand, through integration by parts and
bounded convergence∫ δ

0

∫
{v(t,·)>r}

η (∂3
xv
ε) dx dt = −

∫ δ

0

∫
{v(t,·)>r}

(∂3
xη) vε dx dt→ −

∫ δ

0

∫
{v(t,·)>r}

(∂3
xη) v dx dt,

as ε ↘ 0, i.e., ζ = ∂3
xv. From (2.4) we deduce that, up to taking another subsequence, also

estimate (2.3) is valid for p = 2 by weak lower-semicontinuity using ∂3
xv
ε ⇀ ∂3

xv in L2 ({v > 0})
and sup(t,x)∈[0,δ)×TL |v

ε(t, x)− v(t, x)| → 0 as ε↘ 0. Estimate (2.3) for p ∈ [2,∞) follows from
the one for p = 2 by noting that

‖∂xv(t, ·)‖p2 +

∫ t

0

∥∥∂xv(t′, ·)
∥∥p−2

2

∫
{v(t′,·)>0}

(v(t′, x))2(∂3
xv(t′, x))2 dx dt′

≤ sup
t′∈[0,t]

∥∥∂xv(t′, ·)
∥∥p−2

2

(
‖∂xv(t, ·)‖22 +

∫ t

0

∫
{v(t′,·)>0}

(v(t′, x))2(∂3
xv(t′, x))2 dx dt′

)

≤ ‖∂xv0‖p−2
2

(
‖∂xv(t, ·)‖22 +

∫ t

0

∫
{v(t′,·)>0}

(v(t′, x))2(∂3
xv(t′, x))2 dx dt′

)
≤ ‖∂xv0‖p2 .

�

3. Stochastic dynamics

Denote by
(

Ω,F , (Ft)t∈[0,δ] ,P
)

a complete filtered probability space such that the filtration

(Ft)t∈[0,δ] is complete and right-continuous. Further denote by
(
βk
)
k∈Z mutually independent

standard real-valued (Ft)-Wiener processes. Our aim is to construct weak solutions to equa-
tion (1.14), i.e.,

(3.1) dw =
1

2

∑
k∈Z

λ2
k∂x (ψk∂x(ψkw)) dt+

∑
k∈Z

λk∂x(ψkw) dβk on [0, δ),

satisfying suitable bounds. The material leading to Proposition 3.2 is standard (see for instance
[21, 44]) and given in Appendix A. There, we present some additional details in order to track
the dependency of the occurring constants on the time step, which will be needed below.

We introduce the operator

(3.2) A0 : H1(TL)→ H−1(TL), w 7→ 1

2

∑
k∈Z

λ2
k∂x (ψk∂x(ψkw))

and the diagonal Hilbert-Schmidt-valued operator

(3.3) B0 : H1(TL)→ L2

(
H2(TL);L2(TL)

)
, w 7→

(
v 7→

∑
k∈Z

λk (v, ψk)2,2 (∂x(ψkw))

)
.

Equation (3.1) now attains the abstract form

(3.4) ∂tw = A0w +
(
B0w

)
dWH2(TL), where WH2(TL) :=

∑
k∈Z

βkψk.

Note that WH2(TL) is a cylindrical (Ft)-Wiener process in H2(TL) with (B0w)dWH2(TL) =

∂x(w ◦ dW ) for any w ∈ H1(TL), where W is as in (1.7). We introduce the concept of weak
solutions to (3.4):
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Definition 3.1. A weak solution to (3.4) is a continuous (Ft)-adapted L2(TL)-valued process w
such that its dt⊗ dP-equivalence class ŵ meets

ŵ ∈ L2
(
[0, δ)× Ω,dt⊗ dP;H1(TL)

)
and P-almost surely

(3.5) w(t, ·) = w0 +

∫ t

0
A0w̄(t′, ·) dt′ +

∫ t

0

(
B0w̄(t′, ·)

)
dWH2(TL)(t

′, ·) for t ∈ [0, δ),

where w̄ denotes any H1(TL)-valued progressively measurable dt⊗ dP-version of ŵ.

With help of Proposition A.2 we can show:

Proposition 3.2. Suppose that p ∈ [2,∞) and let (1.10) hold true. Then, for any

w0 ∈ Lp
(
Ω,F0,P;H1(TL)

)
there exists a solution w of (3.1) with initial data w0 satisfying the a-priori estimates

E ess-sup
t∈[0,δ)

‖w(t, ·)‖p1,2 ≤ C1 E ‖w0‖p1,2 ,(3.6a)

lim sup
t↗δ

E ‖∂xw(t, ·)‖p2 ≤ e
C2δ

(
E ‖∂xw0‖p2 + C3 δ E

∣∣∣∣∫ L

0
w0 dx

∣∣∣∣p
)
,(3.6b)

where C1, C2, C3 < ∞ are independent of δ, w, and w0. Furthermore, the mass is conserved,
i.e.,

∫ L
0 w(t, ·) dx =

∫ L
0 w0 dx holds true for t ∈ [0, δ), P-almost surely.

Proof of Proposition 3.2. Suppose that wε is the unique variational solution to the regularized
equation (A.1) below, i.e.,

dwε =

(
1

2

∑
k∈Z

λ2
k∂x (ψk∂x(ψkw

ε)) + ε ∂2
xw

ε

)
dt+

∑
k∈Z

λk∂x(ψkw
ε) dβk on [0, δ),

given by Proposition A.2 below. Since the bound (A.8a) of Proposition A.2 is satisfied uni-
formly in ε, by weak-∗ sequential compactness of Lp

(
Ω,F ,P;L∞

(
[0, δ);H1(TL)

))
, we may

take a subsequence, again denoted by wε, that weak-∗-converges to a limit function w ∈
Lp
(
Ω,F ,P;L∞

(
[0, δ);H1(TL)

))
. Testing (A.6) of Definition A.1 below with ϕ ∈ C∞(TL)

gives

(wε(t, ·), ϕ)2 = (w0, ϕ)2 −
1

2

∑
k∈Z

λ2
k

∫ t

0

(
ψk∂x

(
ψkw̄

ε(t′, ·)
)
, ∂xϕ

)
2

dt′

− ε
∫ t

0

(
∂xw

ε(t′, ·), ∂xϕ
)

2
dt′

−
∑
k∈Z

λk

∫ t

0

(
ψkw̄

ε(t′, ·), ∂xϕ
)

2
dβk(t′) for t ∈ [0, δ), P-almost surely.

Now, we argue as in [49, Proof of Theorem 4.2.4], i.e., we test against η ∈ L∞ (Ω,F ,P;L∞ ([0, δ)))
and pass to the limit as ε↘ 0, so that

E
∫ δ

0
(w(t, ·), ϕ)2 η(t) dt = E

∫ δ

0
(w0, ϕ)2 η(t) dt(3.7)

− 1

2

∑
k∈Z

λ2
kE
∫ δ

0

∫ t

0

(
ψk∂x

(
ψkw̄(t′, ·)

)
, ∂xϕ

)
2

dt′ η(t) dt

−
∑
k∈Z

λkE
∫ δ

0

∫ t

0

(
ψkw̄(t′, ·), ∂xϕ

)
2

dβk(t′) η(t) dt.
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Since the limiting equation (3.7) holds true for all test functions η ∈ L∞ (Ω,F ,P;L∞ ([0, δ))),
it is true almost everywhere in (ω, t) ∈ Ω × [0, δ). Next, as in [49, Proof of Theorem 4.2.4], we
re-define w by the right-hand side of the limiting equation (3.7), so that

(w(t, ·), ϕ)2 = (w0, ϕ)2 −
1

2

∑
k∈Z

λ2
k

∫ t

0

(
ψk∂x

(
ψkw̄(t′, ·)

)
, ∂xϕ

)
2

dt′(3.8)

−
∑
k∈Z

λk

∫ t

0

(
ψkw̄(t′, ·), ∂xϕ

)
2

dβk(t′) for t ∈ [0, δ), P-almost surely.

Hence, (3.5) is indeed satisfied and the initial value w|t=0 = w0 holds true in H−1(TL), P-almost
surely. Taking ϕ = 1 in (3.8) implies conservation of mass, i.e.,

∫ L
0 w(t, ·) dx =

∫ L
0 w0 dx holds

true for t ∈ [0, δ), P-almost surely. Furthermore, uniformity of estimates (A.8) in ε together
with weak lower-semicontinuity of the norms and mass conservation imply that estimates (3.6)
hold true. Finally, it is immediate to notice that from (A.6) of Definition A.1 below it follows

w0 ∈ L2
(
Ω,F ,P;L2(TL)

)
,(

t 7→ A0w̄(t, ·)
)
∈ L2

(
[0, δ)× Ω, dt⊗ dP;H−1(TL)

)
,(

t 7→ B0w̄(t, ·)
)
∈ L2

(
[0, δ)× Ω, dt⊗ dP;L2

(
H2(TL);L2(TL)

))
,

ŵ ∈ L2
(
[0, δ)× Ω, dt⊗ dP;H1(TL)

)
,

so that w is a continuous (Ft)-adapted L2(TL)-valued process by [49, Theorem 4.2.5]. �

We can furthermore show nonnegativity of weak solutions to (3.1):

Proposition 3.3 (nonnegativity). In the situation of Proposition 3.2 assume w0 ≥ 0, P-almost
surely. Then, we have w ≥ 0, P-almost surely.

Proof of Proposition 3.3. We first introduce suitable regular entropies. Therefore, we take ηε(s) :=
η(s/ε) for s ∈ R and ε > 0, where η ∈ C∞(R) with 0 ≤ η ≤ 1, η|(−∞,−2] = 1, and η|R\[−1,∞) = 0.
We define

Γε(s) := −sηε(s), where ε > 0 and s ∈ R,

and consider the entropy functional

L2(TL)→ R, ϕ 7→
∫ L

0
Γε(ϕ(x)) dx.

Applying Itô’s lemma in form of [45, Theorem 3.1], one may verify conditions [45, §3 (i)–(iv)],
which is done in [45, §4]. As a result, we obtain

∫ L

0
Γε(w(t, ·)) dx =

∫ L

0
Γε(w0) dx+

∑
k∈Z

λk

∫ t

0

∫ L

0
(∂sΓε)(w) (∂x(ψkw)) dx dβk

− 1

2

∑
k∈Z

λ2
k

∫ t

0

∫ L

0
(∂2
sΓε)(w) (∂xw)ψk (∂x(ψkw)) dx dt′

+
1

2

∑
k∈Z

λ2
k

∫ t

0

∫ L

0
(∂2
sΓε)(w) (∂x(ψkw))2 dx dt′, P-almost surely.
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We further simplify the second line and obtain∫ L

0
(∂2
sΓε)(w) (∂xw)ψk (∂x(ψkw)) dx

=

∫ L

0
(∂2
sΓε)(w) (∂x(ψkw))2 dx−

∫ L

0
(∂2
sΓε)(w)w (∂xψk) (∂x(ψkw)) dx

=

∫ L

0
(∂2
sΓε)(w) (∂x(ψkw))2 dx−

∫ L

0
(∂2
sΓε)(w)w2 (∂xψk)

2 dx

− 1

2

∫ L

0
(∂2
sΓε)(w)w (∂xw) (∂xψ

2
k) dx

=

∫ L

0
(∂2
sΓε)(w) (∂x(ψkw))2 dx−

∫ L

0
(s2∂2

sΓε)(w) (∂xψk)
2 dx+

1

2

∫ L

0
Γ̄ε(w) (∂2

xψ
2
k) dx,

P-almost surely, where we have defined

Γ̄ε(s) :=

∫ 0

s
(s∂2

sΓε)(s1) ds1.

This implies∫ L

0
Γε(w(t, ·)) dx =

∫ L

0
Γε(w0) dx+

∑
k∈Z

λk

∫ t

0

∫ L

0
(∂sΓε)(w) ∂x(ψkw) dx dβk

+
1

2

∑
k∈Z

λ2
k

∫ t

0

∫ L

0
(s2∂2

sΓε)(w) (∂xψk)
2 dx dt′

− 1

4

∑
k∈Z

λ2
k

∫ t

0

∫ L

0
Γ̄ε(w) (∂2

xψ
2
k) dx dt′, P-almost surely.

Next, we recognize that

s2∂2
sΓε(s) = −2s(s∂sηε)(s)− s(s2∂2

sηε)(s) ≤ ε
(

2 sup
s∈R
|s∂sη(s)|+ sup

s∈R

∣∣s2∂2
sη(s)

∣∣) ,
∣∣Γ̄ε(s)∣∣ =

∣∣∣∣∫ 0

s

(
2(s∂sηε)(s1) + (s2∂2

sηε)(s1)
)

ds1

∣∣∣∣ ≤ ε(2 sup
s∈R
|s∂sη(s)|+ ε sup

s∈R

∣∣s2∂2
sη(s)

∣∣) ,
where we have used supp(s2∂2

sηε) ⊆ supp(s∂sηε) ⊆ [−2ε,−ε]. This implies together with (1.8),
(1.9), (1.10), and after taking the expectation,

ess-sup
t∈[0,δ)

E
∫ L

0
Γε(w(t, ·)) dx ≤ E

∫ L

0
Γε(w0) dx+ Cεδ,

where C < ∞ is independent of ε, δ, w, and w0. Since Γε1(s) ≤ Γε2(s) for ε1 ≥ ε2 ≥ 0 and
s ∈ R, we may take the limit as ε↘ 0 and get by monotone convergence,

ess-sup
t∈[0,δ)

(
−E

∫
{w<0}

w(t, x) dx

)
= ess-sup

t∈[0,δ)
E
∫ L

0
Γ0(w(t, x)) dx

≤ E
∫ L

0
Γ0(w0) dx = −E

∫
{w0<0}

w0 dx = 0.

This implies w ≥ 0, P-almost surely. �

4. Regularity in time and uniform bounds of approximate solutions

We use the notations and conventions of §1.3. For u0 ∈ H1(TL) such that u0 ≥ 0, we de-
fine for every N ∈ N solutions vN : Ω × [0, T ) × TL → [0,∞) and wN : Ω × [0, T ) × TL →
[0,∞) according to the splitting scheme (D)–(S)–(DS) through Theorem 2.1, Corollary 2.2,
and Proposition 3.2. Note that indeed by Theorem 2.1 (a) and Definition 3.1 the limits
wN ((j−1)δ, ·) = limt↗jδ vN (t, ·) and vN (jδ, ·) = limt↗jδ wN (t, ·) are, P-almost surely, attained in
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C
1
2 (TL) and L2(TL), respectively, and because of (2.3) of Corollary 2.2, (3.6) of Proposition 3.2,

and weak lower-semicontunity of the appearing norms, we have E ‖∂xwN ((j − 1)δ, ·)‖p2 <∞ and
‖∂xvN (jδ, ·)‖p2 <∞, where j ∈ {1, . . . , N + 1}. We further define the concatenated approximate
solution uN : Ω× [0, T )× TL → [0,∞) by
(4.1)

uN (t, ·) :=

{
vN (2t− (j − 1)δ, ·) for t ∈

[
(j − 1)δ, (j − 1

2)δ
)
,

wN (2t− jδ, ·) for t ∈
[
(j − 1

2)δ, jδ
)
,

where j ∈ {1, . . . , N + 1} ,

where we recall the notation δ = T
N+1 . By Theorem 2.1 and Propositions 2.2 and 3.3 we have∫ L

0 uN dx =
∫ L

0 u0 dx in [0, T ), P-almost surely, and uN ≥ 0, P-almost surely, for every t ∈ [0, T ).
Furthermore, we can prove:

Proposition 4.1. For any p ∈ [2,∞), there exists a constant C < ∞ such that for all N ∈ N
we have

vN , wN ∈ Lp
(
Ω,F ,P;L∞

(
[0, T );H1(TL)

))
with

(4.2)

E ess-sup
t∈[0,T )

‖uN (t, ·)‖p1,2 + E ess-sup
t∈[0,T )

‖vN (t, ·)‖p1,2 + E ess-sup
t∈[0,T )

‖wN (t, ·)‖p1,2

+ E
∫ T

0
‖vN (t, ·)‖p−2

1,2

∫
{vN (t,·)>0}

(vN∂
3
xvN )2 dx dt ≤ C ‖u0‖p1,2 .

Proof of Proposition 4.1. By Theorem 2.1 (e), Proposition 3.2, and the fact that due to (1.13c)
of property (DS) there are no jumps of uN at times t ∈

{
δ
2 , . . . , (2N + 1) δ2

}
, we have

(4.3a)
∫ L

0
u0 dx =

∫ L

0
uN dx =

∫ L

0
vN dx =

∫ L

0
wN dx for all t ∈ [0, T ), P-almost surely,

i.e., the mass is conserved. Since surface energy for the deterministic dynamics (D) is dissipated
due to (2.3) of Corollary 2.2 and the growth of the initial value for the stochastic dynamics (S)
is controlled due to (3.6b) of Proposition 3.2, we obtain

E ‖∂xvN (jδ, ·)‖p2 ≤ e
C2jδ

(
‖∂xu0‖p2 + C3jδ

(∫ L

0
u0 dx

)p)
,(4.3b)

E ‖∂xwN (jδ, ·)‖p2 ≤ e
C2jδ

(
‖∂xu0‖p2 + C3jδ

(∫ L

0
u0 dx

)p)
(4.3c)

for j ∈ {0, . . . , N}, where C2 and C3 are as in (3.6). The combination of (4.3a) with (4.3b) and
(4.3c) utilizing Poincaré’s inequalities

c ‖ϕ‖1,2 ≤ ‖∂xϕ‖2 +

∣∣∣∣∫ L

0
ϕdx

∣∣∣∣ ≤ C ‖ϕ‖1,2 for fixed 0 < c ≤ C <∞ and all ϕ ∈ H1(TL)

implies that there exists C <∞ such that

(4.3d) E ‖vN (jδ, ·)‖p1,2 ≤ C ‖u0‖p1,2 and E ‖wN (jδ, ·)‖p1,2 ≤ C ‖u0‖p1,2
for j ∈ {0, . . . , N}. Now combining (4.3) with (2.3) of Corollary 2.2 and (3.6a) of Proposition 3.2
and making use of Poincaré’s inequalities once more, we obtain (4.2) upon enlarging C. �

Proposition 4.2 (regularity in time). For any p ∈ [2,∞), ε > 0, κ ∈
(
2ε, 2p−1

)
∩
(
2ε, 1

2

]
, and

q ∈
(

2
κ−2ε ,∞

)
, there exists C <∞ such that for all N ∈ N we have

uN ∈ Lp
(

Ω,F ,P;B
κ
2
−ε,q

q

(
[0, T );B

1
2
−2κ,q

q (TL)

))
with

(4.4) E ‖uN‖p
B
κ
2−ε,q
q

(
[0,T );B

1
2−2κ,q
q (TL)

) ≤ C ‖u0‖p1,2
(

1 + ‖u0‖κp1,2

)
.
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In order to prove Proposition 4.2, we first prove regularity in time for vN and wN separately:

Lemma 4.3. For any p ∈ [2,∞), ε > 0 and q ∈ [p,∞), there exists a constant C < ∞ such
that for all N ∈ N, j ∈ {1, . . . , N + 1}, and κ ∈

(
0, 2p−1

)
we have

vN ∈ Lp
(

Ω,F ,P;B
κ
2
−ε,q

q

(
[(j − 1)δ, jδ);B

1
2
−2κ,q

q (TL)

))
with

(4.5) E

N+1∑
j=1

‖vN‖q
B
κ
2−ε,q
q

(
[(j−1)δ,jδ);B

1
2−2κ,q
q (TL)

)


p
q

≤ C ‖u0‖p1,2
(

1 + ‖u0‖κp1,2

)
.

Proof of Lemma 4.3. For (j − 1)δ ≤ t1 ≤ t2 < jδ we have from (2.2) of Theorem 2.1 and a
localization argument of the appearing test function in time

(vN (t2, ·)− vN (t1, ·), ϕ)2 =

∫ t2

t1

∫
{vN (t,·)>0}

v2
N (∂3

xvN ) (∂xϕ) dx dt, P-almost surely,

where ϕ ∈ C∞(TL). Applying the Cauchy-Schwarz inequality leads to

‖vN (t2, ·)− vN (t1, ·)‖H−1(TL) ≤
∫ t2

t1

(∫
{vN (t,·)>0}

v4
N (∂3

xvN )2 dx

) 1
2

dt, P-almost surely.

Hence, we obtain, after using the Sobolev embedding theorem and the Cauchy-Schwarz inequal-
ity once more,

‖vN (t2, ·)− vN (t1, ·)‖2H−1(TL) ≤ C

∫ t2

t1

‖vN (t, ·)‖1,2

(∫
{vN (t,·)>0}

v2
N (∂3

xvN )2 dx

) 1
2

dt

2

≤ C (t2 − t1)

∫ t2

t1

‖vN (t, ·)‖21,2
∫
{vN (t,·)>0}

v2
N (∂3

xvN )2 dx dt,

P-almost surely, so that with help of (4.2) of Proposition 4.1

(4.6) ‖vN‖
L2
(

Ω,F ,P;C
1
2 ([(j−1)δ,jδ);H−1(TL))

) ≤ C ‖u0‖21,2 ,

where C <∞ only depends on L. Setting p̃ := 2(1−κ)p
2−κp and

X1 := L∞
(
[(j − 1)δ, jδ);H1(TL)

)
,

X2 := W
1
2
,∞ ([(j − 1)δ, jδ);H−1(TL)

)
←↩ C

1
2
(
[0, T );H−1(TL)

)
,

we infer by interpolation

‖vN‖Lp(Ω,F ,P;(X1,X2)κ,p)
= ‖vN‖(Lp̃(Ω,F ,P;X1),L2(Ω,F ,P;X2))κ,p

(4.7)

≤ C ‖vN‖1−κLp̃(Ω,F ,P;X1) ‖vN‖
κ
L2(Ω,F ,P;X2)

(4.2),(4.6)
≤ C ‖u0‖1+κ

1,2 ,

where C < ∞ only depends on κ and p, and we have applied [47, Chapitre VII, §1, 1.1,
Théorème (1.1)] or equivalently [56, Theorem 1.18.4] in the first line and the standard inter-
polation inequality in the second line.

Now, we may use [5, Theorem 3.4.1 (b)] or [56, §1.3.3, Theorem (d)] and the Sobolev embedding
theorem to deduce

(X1, X2)κ,p ↪→ (Y1, Y2)κ,q ,

provided p ≤ q, where

Y1 := B−ε,qq

(
[(j − 1)δ, jδ);B

1
2
,q

q (TL)

)
, Y2 := B

1
2
,q

q

(
[(j − 1)δ, jδ);B

− 3
2
,q

q (TL)

)
,
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and
‖vN‖(Y1,Y2)κ,q

≤ C δ
1
q ‖vN‖(X1,X2)κ,p

for C <∞ independent of δ and j ∈ {1, . . . , N + 1}. From Lemma B.1 below we infer

(X1, X2)κ,p ↪→ B
κ
2
−ε,q

q

(
[(j − 1)δ, jδ);B

1
2
−2κ,q

q (TL)

)
,

with
‖vN‖

B
κ
2−ε,q
q

(
[(j−1)δ,jδ);B

1
2−2κ,q
q (TL)

) ≤ C δ 1
q ‖vN‖(X1,X2)κ,p

,

where C <∞ is independent of δ and j ∈ {1, . . . , N + 1}. In conjunction with (4.7) this implies
(4.5) after raising to the power q and summation over j ∈ {1, . . . , N + 1}. �

Lemma 4.4. For any p ∈ [2,∞), ε > 0, and q ∈ [p,∞), there exists C < ∞ such that for all
N ∈ N, j ∈ {1, . . . , N + 1}, and γ ∈ (0, 1) we have

wN ∈ Lp
(

Ω,F ,P;B
γ
2
−ε,q

q

(
[(j − 1)δ, jδ);B

1
2
−2γ,q

q (TL)

))
with

(4.8) E

N+1∑
j=1

‖wN‖q
B
γ
2−ε,q
q

(
[(j−1)δ,jδ);B

1
2−2γ,q
q (TL)

)


p
q

≤ C ‖u0‖p1,2 .

Proof of Lemma 4.4. We derive higher regularity in time t for wN . From (3.2), (3.3), (3.4), and
(3.5) of Definition 3.1, we infer

wN (t, ·) = wN ((j − 1)δ, ·) +

∫ t

(j−1)δ

1

2

∑
k∈Z

λ2
k∂x

(
ψk∂x(ψkwN (t′, ·))

)
dt′︸ ︷︷ ︸

=:w
(1)
N (t,·)

+

∫ t

(j−1)δ

∑
k∈Z

λk∂x(ψkwN (t′, ·)) dβk(t′)︸ ︷︷ ︸
=:w

(2)
N (t,·)

for t ∈ [(j − 1)δ, jδ),

P-almost surely. We conclude that for (j − 1)δ ≤ t1 ≤ t2 < jδ and ϕ ∈ C∞(TL) we have∥∥∥w(1)
N (t2, ·)− w(1)

N (t1, ·)
∥∥∥p
H−1(TL)

(1.8),(1.9)
≤ C

(∑
k∈Z

λ2
k

∫ t2

t1

‖wN (t, ·)‖1,2 dt

)p
(1.10)
≤ C |t1 − t2|p ess-sup

t∈[0,T )
‖wN (t, ·)‖p1,2 ,

P-almost surely, so that with help of (4.2) of Proposition 4.1∥∥∥w(1)
N

∥∥∥
Lp(Ω,F ,P;C1−([(j−1)δ,jδ];H−1(TL)))

≤ C ‖u0‖1,2 .

From [20, Lemma 2.1] we may further deduce for the stochastic integral∥∥∥w(2)
N

∥∥∥q
Lp
(

Ω,F ,P;W
1
2−ε,q([(j−1)δ,jδ);L2(TL))

)

≤ C E
∫ jδ

(j−1)δ

(∑
k∈Z

λ2
k ‖∂x(ψkwN (t, ·))‖22

) q
2

dt

(1.8),(1.9),(1.10)
≤ C δ E ess-sup

t∈[(j−1)δ,jδ)
‖wN (t, ·)‖q1,2

(4.2)
≤ C δ ‖u0‖q1,2 for α <

1

2
,
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where Proposition 4.1 has been used again and C <∞ is independent of δ and j ∈ {1, . . . , N+1}.
This implies by interpolation with (4.2) using [47, Chapitre VII, §1, 1.1, Théorème (1.1)] or [56,
Theorem 1.18.4], and scaling in time,

‖wN‖Lp(Ω,F ,P;(X1,X2)γ,p)
≤ C δ

1
q ‖u0‖1,2 ,

where

X1 := Lq
(
[(j − 1)δ, jδ);H1(TL)

)
↪→ B−ε,qq

(
[(j − 1)δ, jδ);B

1
2
,q

q (TL)

)
,

X2 := W 1,q
(
[(j − 1)δ, jδ);H−1(TL)

)
+W

1
2
−ε,q ([(j − 1)δ, jδ);L2(TL)

)
↪→ B

1
2
−ε,q

q

(
[(j − 1)δ, jδ);B

− 3
2
,q

q (TL)

)
,

with γ ∈ [0, 1] and where C < ∞ is independent of δ and j ∈ {1, . . . , N + 1}. Using [5,
Theorem 3.4.1 (b)] or [56, §1.3.3, Theorem (d)] and Lemma B.1 below, we infer

(X1, X2)γ,p ↪→ B
γ
2
−ε,q

q

(
[(j − 1)δ, jδ);B

1
2
−2γ,q

q (TL)

)
,

uniformly in δ and j ∈ {1, . . . , N + 1}, which leads to (4.8) as in the proof of Lemma 4.3. �

Proposition 4.2 follows by applying Lemmata 4.3 and 4.4:

Proof of Proposition 4.2. We may choose κ = γ in (4.5) and (4.8) of Lemmata 4.3 and 4.4 and
note that by construction the function uN does not jump at times t ∈

{
δ
2 , . . . , (2N + 1) δ2

}
. Since

by assumption κ
2 − ε−

1
q > 0, we have

uN ∈ Lp
(

Ω,F ,P;BC0

(
[0, T );B

1
2
−2κ,q

q (TL)

))
,

so that Lemma B.2 below is applicable, giving the bound (4.4). �

5. Convergence of the splitting scheme

In this section, we pass to the limit as N →∞ (implying δ = T
N+1 → 0) for the scheme (D)-(S)-

(DS). We use the notations and conventions introduced in §1.3 and §4. Note that the present
reasoning is quite similar to the one in [19, §5], except for those parts that are specific to the
Trotter-Kato scheme (D)–(S)–(DS) and the lack of an interface potential (cf. Proposition 5.6).
We also refer to [15, Proposition 5.4] and to [20, Theorem 3.1] for other examples in which
analogous arguments have been applied.

5.1. Tightness and convergence of a subsequence. We make use of the following abstract
result, which is a generalization of a theorem due to Skorokhod (cf. [55]):

Theorem 5.1 (Jakubowski [38]). Suppose that (X , T ) is a topological space such that there
exists a countable family (fN : X → [−1, 1])N∈N of T -continuous functions separating points of
X . Further assume that (XN )N∈N is a sequence of X -valued random variables and that for
all M ∈ N there exists KM b X such that for all N ∈ N we have P{XN ∈ KM} > 1 − 1

M
( tightness). Then, there exists a subsequence of (XN )N∈N, denoted by (XN )N∈N again, and
random variables X̃, X̃N : [0, 1] → X , where N ∈ N and [0, 1] is equipped with the Borel σ-
algebra, such that XN ∼ X̃N and limN→∞ X̃N (ω) = X̃(ω) for all ω ∈ [0, 1], where the limit is
attained in the topology T .

We now apply Theorem 5.1 in order to derive point-wise convergence of in law identical subse-
quences:
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Proposition 5.2 (point-wise convergence). We define the spaces

Xu := BC0 ([0, T )× TL) ,(5.1a)

XJ := L2 ([0, T )× TL) endowed with the weak topology,(5.1b)

XW := BC0
(
[0, T );H2(TL)

)
.(5.1c)

Then, there exist random variables ũ, ũN : [0, 1]→ Xu, J̃N , J̃ : [0, 1]→ XJ , and W̃ ′N , W̃ : [0, 1]→
XW with

(5.2)
(
ũN , J̃N , W̃

′
N

)
∼ (uN , JN ,W ) , where JN := 1{vN>0} v

2
N (∂3

xvN ),

as well as ũN (ω)→ ũ(ω) in Xu, J̃N (ω) ⇀ J̃(ω) in XJ , and W̃ ′N (ω) ⇀ W̃ (ω) in XW as N →∞,
for every ω ∈ [0, 1], up to taking a subsequence.

Proof of Proposition 5.2. By Markov’s inequality, we have for R > 0 and using Proposition 4.2
with ε ∈

(
0, κ2

)
, p := 2, q ∈ [2,∞), and κ ∈

[
0, 1

2

]
,

P

‖uN‖B κ
2−ε,q
q

(
[0,T );B

1
2−2κ,q
q (TL)

) > R

 ≤ 1

R2
E ‖uN‖2

B
κ
2−ε,q
q

(
[0,T );B

1
2−2κ,q
q (TL)

)
(4.4)
≤ C2

R2
‖u0‖21,2

(
1 + ‖u0‖2κ1,2

)
→ 0 as R→∞,

uniformly in N ∈ N. Hence,

P

‖uN‖B κ
2−ε,q
q

(
[0,T );B

1
2−2κ,q
q (TL)

) ≤ R
→ 1 as R→∞,

uniformly in N ∈ N. Now, for κ < 1
4 and q > max

{
2

κ−2ε ,
2

1−4κ

}
, by using the compactness

result [1, Theorem 4.4] and the embedding [52, §3.5.5 Corollary (i)], we infer that

B
1
2
−2κ,q

q (TL) ↪→ BC0 (TL)

is compact because 1
2−2κ− 1

q > 0. Once more using [1, Theorem 4.4] and the embeddings [1, (3.3)
& (3.8)], we conclude that

B
κ
2
−ε,q

q

(
[0, T );B

1
2
−2κ,q

q (TL)

)
↪→ Xu = BC0 ([0, T )× TL)

is compact because κ
2 − ε−

1
q > 0. Therefore, the set‖u‖B κ

2−ε,q
q

(
[0,T );B

1
2−2κ,q
q (TL)

) ≤ R


is a compact subset of Xu for all R > 0, so that we obtain tightness of uN in Xu.

For tightness of JN , observe that, again by Markov’s inequality and Proposition 4.1,

P
{
‖JN‖L2([0,T )×TL) > R

}
≤ 1

R2

∫ T

0
E
∫ L

0
v4
N (∂3

xvN )2 dx dt

≤ C

R2
E
∫ T

0
‖vN (t, ·)‖21,2

∫ L

0
v2
N (∂3

xvN )2 dx dt

(4.2)
≤ C

R2
‖u0‖41,2 → 0 as R→∞,

uniformly in N ∈ N, and that
{
‖J‖L2([0,T )×TL) ≤ R

}
is weakly compact in L2([0, T )× TL).
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For tightness ofW in XW observe that the law ofW , µW (A) := P {W ∈ A}, where A ∈ B (XW ),
is a Radon measure by [40, Theorem 3.16], since XW is a Polish space. This implies regularity
from the interior, i.e.,

1 = µW (XW ) = sup {µW (K) : K b XW } ,

which is a reformulation of tightness.

Now the claim follows by application of Theorem 5.1. �

In what follows, we assume that the assumptions of Proposition 5.2 are satisfied and we use the
notation introduced there. It is convenient to introduce the rescaled and periodically stopped
noise

WN (t, ·) :=

{
W ((j − 1)δ, ·) for t ∈

[
(j − 1)δ, (j − 1

2)δ)
)
,

W (2t− jδ, ·) for t ∈
[
(j − 1

2)δ, jδ
)
,

where j ∈ {1, . . . , N + 1} ,

(5.3a)

W̃N (t, ·) :=

{
W̃ ′N ((j − 1)δ, ·) for t ∈

[
(j − 1)δ, (j − 1

2)δ)
)
,

W̃ ′N (2t− jδ, ·) for t ∈
[
(j − 1

2)δ, jδ
)
,

where j ∈ {1, . . . , N + 1} .

(5.3b)

We define the real-valued processes

βkN (t) := λ−1
k (WN (t, ·), ψk)2,2 ,(5.4a)

β̃kN (t) := λ−1
k

(
W̃N (t, ·), ψk

)
2,2
,(5.4b)

β̃k(t) := λ−1
k

(
W̃ (t, ·), ψk

)
2,2
,(5.4c)

so that
WN =

∑
k∈Z

λkψkβ
k
N , W̃N =

∑
k∈Z

λkψkβ̃
k
N , and W̃ =

∑
k∈Z

λkψkβ̃
k.

Furthermore, we define
(
F̃t
)
t∈[0,T )

as the augmented filtration of

F̃ ′t := σ
(
ũ(t′), J̃(t′), W̃ (t′) : 0 ≤ t′ ≤ t

)
.

Proposition 5.3. The processes
(
β̃k
)
k∈Z are mutually independent standard real-valued (F̃t)-

Wiener processes.

Proof of Proposition 5.3. We note that W and W̃ as well as WN and W̃N have the same law
and that W and WN take values in XW , P-almost surely. Hence, also W̃ and W̃N take values in
XW , P̃-almost surely. By definitions (5.3b), (5.4b), and (5.4c) this implies that
(5.5)
W̃N → W̃ in XW and β̃kN → β̃k in BC0([0, T )) as N →∞, P̃-almost surely,

where k ∈ Z. By definition (5.4b), the β̃k are real-valued and (F̃t)-adapted. Furthermore, since
the joint laws of

(
β̃k
)
k∈Z

and
(
βk
)
k∈Z or

(
β̃kN

)
k∈Z

and
(
βkN
)
k∈Z, respectively, coincide, the β̃

k

or β̃kN , respectively, are mutually independent. Then it suffices to show that the β̃k are in fact
(F̃t)-Wiener processes. This is analogous to [15, Proposition 5.4] or [19, Lemma 5.7], so we only
sketch the arguments here.

The first step is to show that

Ẽ
[(
β̃k(t)− β̃k(t′)

)
Φ̃
]

= 0, where Φ̃ := Φ

(
ũ|[0,t′] , J̃

∣∣∣
[0,t′]

, W̃
∣∣∣
[0,t′]

)
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and Φ ∈ C0
(
Xu|[0,t′] × XJ |[0,t′] × XW |[0,t′] ; [0, 1]

)
, so that β̃k is an (F̃ ′t)-martingale, where again

F̃ ′t := σ
(
ũ(t′′), J̃(t′′), W̃ (t′′) : 0 ≤ t′′ ≤ t

)
. This follows from the convergence stated in Proposi-

tion 5.2 and (5.5) as well as Vitali’s convergence theorem. In the same way, we may conclude

that also
(
β̃k(t)

)2
− t is an (F̃ ′t)-martingale.

We denote by
(
F̃ ′′t
)

[0,T )
the filtration for which all P-zero sets are added to

(
F̃ ′t
)
t∈[0,T )

. Since

F̃t′ =
⋂
t′′>t′ F̃ ′′t′′ , continuity in time of β̃k implies with Vitali’s convergence theorem

Ẽ
[(
β̃k(t)− β̃k(t′)

)
φ̃
]

= 0

for all F̃t′-measurable and bounded φ̃ : [0, 1] → R, so that β̃k is an (F̃t)-martingale. The same

argument shows that also
(
β̃k(t)

)2
−t is an (F̃t)-martingale. By Lévy’s characterization theorem

(cf. [54, Theorem 3.16]), we infer that the β̃k are (F̃t)-Wiener processes. �

It is in fact also possible to extract point-wise convergent subsequences of ṽN and w̃N (the latter
are defined through (4.1), where uN , vN , and wN are replaced by ũN , ṽN , and w̃N , respectively)
and to identify their limits.

Corollary 5.4. Assume that ũN , ṽN , w̃N , and ũ are given as in Proposition 5.2. Then

(5.6) ‖ũN − ũ‖BC0([0,T )×TL) → 0, ‖ṽN − ũ‖L∞([0,T )×TL) → 0, ‖w̃N − ũ‖L∞([0,T )×TL) → 0

as N →∞, P̃-almost surely.

Proof of Corollary 5.4. Since Xu = BC0 ([0, T )× TL), the first part of (5.6) is a reformulation
of Proposition 5.2. In view of (4.1) this implies

‖ṽN − ũ‖L∞([0,T )×TL) → 0 and ‖w̃N − ũ‖L∞([0,T )×TL) → 0 as N →∞,

P̃-almost surely. This proves the second and the third limit in (5.6). �

Proposition 5.5 (weak convergence, identification of limits, a-priori estimate). Let ũN and ũ
be as in Proposition 5.2. Then, there exist subsequences of ũN , ṽN and w̃N , again denoted by
ũN , ṽN , and w̃N , such that for any p ∈ [2,∞),
(5.7)

ũN
∗
⇀ ũ, ṽN

∗
⇀ ũ, and w̃N

∗
⇀ ũ as N →∞ in Lp

(
[0, 1];L∞

(
[0, T );H1(TL)

))
as N →∞. Furthermore,

(5.8) Ẽ ess-sup
t∈[0,T )

‖ũ(t, ·)‖p1,2 ≤ C ‖u0‖p1,2

for a constant C <∞ independent of ũ and u0. Hence, ũ is a bounded continuous H1
w(TL)-valued

process.

Proof of Proposition 5.5. The existence of subsequences meeting (5.7) follows by compactness,
employing the bound (4.2) of Proposition 4.1, uniqueness of the limit due to (5.6) of Corollary 5.4,
and a diagonal-sequence argument to obtain convergence for all p ∈ [2,∞). Because of weak
lower-semicontinuity of the norm, estimate (4.2) of Proposition 4.1 translates into (5.8).

Since ũ ∈ L∞
(
[0, T );H1(TL)

)
, P̃-almost surely, any sequence (tj) ∈ [0, T ) with tj → t ∈ [0, T )

as j → ∞ has a subsequence (t′j)j , such that ũ(t′j , ·) weak-∗-converges in H1(TL), P̃-almost
surely. Since ũ ∈ BC0 ([0, T )× TL), P̃-almost surely, the limit is uniquely given by ũ(t, ·) and
thus also ũ (tj , ·)

∗
⇀ ũ(t, ·) in H1(TL), P̃-almost surely, proving the continuity statement. �

We can also identify the flux density:
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Proposition 5.6. Let ũN , ũ, J̃N , and J̃ be as in Proposition 5.2. Then the distributional
derivative ∂3

xũ meets ∂3
xũ ∈ L2({ũ > r}) for any r > 0 and further J̃N = 1{ṽN>0} ṽ

2
N (∂3

xṽN ) and
J̃ = 1{ũ>0} ũ

2(∂3
xũ), P̃-almost surely.

Proof of Proposition 5.6. Since by (5.2) of Proposition 5.2 the joint laws coincide, we have for
any φ ∈ C∞([0, T ]× TL)

0 = E
∣∣∣∣∫ T

0

∫ L

0
JN φ dx dt−

∫ T

0

∫ L

0
1{vN (t,·)>0} v

2
N (∂3

xvN )φ dx dt

∣∣∣∣
= Ẽ

∣∣∣∣∫ T

0

∫ L

0
J̃N φ dx dt−

∫ T

0

∫ L

0
1{ṽN (t,·)>0} ṽ

2
N (∂3

xṽN )φ dx dt

∣∣∣∣ ,
so that indeed J̃N = 1{ṽN>0} ṽ

2
N (∂3

xṽN ).

Because of the a-priori estimate (4.2) of Proposition 4.1, we have

Ẽ
∫ T

0

∫
{ṽN (t,·)>0}

ṽ2
N

(
∂3
xṽN

)2
dx dt ≤ C ‖u0‖21,2 ,

where C <∞ only depends on T . Hence, for fixed r > 0 we obtain

Ẽ
∫ T

0

∫ L

0

(
∂3
xṽN

)2
1{‖ṽN−ũ‖L∞([0,T )×TL)<

r
2

}
∩{ũ>r} dx dt

≤ 4

r2
Ẽ
∫ T

0

∫
{ṽN (t,·)> r

2}
ṽ2
N (∂3

xṽN )2 dx dt ≤ 4C

r2
‖u0‖21,2 ,

so that upon taking a subsequence we obtain by compactness

(5.9)
(
∂3
xṽN

)
1{‖ṽN−ũ‖L∞([0,T )×TL)<

r
2

}
∩{ũ>r} ⇀ η̃ 1{ũ>r} as N →∞

in L2 ([0, 1]× [0, T )× TL). Taking the limit as r ↘ 0, a diagonal-sequence argument im-
plies that, up to taking another subsequence, (5.9) holds true for any r > 0. Now, for
ζ̃ ∈ L2 ([0, 1];C∞([0, T ]× TL)) with supp(t,x)∈[0,T )×TL ζ̃ b {ũ > r} for all ω ∈ [0, 1], we have

Ẽ
∫ T

0

∫
{ũ(t,·)>r}

η̃ ζ̃ dx dt← Ẽ
∫ T

0

∫ L

0

(
∂3
xṽN

)
1{‖ṽN−ũ‖L∞([0,T )×TL)<

r
2

}
∩{ũ>r} ζ̃ dx dt

= −Ẽ
∫ T

0

∫ L

0
ṽN 1{‖ṽN−ũ‖L∞([0,T )×TL)<

r
2

}
∩{ũ>r} (∂3

xζ̃) dx dt

→ −Ẽ
∫ T

0

∫
{ũ(t,·)>r}

ũ (∂3
xζ̃) dx dt

as N →∞ for any r > 0 by using Vitali’s convergence theorem in the last line. Application of
the latter relies on (5.6) of Corollary 5.4 and

Ẽ
∫ T

0

∫ L

0
|ṽN |

3
2

∣∣∣∂3
xζ̃
∣∣∣ 32 dx dt ≤

(
Ẽ
∫ T

0

∫ L

0
|ṽN |6 dx dt

) 1
4
(
Ẽ
∫ T

0

∫ L

0
(∂3
xζ̃)2 dx dt

) 3
4

≤ C T
1
4

(
Ẽ ess-sup

t∈[0,T )
‖ṽN (t, ·)‖61,2

) 1
4 (4.2)
≤ C ‖u0‖

3
2
1,2 ,

where C <∞ is independent of N and Hölder’s inequality and Proposition 4.1 have been used.
Hence, we obtain η̃ = ∂3

xũ distributionally on {ũ > 0}. For φ̃ ∈ L∞ ([0, 1]× [0, T ]× TL) and N
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sufficiently large, we may split up according to

Ẽ
∫ T

0

∫
{ṽN (t,·)>0}

ṽ2
N (∂3

xṽN ) φ̃ dx dt(5.10)

= Ẽ
∫ T

0

∫ L

0
ṽ2
N (∂3

xṽN ) 1{‖ṽN−ũ‖L∞([0,T )×TL)<
r
2

}
∩{ũ>r} φ̃ dx dt

+Ẽ
∫ T

0

∫
{ṽN (t,·)>0}

ṽ2
N (∂3

xṽN ) 1{‖ṽN−ũ‖L∞([0,T )×TL)≥
r
2

}
∪{ũ≤r} φ̃ dx dt.

Since by Proposition 4.1 and Sobolev embedding

Ẽ
∫ T

0

∫ L

0
(ṽN − ũ)6 dx dt ≤ C

(
Ẽ ess-sup

t∈[0,T )
‖ṽN (t, ·)‖61,2 + Ẽ ess-sup

t∈[0,T )
‖ũ(t, ·)‖61,2

)
(4.2)
≤ C ‖u0‖61,2

and ‖ṽN − ũ‖L∞([0,T )×TL) → 0 as N →∞, P̃-almost surely, by (5.6) of Corollary 5.4, it follows
by Vitali’s convergence theorem that

(5.11) Ẽ
∫ T

0

∫ L

0
(ṽN − ũ)4 dx dt→ 0 as N →∞.

Hence, we obtain

Ẽ
∫ T

0

∫ L

0
ṽ2
N (∂3

xṽN ) 1{‖ṽN−ũ‖L∞([0,T )×TL)<
r
2

}
∩{ũ>r} φ̃ dx dt(5.12)

→ Ẽ
∫ T

0

∫
{ũ(t,·)>r}

ũ2 (∂3
xũ) φ̃ dx dt as N →∞

because of (5.9) and (5.11). Furthermore,∣∣∣∣∣Ẽ
∫ T

0

∫
{ṽN (t,·)>0}

ṽ2
N (∂3

xṽN ) 1{‖ṽN−ũ‖L∞([0,T )×TL)≥
r
2

}
∪{ũ≤r} φ̃ dx dt

∣∣∣∣∣(5.13)

≤ C
∥∥∥φ̃∥∥∥

L∞([0,1]×[0,T )×TL)

×

(
Ẽ
∫ T

0

∫
{ũ(t,·)≤r}∩{ṽN (t,·)>0}

ṽ2
N (∂3

xṽN )2 dx dt

) 1
2

×

(
Ẽ
∫ T

0

∫
{ṽN (t,·)>0}

(ṽN )2
1{‖ṽN−ũ‖L∞([0,T )×TL)≥

r
2

}
∪{ũ≤r} dx dt

) 1
2

(4.2)
≤ C

∥∥∥φ̃∥∥∥
L∞([0,1]×[0,T )×TL)

‖u0‖1,2

×

(
Ẽ
∫ T

0

∫
{ṽN (t,·)>0}

(ṽN )2
1{‖ṽN−ũ‖L∞([0,T )×TL)≥

r
2

}
∪{ũ≤r} dx dt

) 1
2

,

where C <∞ is independent of N and Proposition 4.1 has been applied. Now, we note that by
Sobolev embedding

Ẽ
∫ T

0

∫
{ṽN (t,·)>0}

(ṽN )4
1{‖ṽN−ũ‖L∞([0,T )×TL)≥

r
2

}
∪{ũ≤r} dx dt

≤ C Ẽ ess-sup
t∈[0,T )

‖ṽN (t, ·)‖41,2
(4.2)
≤ C ‖u0‖41,2 ,
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where C < ∞ is independent of N and, so that by (5.6) of Corollary 5.4 we have by Vitali’s
convergence theorem

Ẽ
∫ T

0

∫
{ṽN (t,·)>0}

(ṽN )2
1{‖ṽN−ũ‖L∞([0,T )×TL)≥

r
2

}
∪{ũ≤r} dx dt

→ Ẽ
∫ T

0

∫ L

0
ũ2

1{ũ≤r} dx dt = O
(
r2
)

as N →∞

and (5.13) implies
(5.14)

Ẽ
∫ T

0

∫
{ṽN (t,·)>0}

ṽ2
N (∂3

xṽN ) 1{‖ṽN−ũ‖L∞([0,T )×TL)≥
r
2

}
∪{ũ≤r} φ̃ dx dt = O(r) as N →∞.

The limits (5.12) and (5.14) in (5.10) lead to

Ẽ
∫ T

0

∫
{ṽN (t,·)>0}

ṽ2
N (∂3

xṽN ) φ̃ dx dt(5.15)

= Ẽ
∫ T

0

∫
{ũ(t,·)>r}

ũ2 (∂3
xũ) φ̃ dx dt+O(r) as N →∞

→ Ẽ
∫ T

0

∫
{ũ(t,·)>0}

ũ2 (∂3
xũ) φ̃ dx dt as r ↘ 0.

The last step follows by dominated convergence, where we have employed that the integrand is
absolutely integrable. The latter follows from

ũ2
∣∣∂3
xũ
∣∣ ∣∣∣φ̃∣∣∣ ≤ ũ2

∣∣∂3
xũ
∣∣ ∥∥∥φ̃∥∥∥

L∞([0,1]×[0,T )×TL)

and the fact that by monotone convergence, the first two lines of (5.15), and the Sobolev em-
bedding theorem,

Ẽ
∫ T

0

∫
{ũ(t,·)>0}

ũ2
∣∣∂3
xũ
∣∣ dx dt

= lim
r↘0

Ẽ
∫ T

0

∫
{ũ(t,·)>r}

ũ2 (∂3
xũ)

(
1{∂3xũ>0}−1{∂3xũ<0}

)
dx dt

= lim
N→∞

Ẽ
∫ T

0

∫
{ṽN (t,·)>0}

ṽ2
N (∂3

xṽN )
(
1{∂3xũ>0}−1{∂3xũ<0}

)
dx dt

≤ C lim
N→∞

(
Ẽ
∫ T

0
‖ṽN (t, ·)‖21,2

∫
{ṽN (t,·)>0}

ṽ2
N (∂3

xṽN )2 dx dt

) 1
2 (4.2)
≤ C ‖u0‖21,2 ,

where C <∞ and Proposition 4.1 was used in the last step.

From (5.15) it follows that

J̃N = 1{ṽN>0} ṽ
2
N (∂3

xṽN ) ⇀ 1{ũ>0} ũ
2 (∂3

xũ) in L1 ([0, 1]× [0, T )× TL) as N →∞,

which together with J̃N ⇀ J̃ in L2 ([0, T )× TL) as N → ∞, P̃-almost surely, implies J̃ =
1{ũ>0} ũ

2 (∂3
xũ). �
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5.2. Recovering the SPDE. From the scheme (D)–(S)–(DS) we deduce for t ∈ [0, T ) and
recalling δ = T

N+1

(vN (t, ·), ϕ)2 − (u0, ϕ)2

(1.13c)
= (vN (t, ·), ϕ)2 +

b tδc∑
j=1

(
− (vN (jδ, ·), ϕ)2 + lim

t′↗jδ

(
wN (t′, ·), ϕ

)
2

)

+

b tδc∑
j=1

(
lim
t′↗jδ

(
vN (t′, ·), ϕ

)
2
− (wN ((j − 1)δ, ·), ϕ)2

)
− (vN (0, ·), ϕ)2

= (vN (t, ·), ϕ)2 −
(
vN
(⌊

t
δ

⌋
δ, ·
)
, ϕ
)

2

+

b tδc∑
j=1

(
lim
t′↗jδ

(
vN (t′, ·), ϕ

)
2
− (vN ((j − 1)δ, ·), ϕ)2

)

+

b tδc∑
j=1

(
lim
t′↗jδ

(
wN (t′, ·), ϕ

)
2
− (wN ((j − 1)δ, ·), ϕ)2

)
(1.13a),(1.13b)

=

∫ t

0

∫
{vN (t′,·)>0}

v2
N (∂3

xvN ) (∂xϕ) dx dt′

−1

2

∑
k∈Z

λ2
k

∫ b tδcδ
0

(
ψk∂x

(
ψkwN (t′, ·)

)
, ∂xϕ

)
2

dt′

−
∑
k∈Z

λk

∫ b tδcδ
0

(
ψkwN (t′, ·), ∂xϕ

)
2

dβk(t′),

P̃-almost surely, where ϕ ∈ C∞(TL) is a test function. Note that equations (1.13a) and (1.13b)
follow rigorously from (2.2) of Theorem 2.1 and (3.5) of Definition 3.1 tested against ϕ. Changing
the stochastic basis to (

[0, 1], F̃ ,
(
F̃t
)
t∈[0,T )

, P̃
)
,

we obtain for the in law equivalent convergent subsequences ũN , ṽN , and w̃N for t ∈ [0, T ) by
taking (1.7), (4.1), (5.3), and (5.4) into account,

(ṽN (t, ·), ϕ)2 − (u0, ϕ)2 =

∫ t

0

∫
{ṽN (t′,·)>0}

ṽ2
N (∂3

xṽN ) ∂xϕdx dt′(5.16)

−1

2

∑
k∈Z

λ2
k

∫ b tδcδ
0

(
ψk∂x

(
ψkw̃N (t′, ·)

)
, ∂xϕ

)
2

dt′

−
∑
k∈Z

λk

∫ b tδcδ
0

(
ψkũN (t′, ·), ∂xϕ

)
2

dβ̃kN (t′).

Passing to the limit as N →∞, we obtain the main result, Theorem 1.2, by applying Proposi-
tions 5.2, 5.3, and 5.5, and showing that the different terms appearing in (5.16) converge in the
sense stated in the next lemma:
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Lemma 5.7. Assume that ũN , ṽN , w̃N , ũ, ṽ, and w̃ are given as in Proposition 5.2 and 5.5.
Then, for any ϕ ∈ C∞(TL) and t ∈ [0, T ), and up to taking subsequences, we have

(ṽN (t, ·), ϕ)2 → (ũ(t, ·), ϕ)2 ,(5.17a) ∫ t

0

∫
{ṽN (t′,·)>0}

ṽ2
N

(
∂3
xṽN

)
(∂xϕ) dx dt′ →

∫ t

0

∫
{ũ(t′,·)>0}

ũ2
(
∂3
xũ
)

(∂xϕ) dx dt′,(5.17b)

∑
k∈Z

λ2
k

∫ b tδcδ
0

(
ψk∂x

(
ψkw̃N (t′, ·)

)
, ∂xϕ

)
2

dt′ →
∑
k∈Z

λ2
k

∫ t

0

(
ψk∂x

(
ψkũ(t′, ·)

)
, ∂xϕ

)
2

dt′,(5.17c)

∑
k∈Z

λk

∫ b tδcδ
0

(
ψkũN (t′, ·), ∂xϕ

)
2

dβ̃kN (t′)→
∑
k∈Z

λk

∫ t

0

(
ψkũ(t′, ·), ∂xϕ

)
2

dβ̃k(t′)(5.17d)

as N →∞, P̃-almost surely.

Proof of Lemma 5.7. We prove each limit separately:

Proof of (5.17a). Since by (5.6) of Corollary 5.4 we have ‖ṽN − ũ‖L∞([0,T )×TL) → 0 as N →∞,
P̃-almost surely, and ṽN is P̃-almost surely piece-wise continuous in time (cf. Theorem 2.1 (a)),
it holds

‖ṽN − ũ‖BC0([0,T )×TL) = ‖ṽN − ũ‖L∞([0,T )×TL) → 0 as N →∞.
Hence, we obtain by bounded convergence that (ṽN (t, ·), ϕ)2 → (ũ(t, ·), ϕ)2 as N → ∞ for
t ∈ [0, T ), P̃-almost surely, proving (5.17a).

Proof of (5.17b). The limit (5.17b) immediately follows from the weak convergence of the flux
density J̃N stated in Proposition 5.2, i.e., J̃N = 1{ṽN>0} ṽ

2
N

(
∂3
xvN

)
⇀ J̃ in L2 ([0, T )× TL),

P-almost surely, and the identification of the limit J̃ = 1{ũ>0} ũ
2
(
∂3
xũ
)
given in Proposition 5.6.

Proof of (5.17c). We have by (1.8), (1.9), (1.10), (5.6) of Corollary 5.4, and bounded conver-
gence, ∑

k∈Z
λ2
k

∫ b tδcδ
0

(
ψk∂x

(
ψkw̃N (t′, ·)

)
, ∂xϕ

)
2

dt′

= −
∑
k∈Z

λ2
k

∫ b tδcδ
0

(
w̃N (t′, ·), ψk∂x (ψk∂xϕ)

)
2

dt′

→ −
∑
k∈Z

λ2
k

∫ t

0

(
ũ(t′, ·), ψk∂x (ψk∂xϕ)

)
2

dt′ as N →∞, P̃-almost surely

=
∑
k∈Z

λ2
k

∫ t

0

(
ψk∂x

(
ψkũ(t′, ·)

)
, ∂xϕ

)
2

dt′,

proving (5.17c).

Proof of (5.17d). For ϕ ∈ C∞(TL) and t ∈ [0, T ), we define

MN,ϕ(t) := −
∑
k∈Z

λk

∫ b tδcδ
0

(
ψkũN (t′, ·), ∂xϕ

)
2

dβ̃kN (t′)(5.18)

(5.16)
= (ṽN (t, ·), ϕ)2 − (u0, ϕ)2 −

∫ t

0

∫
{ṽN (t′,·)>0}

ṽ2
N (∂3

xṽN ) (∂xϕ) dx dt′

+
1

2

∑
k∈Z

λ2
k

∫ b tδcδ
0

(
ψk∂x

(
ψkw̃N (t′, ·)

)
, ∂xϕ

)
2

dt′.

Note that ũN and β̃kN are adapted to F̃N,t := σ
(
ũN (t′, ·), W̃N (t′, ·) : 0 ≤ t′ ≤ t

)
(We do not need

to include J̃N in view of Proposition 5.6.). In view of (4.1), (5.3), Proposition 5.2, and (5.4b),
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we obtain for the quadratic variation process〈〈
M̃N,ϕ

〉〉
t

=
∑
k∈Z

λ2
k

∫ b tδcδ
0

(
ψkw̃N (t′, ·), ∂xϕ

)2
2

dt′

≤ ‖∂xϕ‖22

(∑
k∈Z

λ2
k ‖ψk‖

2
L∞(TL)

)∫ b tδcδ
0

∥∥w̃N (t′, ·)
∥∥2

2
dt′

(1.8),(1.10)
≤ C ‖∂xϕ‖22

∫ b tδcδ
0

∥∥w̃N (t′, ·)
∥∥2

2
dt′,

so that

Ẽ
(〈〈

M̃N,ϕ

〉〉
t

)q
≤ C tq ‖∂xϕ‖2q2 ess-sup

t′∈[0,T )
Ẽ
∥∥w̃N (t′, ·)

∥∥2q

2
(5.19)

(4.2)
≤ C tq ‖∂xϕ‖2q2 ‖u0‖2q1,2 for q ≥ 1,

where C < ∞ is independent of N and Proposition 4.1 has been applied. Hence, M̃N,ϕ is a
square-integrable martingale with respect to (F̃N,t)t∈[0,T ). We know from (5.17a)–(5.17c) that,
for all t ∈ [0, T ),

(5.20)

M̃N,ϕ(t)→ M̃ϕ(t) := (ũ(t, ·), ϕ)2 − (u0, ϕ)2 −
∫ t

0

∫
{ũ(t′,·)>0}

ũ2 (∂3
xũ) (∂xϕ) dx dt′

+
1

2

∑
k∈Z

λ2
k

∫ t

0

(
ψk∂x

(
ψkũ(t′, ·)

)
, ∂xϕ

)
2

dt′ as N →∞,

P̃-almost surely. Then, it suffices to show that, for all t ∈ [0, T ),

(5.21) M̃ϕ(t) = −
∑
k∈Z

λk

∫ t

0

(
ψkũ(t′, ·), ∂xϕ

)
2

dβ̃k(t′).

Since M̃N,ϕ is a square-integrable (F̃N,t)-martingale, we have for 0 ≤ t′ ≤ t < T , and

Φ ∈ C0
(
Xu|[0,t′] × XW |[0,t′] ; [0, 1]

)
as in (5.1a) and (5.1c) of Proposition 5.2 (Again, it is not necessary to include XJ because of
Proposition 5.6.) the identities

Ẽ
[(
M̃N,ϕ(t)− M̃N,ϕ(t′)

)
Φ̃N

]
= 0,(5.22a)

Ẽ

[((
M̃N,ϕ(t)

)2
−
(
M̃N,ϕ(t′)

)2
−
∑
k∈Z

λ2
k

∫ b tδcδ⌊
t′
δ

⌋
δ

(
ψkw̃N (t′′, ·), ∂xϕ

)2
2

dt′′

)
Φ̃N

]
= 0,(5.22b)

Ẽ

[(
β̃kN (t)M̃N,ϕ(t)− β̃kN (t′)M̃N,ϕ(t′) + λk

∫ b tδcδ⌊
t′
δ

⌋
δ

(
ψkw̃N (t′′, ·), ∂xϕ

)
2

dt′′

)
Φ̃N

]
= 0,(5.22c)

where

(5.22d) Φ̃N := Φ

(
ũN |[0,t′] , W̃N

∣∣∣
[0,t′]

)
.

We derive below that, in the limit as N →∞, we have for 0 ≤ t′ ≤ t < T

Ẽ
[(
M̃ϕ(t)− M̃ϕ(t′)

)
Φ̃
]

= 0,(5.23a)

Ẽ

[((
M̃ϕ(t)

)2
−
(
M̃ϕ(t′)

)2
−
∑
k∈Z

λ2
k

∫ t

t′

(
ψkũ(t′′, ·), ∂xϕ

)2
2

dt′′

)
Φ̃

]
= 0,(5.23b)

Ẽ
[(
β̃k(t)M̃ϕ(t)− β̃k(t′)M̃ϕ(t′) + λk

∫ t

t′

(
ψkũ(t′′, ·), ∂xϕ

)
2

dt′′
)

Φ̃

]
= 0,(5.23c)
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where

(5.23d) Φ̃ = Φ

(
ũ|[0,t′] , W̃

∣∣∣
[0,t′]

)
.

With the same argumentation as in the proof of Proposition 5.3, we may then infer that M̃ϕ

is also an (F̃t)-martingale. Hence, (5.21) follows from (1.8), (1.10), and [35, Proposition A.1]
or [46].

In order to prove (5.23), we note that

(5.24)
∣∣∣Φ̃N

∣∣∣ ≤ 1 and Φ̃N → Φ̃ as N →∞ point-wise, P̃-almost surely.

Argument for (5.23a). From (5.18) and (5.22a) we deduce

0 = Ẽ

[((
ṽN (t, ·)− ṽN (t′, ·), ϕ

)
2
−
∫ t

t′

∫
{ṽN (t′′,·)>0}

ṽ2
N (∂3

xṽN )(∂xϕ) dx dt′′

)
Φ̃N

]

+
1

2
Ẽ

[(∑
k∈Z

λ2
k

∫ b tδcδ⌊
t′
δ

⌋
δ

(
ψk∂x

(
ψkw̃N (t′′, ·)

)
, ∂xϕ

)
2

dt′′

)
Φ̃N

]
.

Then, we note that

(5.25) Ẽ
[(
ṽN (t, ·)− ṽN (t′, ·), ϕ

)
2

Φ̃N

]
→ Ẽ

[(
ũ(t, ·)− ũ(t′, ·), ϕ

)
2

Φ̃
]

as N →∞.

Indeed, from (5.6) of Corollary 5.4 and piece-wise continuity in time by (4.1), we infer∥∥ṽN (t, ·)− ṽN (t′, ·)− ũ(t, ·) + ũ(t′, ·)
∥∥
L∞(TL)

→ 0 as N →∞,

P̃-almost surely,

Ẽ
[∣∣(ṽN (t, ·)− ṽN (t′, ·), ϕ

)
2

∣∣2 (Φ̃N )2
] (5.24)
≤ 4 ess-sup

t′′∈[0,T )
Ẽ
∥∥ṽN (t′′, ·)

∥∥2

2
‖ϕ‖22

(4.2)
≤ C ‖u0‖21,2 ‖ϕ‖

2
2 ,

where C < ∞ is independent of N and Proposition 4.1 has been applied, so that with (5.24)
the claim (5.25) follows by Vitali’s convergence theorem.

We argue again by Vitali’s convergence theorem to infer that
(5.26)

Ẽ

[∫ t

t′

∫
{ṽN (t′′,·)>0}

ṽ2
N (∂3

xṽN )(∂xϕ) dx dt′′ Φ̃N

]
→ Ẽ

[∫ t

t′

∫
{ũ(t′′,·)>0}

ũ2(∂3
xũ)(∂xϕ) dx dt′′ Φ̃

]

as N →∞. Indeed, this follows from (5.17b), (5.24), and

Ẽ

∣∣∣∣∣
∫ t

t′

∫
{ṽN (t′′,·)>0}

ṽ2
N (∂3

xṽN ) (∂xϕ) dx dt′′

∣∣∣∣∣
2

(Φ̃N )2


≤ C ‖∂xϕ‖22 Ẽ

∫ T

0

∥∥ṽN (t′′, ·)
∥∥2

1,2

∫
{ṽN (t′′,·)>0}

ṽ2
N (∂3

xṽN )2 dx dt′′

(4.2)
≤ C ‖∂xϕ‖22 ‖u0‖41,2 ,

where C <∞ is independent of N and Proposition 4.1 has been applied.
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Finally, using (1.8), (1.9b), (1.10), Proposition 4.1, (5.6) of Corollary 5.4, (5.24), and Vitali’s
convergence theorem, we have

Ẽ

[(∑
k∈Z

λ2
k

∫ b tδcδ⌊
t′
δ

⌋
δ

(
ψk∂x

(
ψkw̃N (t′, ·)

)
, ∂xϕ

)
2

dt′′

)
Φ̃N

]

= −Ẽ

[(∑
k∈Z

λ2
k

∫ b tδcδ⌊
t′
δ

⌋
δ

(
w̃N (t′, ·), ψk∂x (ψk∂xϕ)

)
2

dt′′

)
Φ̃N

]

→ −Ẽ

[(∑
k∈Z

λ2
k

∫ t

t′

(
ũ(t′, ·), ψk∂x (ψk∂xϕ)

)
2

dt′′

)
Φ̃

]
as N →∞

= E

[(∑
k∈Z

λ2
k

∫ t

t′

(
ψk∂x

(
ψkũ(t′, ·)

)
, ∂xϕ

)
2

dt′′

)
Φ̃

]
.

Altogether, we infer that taking the limit as N → ∞ in (5.22a), we may conclude that (5.23a)
holds true.

Argument for (5.23b). First, we note that

Ẽ

(∑
k∈Z

λ2
k

∫ b tδcδ⌊
t′
δ

⌋
δ

(
ψkw̃N (t′′, ·), ∂xϕ

)2
2

dt′′

)2

(1.8),(1.10)
≤ C ‖∂xϕ‖42 ess-supt′′∈[0,T ) Ẽ ‖w̃N (t′′, ·)‖42

(4.2)
≤ C ‖∂xϕ‖42 ‖u0‖41,2 ,

where C <∞ is independent of N and Proposition 4.1 has been utilized. Additionally, by (5.6)
of Corollary 5.4 and bounded convergence∑

k∈Z
λ2
k

∫ b tδcδ⌊
t′
δ

⌋
δ

(
ψkw̃N (t′′, ·), ∂xϕ

)2
2

dt′′ →
∑
k∈Z

λ2
k

∫ t

t′

(
ψkũ(t′′, ·), ∂xϕ

)2
2

dt′′ as N →∞,

P̃-almost surely. Together with (5.24) this implies

Ẽ

[∑
k∈Z

λ2
k

∫ b tδcδ⌊
t′
δ

⌋
δ

(
ψkw̃N (t′, ·), ∂xϕ

)2
2

dt′′ Φ̃N

]
→ Ẽ

[∑
k∈Z

λ2
k

∫ t

t′

(
ψkũ(t′′, ·), ∂xϕ

)2
2

dt′′ Φ̃

]

as N →∞ by Vitali’s convergence theorem. Now, by (5.20),

M̃N,ϕ(t)→ M̃ϕ(t) and M̃N,ϕ(t′)→ M̃ϕ(t′) as N →∞, P̃-almost surely,

and further applying the Burkholder-Davis-Gundy inequality (cf. [54, Theorem 3.28]) gives

Ẽ
[(
M̃N,ϕ(t)

)4
(Φ̃N )2

]
(5.24)
≤ C Ẽ

〈〈
M̃N,ϕ

〉〉2

t

(5.19)
≤ C t2 ‖∂xϕ‖42 ‖u0‖41,2 ,

where C <∞ is independent of N , so that by Vitali’s convergence theorem

Ẽ
[(
M̃N,ϕ(t)

)2
Φ̃N

]
→ Ẽ

[(
M̃ϕ(t)

)2
Φ̃

]
and Ẽ

[(
M̃N,ϕ(t′)

)2
Φ̃N

]
→ Ẽ

[(
M̃ϕ(t′)

)2
Φ̃

]
as N → ∞, where (5.24) has been used once more. Therefore, (5.23b) follows by taking the
limit as N →∞ in (5.22b).

Argument for (5.23c). With the same reasoning as before, we have

Ẽ

[∫ b tδcδ⌊
t′
δ

⌋
δ

(
ψkw̃N (t′′, ·), ∂xϕ

)
2

dt′′ Φ̃N

]
→ Ẽ

[∫ t

t′

(
ψkũ(t′′, ·), ∂xϕ

)
2

dt′′ Φ̃

]
as N →∞.
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Furthermore, with help of the Cauchy-Schwarz and the Burkholder-Davis-Gundy inequality
(cf. [54, Theorem 3.28])

Ẽ
[
(β̃kN (t))2 (M̃N,ϕ(t))2 (Φ̃N )2

] (5.24)
≤

√
Ẽ
(
β̃kN (t)

)4
√
Ẽ
(
M̃N,ϕ(t)

)4

≤ C

√
Ẽ
〈〈
β̃kN

〉〉2

t

√
Ẽ
〈〈
M̃N,ϕ

〉〉2

t

(5.19)
≤ C t2 ‖∂xϕ‖22 ‖u0‖21,2 ,

where C < ∞ is independent of N , which implies with β̃kN → β̃N as N → ∞ uniformly in
[0, T ), P̃-almost surely, by Proposition 5.2 and (5.4b), (5.24), and M̃N,ϕ(t)→ M̃ϕ(t) as N →∞,
P̃-almost surely, by (5.20), the limits

Ẽ
[
β̃k(t) M̃N,ϕ(t) Φ̃N

]
→ Ẽ

[
β̃k(t) M̃ϕ(t) Φ̃

]
,

Ẽ
[
β̃kN (t′) M̃N,ϕ(t′) Φ̃N

]
→ Ẽ

[
β̃k(t′) M̃ϕ(t′) Φ̃

]
as N →∞ by Vitali’s convergence theorem. Hence, (5.23c) follows from (5.22c). �

6. Concluding remarks

The Trotter-Kato splitting scheme (D)–(S)–(DS), utilized in the present work for the construc-
tion of solutions to (1.1), can also be used for the design of a suitable numerical scheme. Hence,
an interesting direction for future research may be to further develop the present analysis to
prove the convergence of this or a similar numerical algorithm. A numerical treatment of the
stochastic thin-film equation with Itô noise and an additional interface potential has been in-
troduced by Grün, Mecke, and Rauscher in [33, §3.1]. Furthermore, it may be of interest to
test whether employing Stratonovich noise leads to different findings in the droplet formation
simulations carried out in [33].

It appears to be challenging to investigate the stochastic thin-film equation

(6.1) du = −∂x
(
un∂3

xu
)

dt+ ∂x

(
u
n
2 ◦ dW

)
,

where n ∈ [1, 3] and where the cubic mobility n = 3 (corresponding to no slip at the substrate) is
of particular interest. In this case, however, the noise is nonlinear and singular for n < 2, so that
for instance shocks in the stochastic dynamics may form. Hence, we expect the analysis in this
situation to be significantly more involved. For relevant analysis in the case of the second-order
SPDE

du = ∆um dt+∇ · (up ◦ dW )

we refer to the works [15,22,23].

It should also be noted that, besides the weak solution approach, an extensive theory of classical
solutions to the thin-film equation, based on maximal-regularity estimates of the linearized
evolution, has been developed, starting with the works of Bringmann, Giacomelli, Knüpfer, and
Otto [9,25,26] for linear mobility in one space dimension and with zero contact angle and later on
further developed to include nonlinear mobilities, nonzero contact angles, and higher dimensions
in [18,24,28,29,39,41–43]. On the other hand, there have been recent developments in the theory
of mild solutions and maximal regularity for stochastic partial differential equations due to van
Neerven, Veraar, and Weis [57,58] and Hornung [36]. It would be a viable goal to combine these
techniques in order to obtain a stronger control of the solution.

Finally, it would be an illuminating task to study the self-similar behavior of the stochastic
thin-film equation (6.1) analytically and thus to lift the numerical findings and dimensional
analysis of Davidovitch, Moro, and Stone in [17] to full mathematical rigor. Note that again
analytic results in the deterministic case have been obtained for the thin-film equation with
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linear mobility, starting with the works of Bernoff and Witelski in [7] and Carrillo and Toscani
in [12] and later on upgraded in [10,11,27,50,51,53].

We believe that all questions detailed above are interesting future directions, but appear to be
analytically quite challenging to address.

Appendix A. Viscous regularization of stochastic dynamics

Let
(

Ω,F , (Ft)t∈[0,δ] ,P
)

be a complete filtered probability space with a complete and right-

continuous filtration (Ft)t∈[0,δ]. Further write
(
βk
)
k∈Z for mutually independent standard real-

valued (Ft)-Wiener processes. Consider the viscous regularization

(A.1) dwε =

(
1

2

∑
k∈Z

λ2
k∂x (ψk∂x(ψkw

ε)) + ε ∂2
xw

ε

)
dt+

∑
k∈Z

λk∂x(ψkw
ε) dβk on [0, δ)

of equation (3.1), where ε ∈ (0, 1]. Our aim is to construct a variational solution to (A.1).
Therefore, we introduce the operators

(A.2) Aε : H2(TL)→ L2(TL), w 7→ 1

2

∑
k∈Z

λ2
k∂x (ψk∂x(ψkw)) + ε ∂2

xw

and the diagonal Hilbert-Schmidt-valued operator

(A.3) B : H2(TL)→ L2

(
H2(TL);H1(TL)

)
, w 7→

(
v 7→

∑
k∈Z

λk (v, ψk)2,2 (∂x(ψkw))

)
,

Equation (A.1) then attains the abstract form

(A.4) dwε = Aεwε dt+ (Bwε) dWH2(TL),

where

(A.5) WH2(TL) :=
∑
k∈Z

βkψk

is a cylindrical (Ft)-Wiener process in H2(TL). The underlying Gelfand triple is(
L2(TL), H1(TL), H2(TL)

)
.

We use the following notion of solutions (see [49, Definition 5.1.2]):

Definition A.1. A variational solution to (A.4) is a continuous (Ft)-adapted H1(TL)-valued
process wε such that

ŵε ∈ L2
(
[0, δ)× Ω, dt⊗ dP;H2(TL)

)
,

where ŵε denotes the dt⊗ dP-equivalence class of wε, and

(A.6) wε(t, ·) = w0 +

∫ t

0
Aεw̄ε(t′, ·) dt′ +

∫ t

0
(Bw̄ε(t′, ·)) dWH2(TL)(t

′, ·) for t ∈ [0, δ),

P-almost surely. Here, w̄ε denotes any H2(TL)-valued progressively measurable (i.e., for any
t ∈ [0, δ) the process w̄ε|[0,t]×Ω×TL is B([0, t])⊗Ft ⊗ B(TL)-measurable) dt⊗ dP-version of ŵε.

Proposition A.2. Assume that (1.10) holds true and that p ∈ [2,∞). Then, for any w0 ∈
Lp
(
Ω,F0,P;H1(TL)

)
, equation (A.1) has a unique variational solution wε with initial value w0

satisfying

(A.7) E

(
sup
t∈[0,δ)

‖wε(t, ·)‖p1,2 +

∫ δ

0
‖wε(t, ·)‖22,2 dt

)
<∞.
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Furthermore, we have the a-priori estimates

E sup
t∈[0,δ)

‖wε(t, ·)‖p1,2 ≤ C1 E ‖w0‖p1,2 ,(A.8a)

lim
t↗δ

E ‖∂xwε(t, ·)‖p2 ≤ e
C2δ

(
E ‖∂xw0‖p2 + C3 δ E

∣∣∣∣∫ L

0
w0 dx

∣∣∣∣p
)
,(A.8b)

where C1, C2, C3 <∞ are independent of ε, δ, wε, and w0.

A main ingredient for proving Proposition A.2 is the following lemma, for which the use of
Stratonovich calculus (see the discussion in §1.2) is essential:

Lemma A.3 (monotonicity and coercivity). Suppose (1.10) holds true. Then, for w ∈ H2(TL)
we have

(A.9a) 2 〈Aεw,w〉+ ‖Bw‖2L2(H2(TL);L2(TL)) ≤ C ‖w‖
2
2 − 2ε ‖w‖21,2

and

(A.9b) 2 〈∂xAεw, ∂xw〉+ ‖Bw‖2
L2(H2(TL);Ḣ1(TL)) ≤ C ‖w‖

2
1,2 − 2ε ‖∂xw‖21,2

for some C <∞ independent of w and ε, so that in particular

(A.9c) 2 〈〈Aεw,w〉〉+ ‖Bw‖2L2(H2(TL);H1(TL)) ≤ C ‖w‖
2
1,2 − 2ε ‖w‖22,2 .

Proof of Lemma A.3. By definition, estimate (A.9c) follows by adding (A.9a) and (A.9b). We
prove (A.9a) and (A.9b) separately:

Proof of (A.9a). Observe that for w ∈ H2(TL) we obtain through integration by parts

〈Aεw,w〉 = −1

2

∑
k∈Z

λ2
k

∫ L

0
ψ2
k(∂xw)2 dx− ε

∫ L

0
(∂xw)2dx− 1

8

∑
k∈Z

λ2
k

∫ L

0

(
∂xψ

2
k

) (
∂xw

2
)

dx

= −1

2

∑
k∈Z

λ2
k

∫ L

0
ψ2
k(∂xw)2 dx+

1

8

∑
k∈Z

λ2
k

∫ L

0

(
∂2
xψ

2
k

)
w2 dx− ε

∫ L

0
(∂xw)2dx

and further

‖Bw‖2L2(H2(TL);L2(TL)) =
∑
k∈Z

λ2
k

∫ L

0
((∂xψk)w + ψk(∂xw))2 dx

=
∑
k∈Z

λ2
k

∫ L

0
ψ2
k (∂xw)2 dx−

∑
k∈Z

λ2
k

∫ L

0
ψk (∂2

xψk)w
2 dx,

so that the term
∑

k∈Z λ
2
k

∫ L
0 ψ2

k (∂xw)2 dx cancels and we get

2 〈Aεw,w〉+ ‖Bw‖2L2(H2(TL);L2(TL))

=
1

4

∑
k∈Z

λ2
k

∫ L

0

(
(∂2
xψ

2
k)− 4ψk(∂

2
xψk)

)
w2 dx− 2ε

∫ L

0
(∂xw)2 dx

(1.8),(1.9)
≤ C

∑
k∈Z

λ2
k ‖w‖

2
2 − 2ε ‖∂xw‖22

(1.10)
≤ C ‖w‖22 − 2ε ‖w‖21,2

for some C <∞ independent of ε, where we have used ε ≤ 1.



MARTINGALE SOLUTIONS TO THE STOCHASTIC THIN-FILM EQUATION 31

Proof of (A.9b). Again, for w ∈ H2(TL) we integrate by parts several times and arrive at

〈∂xAεw, ∂xw〉

= −1

2

∑
k∈Z

λ2
k

∫ L

0
(∂x (ψk∂x(ψkw))) (∂2

xw) dx− ε
∫ L

0
(∂2
xw)2 dx

= −1

2

∑
k∈Z

λ2
k

∫ L

0

(
ψ2
k(∂

2
xw) +

3

2
(∂xψ

2
k)(∂xw) +

1

2
(∂2
xψ

2
k)w

)
(∂2
xw) dx− ε

∫ L

0
(∂2
xw)2 dx

= −1

2

∑
k∈Z

λ2
k

∫ L

0
ψ2
k(∂

2
xw)2 dx− 3

8

∑
k∈Z

λ2
k(∂xψ

2
k)
(
∂x(∂xw)2

)
dx

+
1

4

∑
k∈Z

λ2
k

∫ L

0
(∂2
xψ

2
k)(∂xw)2 dx+

1

8

∑
k∈Z

λ2
k

∫ L

0
(∂3
xψ

2
k)(∂xw

2) dx− ε
∫ L

0
(∂2
xw)2 dx

= −1

2

∑
k∈Z

λ2
k

∫ L

0
ψ2
k(∂

2
xw)2 dx+

5

8

∑
k∈Z

λ2
k

∫ L

0

(
∂2
xψ

2
k

)
(∂xw)2 dx

−1

8

∑
k∈Z

λ2
k

∫ L

0

(
∂4
xψ

2
k

)
w2 dx− ε

∫ L

0
(∂2
xw)2 dx

and

‖Bw‖2
L2(H2(TL);Ḣ1(TL))

=
∑
k∈Z

λ2
k

∫ L

0

(
(∂2
xψk)w + 2(∂xψk)(∂xw) + ψk(∂

2
xw)

)2
dx

=
∑
k∈Z

λ2
k

∫ L

0
ψ2
k(∂

2
xw)2 dx+ 4

∑
k∈Z

λ2
k

∫ L

0
(∂xψk)

2(∂xw)2 dx+
∑
k∈Z

λ2
k

∫ L

0
(∂2
xψk)

2w2 dx

+
∑
k∈Z

λ2
k

∫ L

0
(∂xψ

2
k)
(
∂x(∂xw)2

)
dx+

∑
k∈Z

λ2
k

∫ L

0

(
∂x(∂xψk)

2
)

(∂xw
2) dx

+2
∑
k∈Z

λ2
k

∫ L

0
ψk(∂

2
xψk)w(∂2

xw) dx

=
∑
k∈Z

λ2
k

∫ L

0
ψ2
k(∂

2
xw)2 dx+

∑
k∈Z

λ2
k

∫ L

0

(
4(∂xψk)

2 − (∂2
xψ

2
k)− 2ψk(∂

2
xψk)

)
(∂xw)2 dx

+
∑
k∈Z

λ2
k

∫ L

0

(
(∂2
xψk)

2 − ∂2
x(∂xψk)

2 + ∂2
x

(
ψk(∂

2
xψk)

))
w2 dx

=
∑
k∈Z

λ2
k

∫ L

0
ψ2
k(∂

2
xw)2 dx+

∑
k∈Z

λ2
k

∫ L

0

(
2(∂xψk)

2 − 4ψk(∂
2
xψk)

)
(∂xw)2 dx

+
∑
k∈Z

λ2
k

∫ L

0
ψk (∂4

xψk)w
2 dx,
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and hence
∑

k∈Z λ
2
k

∫ L
0 ψ2

k(∂
2
xw)2 dx cancels and we arrive at

2 〈∂xAεw, ∂xw〉+ ‖Bw‖2
L2(H2(TL);Ḣ1(TL))

=
3

2

∑
k∈Z

λ2
k

∫ L

0

(
3(∂xψk)

2 − ψk(∂2
xψk)

)
(∂xw)2 dx

+
1

4

∑
k∈Z

λ2
k

∫ L

0

(
−(∂4

xψ
2
k) + 4ψk(∂

4
xψk)

)
w2 dx− 2ε

∫ L

0
(∂2
xw)2 dx

(1.8),(1.9)
≤ C

∑
k∈Z

λ2
k ‖w‖

2
1,2 − 2ε

∥∥∂2
xw
∥∥2

2

(1.10)
≤ C ‖w‖21,2 − 2ε ‖∂xw‖21,2

for some C <∞ independent of ε, where we have used ε ≤ 1. �

Proof of Proposition A.2. We verify sufficient conditions for variational solutions to (A.1) as can
be found for instance in [49, Theorem 4.2.4].

Hemicontinuity. For u, v, w ∈ H2(TL) and s ∈ R we have

〈〈Aε(u+ sv), w〉〉 = 〈〈Aεu,w〉〉+ s 〈〈Aεv, w〉〉 ,

which is for fixed u, v, and w a linear function in s and in particular hemicontinuous.

Weak monotonicity and coercivity. This follows from (A.9c) of Lemma A.3.

Boundedness. For w ∈ H1(TL) and ϕ ∈ C∞(TL) we have

|〈〈Aεw,ϕ〉〉| ≤ 1

2

∑
k∈Z

λ2
k

∣∣∣∣∫ L

0
ψk (∂x(ψkw)) (∂xϕ) dx

∣∣∣∣+ ε

∣∣∣∣∫ L

0
(∂xw)(∂xϕ) dx

∣∣∣∣
+

1

2

∑
k∈Z

λ2
k

∣∣∣∣∫ L

0
(∂x (ψk (∂x(ψkw)))) (∂2

xϕ) dx

∣∣∣∣+ ε

∣∣∣∣∫ L

0
(∂2
xw)(∂2

xϕ) dx

∣∣∣∣
(1.8),(1.9)
≤ C

(∑
k∈Z

λ2
k + ε

)
‖w‖2,2 ‖ϕ‖2,2 ,

so that ‖Aεw‖L2(TL)

(1.10)
≤ C ‖w‖2,2 since ε ≤ 1.

A-priori estimate (A.8a). From [49, Theorem 4.2.4] we infer that a unique variational solution
to (A.4) as in Definition A.1 exists and (A.7) is satisfied. While general p ∈ [2,∞) are treated
in [49, Theorem 5.1.3] or [48, Theorem 1.1], the noise there does not allow for a gradient structure
as in the present case. Nonetheless, the reasoning mainly follows the proof of [49, Lemma 5.1.5].

Using Itô’s lemma (cf. [45, Theorem 3.1] or [49, Theorem 4.2.5]) and equation (A.6) of Defini-
tion A.1, we obtain for t ∈ [0, δ)

‖wε(t, ·)‖21,2 − ‖w0‖21,2

= 2

∫ t

0

((
Bwε(t′, ·)

)
dWH2(TL)(t

′), wε(t′, ·)
)

1,2

+

∫ t

0

(
2
〈〈
Aεwε(t′, ·), wε(t′, ·)

〉〉
+
∥∥Bwε(t′, ·)∥∥2

L2(H2(TL);H1(TL))

)
dt′

(A.3),(A.5)
= 2

∑
k∈Z

λk

∫ t

0

(
∂x
(
ψkw

ε(t′, ·)
)
, wε(t′, ·)

)
1,2

dβk(t′)

+

∫ t

0

(
2
〈〈
Aεwε(t′, ·), wε(t′, ·)

〉〉
+
∥∥Bwε(t′, ·)∥∥2

L2(H2(TL);H1(TL))

)
dt′,
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P-almost surely. For p ≥ 4 this implies again using Itô’s lemma for R 3 y 7→ |y|
p
2

‖wε(t, ·)‖p1,2 − ‖w0‖p1,2

(A.10)

= p
∑
k∈Z

λk

∫ t

0

∥∥wε(t′, ·)∥∥p−2

1,2

(
∂x
(
ψkw

ε(t′, ·)
)
, wε(t′, ·)

)
1,2

dβk(t′)

+
p

2

∫ t

0

∥∥wε(t′, ·)∥∥p−2

1,2

(
2
〈〈
Aεwε(t′, ·), wε(t′, ·)

〉〉
+
∥∥Bwε(t′, ·)∥∥2

L2(H2(TL);H1(TL))

)
dt′

+
p(p− 2)

2

∑
k∈Z

λ2
k

∫ t

0

∥∥wε(t′, ·)∥∥p−4

1,2

(
∂x
(
ψkw

ε(t′, ·)
)
, wε(t′, ·)

)2
1,2

dt′,

P-almost surely. Next, we introduce for any R > 0 the stopping times

τR := inf
{
t ∈ [0, δ) : ‖wε(t, ·)‖1,2 > R

}
∧ δ.

By Markov’s inequality and using (A.7) for p = 2

P

{
sup
t∈[0,δ)

‖wε(t, ·)‖1,2 > R

}
≤ 1

R2
E sup
t∈[0,δ)

‖wε(t, ·)‖21,2 → 0 as R→∞,

so that limR→∞ τR = δ, P-almost surely. The Burkholder-Davis-Gundy inequality (cf. [54,
Theorem 3.28]) implies

E sup
t′∈[0,τR∧t)

∣∣∣∣∣
∫ t′

0

∥∥wε(t′′, ·)∥∥p−2

1,2

(
∂x(ψkw

ε(t′′, ·)), wε(t′′, ·)
)

1,2
dβk(t′′)

∣∣∣∣∣
≤ 3E

√∫ τR∧t

0
‖wε(t′, ·)‖2p−4

1,2 (∂x(ψkwε(t′, ·)), wε(t′, ·))2
1,2 dt′.

Now, we note that integration by parts gives(
∂x(ψkw

ε(t′, ·)), wε(t′, ·)
)

1,2
=

∫ L

0
(∂xψk) (wε)2 dx+

∫ L

0
ψk w

ε (∂xw
ε) dx

+

∫ L

0
(∂2
xψk)w

ε (∂xw
ε) dx+

3

2

∫ L

0
(∂xψk) (∂xw

ε)2 dx,

so that with (1.8) and (1.9) we have∣∣∣(∂x(ψkw
ε(t′, ·)), wε(t′, ·)

)
1,2

∣∣∣ ≤ C ∥∥wε(t′, ·)∥∥2

1,2
, P-almost surely,

where C <∞ only depends on L, and hence by Young’s inequality

E sup
t′∈[0,τR∧t)

∣∣∣∣∣
∫ t′

0

∥∥wε(t′′, ·)∥∥p−2

1,2

(
∂x(ψkw

ε(t′′, ·)), wε(t′′, ·)
)

1,2
dβk(t′′)

∣∣∣∣∣
≤ C E

√∫ τR∧t

0
‖wε(t′, ·)‖2p1,2 dt′ ≤ C E

√
sup

t′∈[0,τR∧t)
‖wε(t′, ·)‖p1,2

∫ τR∧t

0
‖wε(t′, ·)‖p1,2 dt′

≤ ν E sup
t′∈[0,τR)

∥∥wε(t′, ·)∥∥p
1,2

+
C

ν
E
∫ τR

0

∥∥wε(t′, ·)∥∥p
1,2

dt′,

where ν > 0 can be chosen arbitrarily small and C <∞ is independent of R. Furthermore, with
the same computation also∫ t

0

∥∥wε(t′, ·)∥∥p−4

1,2

(
∂x
(
ψkw

ε(t′, ·)
)
, wε(t′, ·)

)2
1,2

dt′ ≤ C
∫ t

0

∥∥wε(t′, ·)∥∥p
1,2

dt′, P-almost surely,
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where C <∞ only depends on L. Now, the combination with (1.10), (A.9c) of Lemma A.3, and
(A.10) gives for sufficiently small ν

E sup
t′∈[0,τR∧t)

∥∥wε(t′, ·)∥∥p
1,2
≤ C

(
E ‖w0‖p1,2 +

∫ τR∧t

0
E sup
t′′∈[0,τR∧t′)

∥∥wε(t′′, ·)∥∥p
1,2

dt′′

)
,

where C <∞ only depends on L and p ∈ {2} ∪ [4,∞). Grönwall’s inequality implies

E sup
t∈[0,τR)

‖wε(t, ·)‖p1,2 ≤ C1E ‖w0‖p1,2 ,

with C1 < ∞ only depending on L and T , so that (A.8a) for p ∈ {2} ∪ [4,∞) follows by
monotone convergence in the limit as R → ∞. The case p ∈ (2, 4) is obtained by complex
interpolation using the Banach-valued Riesz-Thorin theorem (cf. [37, Theorem 2.2.1] or more
generally [5, Theorem 5.1.2]).

A-priori estimate (A.8b). We precisely keep track on the constants appearing in order to derive
estimate (A.8b):

With help of Itô’s lemma (cf. [45, Theorem 3.1] or [49, Theorem 4.2.5]) we obtain for t ∈ [0, δ)
and utilizing equation (A.6) of Definition A.1

‖∂xwε(t, ·)‖22 − ‖∂xw0‖22
(A.3)
= 2

∑
k∈Z

λk

∫ t

0

(
∂2
x

(
ψkw

ε(t′, ·)
)
, ∂xw

ε(t′, ·)
)

2
dβk(t′)

+

∫ t

0

(
2
〈
∂xA

εwε(t′, ·), ∂xwε(t′, ·)
〉

+
∥∥Bwε(t′, ·)∥∥2

L2(H2(TL);Ḣ1(TL))

)
dt′,

P-almost surely. For p ≥ 4, Itô’s formula applied to R 3 y 7→ |y|
p
2 gives

‖∂xwε(t, ·)‖p2 − ‖∂xw0‖p2

= p
∑
k∈Z

λk

∫ t

0

∥∥∂xwε(t′, ·)∥∥p−2

2

(
∂2
x

(
ψkw

ε(t′, ·)
)
, ∂xw

ε(t′, ·)
)

2
dβk(t′)

+
p

2

∫ t

0

∥∥∂xwε(t′, ·)∥∥p−2

2

(
2
〈
∂xA

εwε(t′, ·), ∂xwε(t′, ·)
〉

+
∥∥Bwε(t′, ·)∥∥2

L2(H2(TL);Ḣ1(TL))

)
dt′

+
p(p− 2)

2

∑
k∈Z

λ2
k

∫ t

0

∥∥∂xwε(t′, ·)∥∥p−4

2

(
∂2
x

(
ψkw

ε(t′, ·)
)
, ∂xw

ε(t′, ·)
)2

2
dt′,

P-almost surely. Taking the expectation gives

E ‖∂xwε(t, ·)‖p2 − E ‖∂xwε(0, ·)‖p2

=
p

2
E
∫ t

0

∥∥∂xwε(t′, ·)∥∥p−2

2

(
2
〈
∂xA

εwε(t′, ·), ∂xwε(t′, ·)
〉

+
∥∥Bwε(t′, ·)∥∥2

L2(H2(TL);Ḣ1(TL))

)
dt′

+
p(p− 2)

2

∑
k∈Z

λ2
k E
∫ t

0

∥∥∂xwε(t′, ·)∥∥p−4

2

(
∂2
x

(
ψkw

ε(t′, ·)
)
, ∂xw

ε(t′, ·)
)2

2
dt′.

For the last line observe that through integration by parts as before(
∂2
x

(
ψkw

ε(t′, ·)
)
, ∂xw

ε(t′, ·)
)

2
=

∫ L

0
(∂2
xψk)w

ε∂xw
ε dx+

3

2

∫ L

0
(∂xψk)(∂xw

ε)2 dx,

P-almost surely, that is,(
∂2
x

(
ψkw

ε(t′, ·)
)
, ∂xw

ε(t′, ·)
)2

2

(1.8),(1.9)
≤ C

∥∥∂xwε(t′, ·)∥∥2

2

∥∥wε(t′, ·)∥∥2

1,2
, P-almost surely.
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Further applying (A.9b) of Lemma A.3 gives

E ‖∂xwε(t, ·)‖p2 − E ‖∂xwε(0, ·)‖p2

≤ C p(p+ 1)
∑
k∈Z

λ2
k E
∫ t

0

∥∥∂xwε(t′, ·)∥∥p−2

2

(∥∥∂xwε(t′, ·)∥∥2

2
+

(∫ L

0
wε(t′, ·) dx

)2
)

dt′

(1.10)
≤ C2

∫ t

0
E
∥∥∂xwε(t′, ·)∥∥p2 dt′ + C3 E

∫ t

0

∣∣∣∣∫ L

0
wε(t′, ·) dx

∣∣∣∣p dt′,

where we have applied Poincaré’s inequality∥∥wε(t′, ·)∥∥
1,2
≤ C

(∥∥∂xwε(t′, ·)∥∥2
+

∣∣∣∣∫ L

0
wε(t′, ·) dx

∣∣∣∣) , P-almost surely,

and Young’s inequality. Testing of (A.6) of Definition A.1 against a non-trivial constant gives∫ L
0 wε(t, ·) dx =

∫ L
0 w0 dx for t ∈ [0, T ), P-almost surely. Now the claim (A.8) for p ∈ {2}∪[4,∞)

follows from Grönwall’s inequality and the general case p ∈ [2,∞) by complex interpolation
using the Banach-valued Riesz-Thorin theorem (cf. [37, Theorem 2.2.1] or more generally [5,
Theorem 5.1.2]). �

Appendix B. Real interpolation of Besov spaces with mixed smoothness

The following result from interpolation theory is essential in proving regularity in time (cf. Propo-
sition 4.2).

Lemma B.1. Suppose δ ∈ (0,∞), r1, r2, s1, s2 ∈ R with r1 6= r2 and s1 6= s2, q ∈ [1,∞), and
κ ∈ [0, 1]. Then

(B.1)
(
Br1,q
q

(
[0, δ);Bs1,q

q (TL)
)
, Br2,q

q

(
[0, δ);Bs2,q

q (TL)
))
κ,q

= Br,q
q

(
[0, δ);Bs,q

q (TL)
)
,

where r = (1 − κ)r1 + κr2 and s = (1 − κ)s1 + κs2. The norms in (B.1) are equivalent, with
bounds that are independent of δ.

Proof. By [1, Proposition 4.2] and scaling in the time variable, there exists a δ-uniformly bounded
linear extension operator

E : Yj := B
rj ,q
q

(
[0, δ);B

sj ,q
q (TL)

)
→ Zj := B

rj ,q
q

(
R;B

sj ,q
q (TL)

)
,

that is, setting R(·) := (·)|[0,δ), we have REv = v for v ∈ Yj and the operator norm of E is
independent of δ. Now, we may apply [1, Theorem 3.1], [2, Theorem 2.7.2 (i)], or [31, (6.9)] to
deduce

(Z1, Z2)κ,q = Br,q
q

(
R;
(
Bs1,q
q (TL), Bs2,q

q (TL)
)
κ,q

)
.

The interpolation of periodic Besov spaces is known (cf. [52, §3.6.1, Theorem 1 (i)]), that is,(
Bs1,q
q (TL), Bs2,q

q (TL)
)
κ,q

= Bs,q
q (TL).

Altogether,

Yj = R(EYj) = RZj = RBr,q
q

(
R;Bs,q

q (TL)
)

= Br,q
q

(
[0, δ);Bs,q

q (TL)
)

with δ-uniformly equivalent norms, which yields (B.1). �

Lemma B.2. Suppose that X is a Banach space, T ∈ (0,∞), N ∈ N, δ := T
N , s ∈ (0, 1), and

q ∈ (1,∞]. If φ ∈ BC0 ([0, T );X) and φ ∈ Bs,q
q

([
(j − 1) δ2 , j

δ
2

)
;X
)
for j ∈ {1, . . . , 2N}, then

φ ∈ Bs,q
q ([0, T );X) with

(B.2) ‖φ‖Bs,qq ([0,T );X) ≤ C

 2N∑
j=1

‖φ‖q
Bs,qq ([(j−1) δ

2
,j δ

2);X)

 1
q

,

where C <∞ only depends on q.



36 BENJAMIN GESS AND MANUEL V. GNANN

Proof. By mollification with a standard mollifier and using the interpolation property, we see that
we can approximate φ on any interval

[
(j − 1) δ2 , j

δ
2

)
by a function φε ∈ C∞

([
(j − 1) δ2 , j

δ
2

)
;X
)

with

‖φ− φε‖BC0([(j−1) δ
2
,j δ

2);X) → 0 and ‖φ− φε‖Bs,qq ([(j−1) δ
2
,j δ

2);X) as ε↘ 0,

where j ∈ {1, . . . , 2N}. Adding to φε the polygonal chain through the points(
j δ2 , φ

(
j δ2 , ·

)
− φε

(
j δ2 , ·

))
, where j ∈ {0, . . . , 2N} ,

we may without loss of generality additionally assume φε ∈ BC0 ([0, T );X), so that in particular
φε ∈W 1,∞([0, T );X), and

‖φ− φε‖BC0([0,T );X) → 0 as ε↘ 0.

Since up to a q-dependent constant (denoted by ∼q) we have for ψ ∈W 1,∞ ([0, T );X),

‖ψ‖q
Bs,qq ([0,T );X)

∼q
∫ ∞

0
inf

ψ=ψ1+ψ2

(
τ−sq ‖ψ1‖qLq([0,T );X) + τ (1−s)q ‖ψ2‖qW 1,q([0,T );X)

) dτ

τ
,

we recognize that by Sobolev embedding ψ2 ∈ BC0 ([0, T );X), so that any decomposition ψ =
ψ1 +ψ2 with ψ1 ∈ Lq ([0, T );X) and ψ2 ∈W 1,q ([0, T );X) induces a decomposition ψ = ψ1 +ψ2

with ψ1 ∈ Lq
([

(j − 1) δ2 , j
δ
2

)
;X
)
and ψ2 ∈ W 1,q

([
(j − 1) δ2 , j

δ
2

)
;X
)
for all j ∈ {1, . . . , 2N}.

Hence, we can conclude that

‖ψ‖q
Bs,qq ([0,T );X)

≤ C
2N∑
j=1

∫ ∞
0

inf
ψ=ψ1+ψ2

(
τ−sq ‖ψ1‖qLq([(j−1) δ

2
,j δ

2);X)
+ τ (1−s)q ‖ψ2‖qW 1,q([(j−1) δ

2
,j δ

2);X)

)
dτ

τ

∼q
2N∑
j=1

‖ψ‖q
Bs,qq ([(j−1) δ

2
,j δ

2);X)
.

This implies ‖φε − φε′‖Bs,qq ([0,T );X) → 0 as ε, ε′ ↘ 0, so that φ ∈ Bs,q
q ([0, T );X) and (B.2) holds

true. �
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[44] N. V. Krylov and B. L. Rozovskĭı. Characteristics of second-order degenerate parabolic Itô equations. Trudy
Sem. Petrovsk., (8):153–168, 1982.

[45] Nikolai V. Krylov. A relatively short proof of Itô’s formula for SPDEs and its applications. Stochastic Partial
Differential Equations: Analysis and Computations, 1(1):152–174, 2013.

[46] Nikolai V. Krylov and Boris L. Rozovskii. Stochastic evolution equations. Itogi Nauki i Tekhniki. Seriya"
Sovremennye Problemy Matematiki. Noveishie Dostizheniya", 14:71–146, 1979.

[47] J.-L. Lions and J. Peetre. Sur une classe d’espaces d’interpolation. Inst. Hautes Études Sci. Publ. Math.,
(19):5–68, 1964.

[48] Wei Liu and Michael Röckner. SPDE in Hilbert space with locally monotone coefficients. J. Funct. Anal.,
259(11):2902–2922, 2010.

[49] Wei Liu and Michael Röckner. Stochastic partial differential equations: an introduction. Universitext.
Springer, Cham, 2015.

[50] Daniel Matthes, Robert J. McCann, and Giuseppe Savaré. A family of nonlinear fourth order equations of
gradient flow type. Comm. Partial Differential Equations, 34(10-12):1352–1397, 2009.

[51] Robert J. McCann and Christian Seis. The spectrum of a family of fourth-order nonlinear diffusions near
the global attractor. Comm. Partial Differential Equations, 40(2):191–218, 2015.

[52] Hans-Jürgen Schmeisser and Hans Triebel. Topics in Fourier analysis and function spaces. A Wiley-
Interscience Publication. John Wiley & Sons, Ltd., Chichester, 1987.

[53] Christian Seis. The thin-film equation close to self-similarity. Anal. PDE, 11(5):1303–1342, 2018.
[54] Steven E. Shreve and Ioannis Karatzas. Brownian motion and stochastic calculus. New York, Berlin, Hei-

delberg, London, Paris, Tokyo, 1991.
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