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Hypothesis: Interface dynamics, such as Haines jumps, are crucial in multi-phase flow through porous media. 
However, the role of intrinsic surface wettability in pore-filling events remains unclear, and the pressure response 
requires further study. This work evaluates the impact of wettability on interface stability and pressure dynamics.

Experiments and simulations: We performed microfluidic experiments and level-set simulations of two-phase flow. 
Water displaced air or Fluorinert in a PDMS micro-model with controlled wettability (contact angles: 60◦, 95◦, 
120◦). Three injection velocities covered capillary- to viscous-dominated flow regimes. High-resolution imaging 
and synchronized pressure recordings linked interface curvature with capillary pressure changes.

Findings: At low capillary numbers, wettability strongly affects burst pressure and pinning. Its influence decreases 
at higher capillary numbers. We observed an apparent wettability shift due to hysteresis and a capillary pressure 
barrier linked to pore-wall slope variations. Simulations replicated experimental trends, confirming the role of 
wettability in pore-scale displacement. These findings provide critical insights for improving pore-network models 
and understanding wettability effects in porous media.
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1. Introduction

Two-phase flow in porous media is widespread in natural processes, 
such as part of the global water cycle [1] and is used in various indus-

trial technologies, including textile technology, inkjet printing [2], fuel 
cell application [3], CO2 sequestration [4], enhanced oil recovery [5] 
or contaminant hydrology [6]. To enable the calculation of large-scale 
(Darcy-scale) systems, macroscopic modelling approaches are usually 
used which are based on averaging over a representative elementary 
volume [7,8]. These approaches need closure relations, which depend 
on pore-scale dynamics. The challenge is to link the macroscopic mod-

els explicitly with the pore-scale effects in a systematic way [9,10]. To 
establish such a link the understanding of pore-scale effects is neces-

sary. Considerable progress has been made in the understanding of how 
pore-scale effects influence global displacement patterns since the initial 
works. The displacement types have been characterized by Lenormand 
[11] in a phase diagram depending on the viscosity ratio M = 𝜇𝑖∕𝜇𝑑 be-

tween the invading and the defending fluid and the capillary number 
defined as Ca = 𝜇𝑢∕𝛾 with 𝑢 as the characteristic velocity, 𝜇 the vis-

cosity of the invading fluid and 𝛾 the interfacial tension relating the 
viscous to the capillary forces. Primkulov et al. [12] extended the phase 
diagram using dynamic and quasi-static pore-network models by incor-

porating the influence of wettability, characterized by the contact angle 
𝜃. Five main global displacement types are distinguished by the com-

bination of M − Ca − 𝜃: (i) viscous fingering; (ii) stable displacement; 
(iii) invasion percolation; (iv) cooperative pore filling; and (v) corner 
flow. They demonstrated that decreasing the contact angle leads to a 
wettability-controlled transition from invasion percolation to coopera-

tive pore filling and finally to corner flow.

One successful computational approach to conduct investigations 
on the pore-scale is pore network models (PNM) [13]. They include 
pore-scale information in a computationally efficient way by using clo-

sure relations which account for the fact that PNMs not fully resolve 
the pore space. These are relations for critical entry pressures, throat 
conductivities and the relationships between the pore-local capillary 
pressure 𝑃𝑐 (the pressure difference between two fluids in hydrostatic 
equilibrium) and the wetting fluid saturation 𝑆 . The currently used 
𝑃𝑐(𝑆)-relationships depend on geometrical arguments about the pore 
shape and physical arguments about the displacement type and they 
are equilibrium relationships between capillary pressure and saturation 
[14–17]. But when a time-resolved pressure signal is recorded for type 
(iii), (iv) or (v) displacement, a highly intermittent capillary pressure 
response occurs even for very low Ca, when the saturation is increased 
[18–21]. This intermittency is caused by instabilities of the fluid-fluid 
interface during a pore-filling when the interface encounters a variation 
in the cross-sectional area. This can lead even for so-called quasi-static 
displacements (very low Ca) to pore-scale events which are much faster 
than the overall process and represent a challenge for the current pore-

local relations used by PNM. Such rapid movements from one stable to 
another stable meniscus position were first described by Haines [22] 
and called Haines jumps. Although the important role of pore wall wet-

tability for these instabilities is known, quantitative data on the relation 
between pore-local capillary pressure and the saturation of a pore is 
currently limited. But to evaluate the validity and to improve pore-local 
relations it is needed.

One way to obtain it is through pore-resolved investigations enabled 
by the developments in high resolved imaging, microfluidic experiments 
and pore-resolved calculations. These approaches allow detailed analy-

sis of pore-scale instabilities. Two types of studies can be distinguished: 
those that analyze single pore filling and those that analyze cooperative 
pore fillings.

For both types it is known that different boundary conditions lead to 
different jump velocities and pressure signatures: controlling the flow 
rate or sequentially increasing the inlet pressure [23,24]. Studies on 
single pore filling show that Haines jumps occur when capillary forces 
can no longer support the interface or when volume constraints can-

not be met [25]. Sun and Santamaria [26] point out that jumps are 
more likely to occur when pronounced pore constrictions or small con-

tact angles are present, or if the porous system is soft — due to elastic 
deformations, interacting menisci, or gas bubbles. The critical pore en-

try pressure is determined by surface tension, contact angle, and pore 
geometry. Hensel et al. [27] distinguish between two types of wetting 
transitions when the throat opens into the pore body with a sharp cor-

ner. The contact line (intersection of the interface with the wall) de-pins 
at the pore throat only if 𝜃 >

𝜋

2 −Ψ, where Ψ is the corner angle. A case 
referred to as Laplace breakthrough. If 𝜃 ≤

𝜋

2 − Ψ, canthotaxis occurs, 
and the contact line de-pins after passing the throat. This behavior is 
also known for capillary pressure maxima in geometrically smooth ge-

ometries [28–30]. We therefore refer to the geometric divergence zone, 
in which the narrow constriction expands into the pore body, as the pin-

ning region. As the contact line traverses this region, it may either remain 
completely pinned or slow down temporarily, as pressure and volume 
accumulate behind the increasingly curved interface. The duration for 
a jump was estimated by Mohanty et al. [31] by balancing capillary 
and inertial forces, showing it scales with fluid density and pore radius 
cubed, and inversely with surface tension. While the specific geometry 
of the pore also influences the time scale. For pores on the 𝜇m-scale, this 
results in durations on the order of a few milliseconds. Relaxation times 
observed in column-scale experiments are much longer and involve dif-

ferent mechanisms of subsequent fluid redistribution [32]. Schlüter et 
al. [33] identified even three stages ranging from seconds to hours. 
For cooperative pore fillings with controlled flow rate Armstrong and 
Berg [34] investigate pore filling instabilities in a hexagonal patterned 
micromodel in the transition from capillary fingering to stable displace-

ment (Ca = 10−6 to 10−4). They state that the intrinsic dynamics are 
governed by capillary-viscous-inertial forces influencing the interface 
dynamics across multiple pores depending on the local pore geometry as 
well as the fluid availability in adjacent pores. They highlight the aspect 
of cooperative filling in the sense that menisci in adjacent pores may re-

treat during a filling event, and that the interface velocity depends on the 
amount of non-wetting fluid stored in nearby liquid–liquid interfaces. 
Andrew et al. [35] point out that such non-local effects can influence 
the pattern and sequence of drainage events. A study of Moebius and 
Or [36] investigated the inertia dominated regime (Ca ≈ 0.005 to 0.08) 
and show that the consideration of dynamic contact angles, inertia and 
wall slope led to lower jump velocities. Zacharoudiou et al. [37] studied 
drainage and spontaneous imbibition in a single pore connected to mul-

tiple throats. They found that inertia must be considered when events 
occur below a critical Ohnesorge number (𝑂ℎ = 𝜂𝑤∕

√
𝜌𝛾𝐿𝑠), which re-

lates viscous, inertial, and capillary forces. Furthermore they find that 
during a pore-filling event, the interface can change its shape from con-

cave to convex even though the wall wettability remains unchanged, 
therefore has a constant contact angle (𝜃 = 𝑐𝑜𝑛𝑠𝑡.). This phenomenon 
was theoretically predicted and is related to the shape of the pore walls 
[38,28,29]. It is also known as capillary valve effect [39], capillary pres-

sure barrier and was recently called wettability reverse [40]. Pavuluri et 
al. [41] investigated the imbibition process into a pore body and pointed 
exactly to the combination of contact angle and shape of the pinning 
region to be relevant for capillary pressure barriers and therefore deter-

mine the invasion paths as well as local pore filling relations.

In cooperative pore filling studies, sudden pressure drops can be ob-

served in the pressure signal measured at the inlet of the experimental 
setup. Recently, Yiotis et al. [42] showed that for Haines jumps oc-

curring at low capillary numbers (Ca ≈ 10−6) in a micro-model filled 
with cylindrical posts, the Young–Laplace equation still relates the pres-

sure monitored at the inlet of the micro-model and the curvature of the 
meniscus just before a jump occurs. Jang et al. [30] conduct single-pore 
filling experiments considering the influence of pore-wall wettability on 
Haines jumps at Ca ≈ 10−7. They found good agreement with the modi-

fied Young–Laplace equation, which accounts for wall slope, indicating 
quasi-static conditions just before the onset of instabilities. However, 
the sudden pressure jump, occurring faster than their 250 ms sampling 
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Fig. 1. Schematic of the experimental setup and details of one micro-model. a) The setup consists of a syringe pump, the pressure transducers, and the PDMS 
models on the piezo-driven stage of the confocal microscope. b) Top view of the micro-model geometry shown in black solid parts in the XY-plane. A cross-section 
of the outlet channel is shown in yellow. c) SEM imaging of the pore area. d) Zoomed part of the inlet channel opening into the pore. The corners are not sharp but 
have a radius of ≈ 20 𝜇m. Two obvious cavities with around 5 𝜇m depth are highlighted with circles.

interval, was underestimated. This observation is consistent with the 
findings of Sun and Santamaria [26].

Linking the measured pressure drops to interface curvature and the 
position of the contact line in the pinning region remains challenging 
due to limited spatial resolution. This limits the investigation of the in-

fluence of pore wall wettability and pore geometry in the pinning region.

The aim of this article is to investigate the role of intrinsic surface 
wettability on interface instabilities to obtain quantitative data which 
can be used to revisit and improve existing pore-filling relations for 
PNMs. We investigate single pore fillings with a high resolution of the 
pinning region - since this region determines the pore entry pressure. By 
controlling the flow rate, we can control the available fluid volume for 
the pore filling and slow down interface dynamics such that transient 
interfacial shapes can be captured. This allows us to directly observe the 
transition from quasi-static to dynamic interface motion with respect to 
apparent wettability changes due to geometry and velocity and their 
influence on pore entry pressures, interfacial dynamics and pore-local 
𝑃𝑐(𝑆)-relationships.

Two displacements are studied in the polydimethylsiloxane (PDMS) 
micromodels: water displacing air and water displacing Fluorinert 
for a variation of three different injection velocities (Ca = 2.57 ×
10−6 to 1.68 × 10−4). The pore wall wettability was varied by intro-

ducing functional chemical groups, changing the contact angle to 
𝜃 = 60◦,95◦,120◦ for water in air. The experimental setup and pro-

cedure as well as the wettability modification of the micro-model is 
described in Section 2. Furthermore, the experiments are complemented 
by pore-resolved numerical computations using a reduced order level-

set method introduced in Section 3. The image processing and the 
synchronization with the pressure signal allow us to associate the inter-

face position and curvature with the corresponding recorded pressure 
as discussed in Section 4. Section 5 presents a comparison between the 
numerical and experimental results.

2. Experimental setup and methodology

The schematic of the experimental setup is shown in Fig. 1a). To 
investigate the movement and curvature of the two-phase interface in 
our microfluidic experiments a Nikon A1+ confocal laser scanning mi-

croscope (CLSM) was utilized. A micro-model was placed on the piezo-

driven stage of the confocal microscope. A syringe pump (Harvard Appa-

ratus 1 Pico Plus Elite Programmable Syringe Pump) provided a constant 
injection velocity. The accuracy of the injected flow rate was qualified 
in [49] with a standard deviation of ±0.04 mm/s for the mean flow ve-

locity. The pump and the inlet of the micro-model were connected with 
a plastic tube of 0.8 mm inner diameter while another plastic tube con-

nected the outlet of the micro-model to the atmosphere. Additionally, 
a Fiber Optic Pressure Sensor (FOP-M260) was embedded in the inlet 
plastic tube, allowing us to acquire pressure changes in the fluid used to 
fill the micro-model with a temporal resolution of 62.5 Hz. The operat-

ing range is from −40 kPa up to 40 kPa relative to atmospheric pressure 
with a resolution of 13 Pa. In combination with the signal conditioning 
module SKR manufactured by FISO Technologies Inc. the pressure ac-

quisition system has an uncertainty of ±200 Pa including reproducibility 
[43]. Before activating the syringe pump and starting pressure record-

ing, a pressure offset was set to Δ𝑝 = 𝑝abs − 𝑝atm − 𝑝cin where Δ𝑝 is the 
recorded pressure, 𝑝abs is the absolute pressure, 𝑝atm is the atmospheric 
pressure and 𝑝cin is the capillary pressure of the meniscus in the inlet 
tubing. Before starting the syringe pump Δ𝑝 = 𝑝0 = 0. More details of 
the transducer’s structure and monitoring setup can be found in [44] 
and [45].

2.1. Micro-model geometry

The micro-models were prepared from PDMS (polydimethylsiloxane) 
using the standard procedures of the soft-lithography technique. More 
details of the manufacturing process can be found in [46–48]. We de-

signed the mask using AutoCAD and formed the silicon wafer with an 
inverted micro-model. After curing, warming, and bonding the PDMS 
pieces, a single micro-model was fabricated. The geometry consists of 
two channels each 4.1 mm in length and 150 𝜇m in width, connected to 
an 800 × 800 𝜇m2 square pore (see Fig. 1b)). The height of the entire 
model was constant at ℎ = 120 𝜇m. Two reservoirs with a diameter of 
2 mm were placed at the beginning and end of the horizontal channels to 
connect the inlet and outlet tubing. The entire pore body and parts of the 
channels were examined using scanning electron microscopy (SEM). As 
shown in Fig. 1d), the side walls of the micro-model had maximal bumps 
or cavities up to ±5 𝜇m due to variations during the soft-lithography 
process [49]. The top and bottom walls showed no such roughness.
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Fig. 2. a) Measured static contact angles for different PDMS treatments (columns) and for water in air, Fluorinert in air, and Fluorinert in water (rows). b) 
Change of wettability over time for different treatments. Three types of PDMS wettability (Plasma+PVA, 30◦ ; untreated, 95◦ and Silanized, 120◦) can maintain 
the wettability for at least 22 days and have been selected for our experiments. Note that the Plasma+PVA treatment renders the different wettabilities to the samples 
via various power of plasma treatments. Therefore, the sample marked with a 30◦ of water contact angle had a more powerful plasma coating on the surface than 
the one used for the actual displacement experiment (60◦ contact angle).

2.2. Wettability fabrication of the micro-model

The untreated PDMS surface exhibits hydrophobic properties (𝜃 ≈
108◦). Therefore, Fluorinert-FC 43 (99+% purity) is chosen as the wet-

ting phase, while pure water serves as the non-wetting phase. According 
to the supplier, Fluorinert has a viscosity of 𝜇f = 4.7 mPa ⋅ s and a den-

sity of 𝜌f = 1860 kg∕m3. For the dyed water we use 𝜇𝑤 = 1.0 mPa ⋅ s
and 𝜌𝑤 = 1000 kg∕m3. The interfacial tension between Fluorinert and 
water is taken to be 𝛾 = 55 mN∕m. All the chemicals are purchased 
from Sigma-Aldrich company. To modify the PDMS wettability, we com-

bined physical and chemical approaches as described in [50,51]. After 
fabrication, the PDMS surface was altered to be either hydrophilic or 
hydrophobic by introducing functional chemical groups (such as silanol 
groups Si-OH, alcoholic hydroxyls C-OH, and carboxylic acids COOH) 
on the surface. The hydrophilic micro-model was modified through oxy-

gen plasma treatment and a coating of polyvinyl alcohol (PVA, 99+% 
purity). A 1 wt% PVA solution was prepared by mixing PVA powder 
in deionized water and stirring for 24 hours at 60 ◦𝐶 , then cooling it 
until it reached room temperature. The oxygen plasma treatment was 
completed using the 2.6-liter plasma lab system Zepto (Diener elec-

tronic). This oxidation created sufficient hydroxyl and carboxyl func-

tional groups on the surface for optimal bonding strength and surface 
wettability. The bonded PDMS was placed in an oven at 60 ◦𝐶 for 30 
minutes to achieve permanent adhesive bonding with a water contact 
angle of approximately 30◦. After PVA coating, the wettability was 
maintained with a 60◦ contact angle for at least 20 days. 

To obtain a hydrophobic surface, a silanization method is used. 
A silanization solution is prepared by mixing trichloro-(1H,1H,2H,2H-

perfluorooctyl) silane (99+% purity) in ethanol at a volume ratio of 
1:10. The mixed solution is injected into the micro-model for about 5 
seconds. Two injection cycles of pure ethanol and deionized water are 
used to flush out the residual silane solution. The hydrophobic micro-

model is dehydrated in an oven at 60 ◦C overnight. We have identified 
that preventing changes in wettability is crucial for ensuring the repro-

ducibility of the experiments, and we have analyzed this aspect in the 
context of wettability changes over time for the different treatments. To 
evaluate the wettability modification over time, we measured the static 
contact angles using the sessile drop method for water droplets in air 
on three PDMS pieces (20×20×2 mm3) which were treated similarly to 
the micro-models on consecutive days. The results are shown in Fig. 2a) 
for the treatments used in the actual experiments. Furthermore, Fig. 2b) 
presents an investigation into the durability of the wettability. The re-

sults show that the three modifications we finally chose: plasma+PVA, 
untreated, and silanized can maintain their wettability over days. We 
note that after the durability test, the treatment procedures were ad-

justed to enhance their effect and achieve the wettability values pre-

sented in Fig. 2a). There, we also present measurements for different 
surfaces and compare them to a water drop in air, a Fluorinert drop in 
air, and a Fluorinert drop in water. Notably, in a water environment, Flu-

orinert displays as the non-wetting phase on plasma+PVA coated PDMS 
surfaces while showing as wetting phase on untreated and silanized sam-

ples. This indicates that the hydrophilic modification maintains well on 
the surface for experiments involving water-Fluorinert displacement.

2.3. Fluorescence imaging

To visualize small amounts of fluid, such as thin films, fluorescein 
sodium salt (99+% purity) was used to dye the water for fluorescence re-

covery. Confocal microscopy can observe the dyed water using a 488 nm

laser. Resonant scanning mirrors capture images at 30 frames per sec-

ond. One fluorescent image and the camera image are simultaneously 
recorded. Images were captured using a 10× microscope objective with 
a view domain of 1.27 × 1.27 mm2 and a resolution of 512 × 512 pixels, 
providing a lateral (XY) scan resolution of 2.48 𝜇m/pixel. The fluores-

cent signal causes the dyed water to appear green, optimizing imaging 
parameters that clearly distinguish between the water and Fluorinert, 
resulting in a clear visualization of the two-phase interface. In the cam-

era image, Fluorinert appears colorless while the dyed water shows as 
light gray.

2.4. Experimental procedure

The experiments involved two viscosity ratios: For water displacing 
air 𝑀wa = 𝜇w∕𝜇a = 55.56, and for water displacing Fluorinert 𝑀wf =
𝜇w∕𝜇f = 0.2. For each viscosity ratio, three flow rates were investi-

gated. With syringe pump injection rates of Q1, Q2 and Q3 at 0.01, 
0.1, and 0.5 ml/h. For each combination of viscosity ratio and flow 
rate, three micromodel wall wettabilities were used, characterized by 
the static contact angles 𝜃S,WA = 60◦,95◦,120◦ for water in air and 
𝜃S,WF = 50◦,135◦,145◦ for water on Fluorinert, for a total of 18 experi-

ments. The procedure for each experiment was as follows: Initially, the 
micro-model was saturated with air or Fluorinert, which was then dis-

placed by dyed water. Capillary numbers were calculated as Ca = 𝜇𝑈𝑚

𝛾
, 

where 𝑈𝑚 is the mean velocity in the micro-channel. For water-air dis-

placement, this resulted in capillary numbers of 2.57×10−6, 2.57×10−5
and 1.28 × 10−4. Respectively for water-Fluorinert displacement the 
numbers were 3.37 × 10−6, 3.37 × 10−5 and 1.68 × 10−4. According to 
the Lenormand diagram extended by the influence of wettability [12], 
these numbers place the experiments in the transition from capillary-



Journal of Colloid And Interface Science 696 (2025) 137884

5

L. Yan, J.C. Müller, T.L. van Noorden et al. 

to viscosity-dominated flow. For hydrophilic (𝜃 = 60◦) and hydropho-

bic (𝜃 = 120◦) PDMS surfaces capillary-dominated flows are expected at 
higher Ca numbers compared to 𝜃 = 95◦.

3. Numerical modelling

To complement the microfluidic experiments, numerical simulations 
were conducted based on the level-set method (LSM) introduced by Ols-

son and Kreiss [52] and implemented in COMSOL Multiphysics 5.4 [53]. 
A model reduction was introduced to obtain a 2D level set model which 
is described in detail in the supplementary material. This approach al-

lowed us to capture the fluid-fluid interface during the pore-filling event. 
The numerical domain is depicted in the Supplementary file. The ge-

ometry is set to a 2D x-axis symmetric shape. Our region of interest is 
the pressure and saturation variation in the pore body. The modelling 
geometry consists of a 400 × 75 𝜇m2 rectangular inlet channel, which 
opens into a rectangular pore body of 800 × 400 𝜇m2. This is followed 
by an outlet channel of 600 × 75 𝜇m2. To complement the experimen-

tal investigation, we simulate the drainage process of water-Fluorinert 
displacement, as larger viscous pressure losses are expected here. Conse-

quently, the curvature of the interface can no longer be directly related 
to the Young-Laplace equation with the pressure measured at the inlet 
tubing of the experiment.

3.1. Initial condition and wall boundary conditions

The initial phase distribution is set as follows: In the inlet channel, 
the level set variable for water, 𝜙 = 1, is set in a 100 × 75 𝜇m2 rectan-

gular area. The rest of the computational domain is fully saturated with 
the level set variable for Fluorinert, 𝜙 = 0. This setup allows the initial 
meniscus curvature to develop. Special care must be taken to include the 
effect of fluid adhesion to the wall. The approach chosen here is based 
on the formulation of uncompensated Youngs stress [54,55] to improve 
surface tension force calculations of 𝐹st-2D near the contact line by al-

lowing smoother interface curvature calculations [56], contrasting with 
directly prescribing the contact angle as typically done with the volume 
of fluid method [57]. Therefore a boundary force of the form

𝐹𝜃−num = 𝛾𝛿
(
𝐧wall ⋅ 𝐧− cos𝜃num

)
𝐧 (1)

is considered. It acts only locally near the three-phase contact line and 
only if the prescribed contact angle 𝜃num is not fulfilled (𝐧wall ⋅ 𝐧 ≠

cos𝜃num), thereby enforcing the prescribed contact angle 𝜃𝑛𝑢𝑚 [53]. Un-

like uncompensated Youngs stress, 𝐹𝜃−num measures in our case not the 
difference between actual interface orientation and static contact angle 
𝜃S but relative to the effective angle 𝜃num. We note that 𝜃num serves as an 
effective contact angle for regions next to the three-phase contact-line 
where effects below mesh resolution are present [54,58,59]. Since 𝜃num

relates to the normal of the interface as 𝐧 = 𝐧𝑤 cos(𝜃num) + 𝐧𝑡 sin(𝜃num), 
with 𝐧𝑤 as the wall normal and 𝐧𝑡 lying in the wall and normal to the 
three-phase contact line. Enforcing 𝜃num changes the local interface cur-

vature, affecting the surface tension force near the three-phase contact 
line since 𝐹2D-st ∼ 𝜅. The investigated PDMS surfaces exhibit static con-

tact hysteresis, resulting in a difference between the static contact angle 
measured with the sessile drop method in Section 2.2 and the static ad-

vancing contact angle, denoted as Δ𝜃 = 𝜃AS − 𝜃S. The static advancing 
contact angle 𝜃AS is defined as the angle just before the contact line 
advances [60]. For higher velocities of the contact-line, the dynamic 
advancing contact angle 𝜃AD is observed [61,62]. Since small contact 
line speeds are expected for Ca < 5 × 10−6 we prescribe a constant 
static advancing contact angle independent of the contact line velocity 
𝜃num = 𝜃AS [63]. For higher capillary numbers, we prescribe a constant 
dynamic advancing contact angle 𝜃num = 𝜃AD since, as we do not an-

ticipate significant velocity dependence of 𝜃AD for Ca < 5 × 10−4. The 
values of 𝜃AS and 𝜃AD were obtained from measurements in the micro-

channel for different PDMS surfaces, as described in the supplementary 
material. Prescribing 𝜃num as an effective angle imposes requirements 

on mesh resolution. Particularly for the first layer of cells next to the 
wall. The distance from their cell center to the wall Δ𝑥∕2, is known as 
the cut-off length 𝑙 which we choose to be larger than the “intermediate 
region” to allow for prescribing an effective (apparent) contact angle. 
The region next to the three-phase contact-line is “cut out” from the flow 
field to avoid singularities and resolve curvature changes of the inter-

face down to the nanometer scale [58,64]. Furthermore, Δ𝑥∕2 must be 
smaller than the length scale 𝐿 at which other hydrodynamic forces de-

form the interface. Following Afkhamiś estimation, we use 𝐿 > Ca1∕3𝑙𝑐 . 
Therefore, we use Δ𝑥∕2 = Ca1∕3𝑙𝑐 as an estimate for mesh resolution, 
with 𝑙𝑐 as the capillary length.

The angle 𝜃xz introduced to capture unresolved curvature was al-

ways set to 𝜃xz = 𝜃num. For the momentum equation, no-slip boundary 
conditions are prescribed at the walls (𝑢 = 0). Even though a no-slip 
boundary condition is present in cells with a moving interface, the size 
of Δ𝑥∕2 determines numerical slip which, allowing for movement of the 
contact-line.

3.2. Inlet and outlet conditions

Since the numerical domain represents only a part of the experiment, 
the inlet and outlet boundary conditions are not exactly known. There-

fore, three different inlet boundary conditions are used and discussed 
below: constant inlet pressure (CIP), constant inlet velocity (CIV) and 
variable inlet pressure considering the flow resistance in the inlet tub-

ing (CFR). An overview of the boundary conditions and their parameters 
used for the simulations is provided in Table 1.

For the CFR condition a flow resistance 𝑅𝑖 is formulated using ex-

pressions obtained from analytical solutions for single phase flows valid 
for small Reynolds numbers (Re < 1) in different cross sections. The 
general form for viscous resistance reads for ducts with a rectangular 
cross-section is given by 𝑅𝑟

𝑖
= 12𝜇𝑖𝐿

𝑤ℎ3
𝜆𝑅, where 𝑖 denotes the respective 

fluid phase, e.g., water, Fluorinert or air, ℎ denotes the channel depth 
and 𝜆𝑅 is the aspect ratio function used to approximate the flow rate. 
For 𝜀 = ℎ∕𝑤 > 0.8 this approximation has less than 1% error by set-

ting 𝜆𝑅 = 1 − 0.627𝜀 [65]. For circular cross-sections the resistance is 
𝑅𝑐

𝑖
= 8𝜇𝑖𝐿𝑡

𝜋𝑟4
. For instance, the water flow resistance can be calculated by 

considering the water phase both in the circular inlet tubing and in the 
part of the rectangular micro-channel which is not resolved with the 
computational domain. Given the length of water in the two parts as 
𝐿𝑡 = 25 cm and 𝐿𝑐 = 5 mm, the water flow resistance used for the sim-

ulation is 𝑅𝑤 = 12𝜇𝑤𝐿𝑐

𝑤ℎ3𝑐
𝜆𝑅 + 8𝜇𝐿

𝜋𝑟4
𝑡

, whereas in our case 𝑟𝑡 is the radius of 
the inlet tubing and ℎ𝑐 = 𝑑 is the micro-channel depth. This formulation 
enables us to formulate the inlet pressure dependent on the flow rate pre-

scribed by the syringe pump (resulting in the mean velocity 𝑈𝑚). There-

fore, the inlet pressure is given as, 𝑝inlet = 𝑝pump − 𝑈𝑚𝑅𝑤. The outlet 
pressure can be obtained by considering in addition to the viscous forces 
also the capillary pressure due to the Fluorinert-air interface in the out-

let tubing. Therefore, the outlet pressure is 𝑝outlet = 𝑝atm +𝑈𝑚𝑅𝑓 +𝑝cout, 
where 𝑝atm is the atmospheric pressure and 𝑅𝑓 is the Fluorinert flow re-

sistance. We estimate the capillary pressure in the outlet tubing with 
𝑝cout =

2𝛾fa

𝑟min
while the minimum radius of curvature is 𝑟min = 0.4 mm in 

the outlet tubing.

4. Experimental results of Water-Air displacement and discussion

In this section, we present the experimental results of Water-Air dis-

placement. The results of Water-Fluorinert displacement are described 
in the supplementary material. We developed an automated image anal-

ysis using ImageJ [66], allowing us to determine the position and curva-

ture of the interface. In each case, we begin with the influence of wetta-

bility and flow rate on saturation in Section 4.1 and then examine their 
impact on characteristic pressures and interface curvature in Section 4.2. 
Additionally, we synchronized the recorded pressure with the images, 
enabling us to link pressure signal characteristics to the curvature and 
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Table 1
Overview of boundary conditions and numerical cases.

Condition name Boundary conditions 
𝑝 [Pa], 𝐮 [m s−1]

Contact angle 
𝜃num [◦]

Water flow resistance 
𝑅𝑤 [Pa s/m]

constant 
inlet pressure 
(CIP)

inlet: 𝑝in = 600,800,1000,1200
∇𝐮 = 0

outlet: 𝑝out = 0
∇𝐮 = 0

120 -

constant 
inlet velocity 
(CIV)

inlet: ∇𝑝 = 0
𝑢 = 0.02,0.05

outlet: 𝑝out = 0
∇𝐮 = 0

120 -

inlet pressure 
considering 
flow 
resistance 
(CFR)

𝑝in = 𝑝pump −𝑈𝑚𝑅𝑤

where 𝑝pump = 1000

𝑝out = 𝑝𝑜 +𝑈𝑚𝑅𝑓 + 𝑝𝑐 (𝑓 − 𝑎)

where 𝑝𝑜 = 0

0, 30, 60, 90, 
120, 150, 180

8544.8

𝑝in = 𝑝pump −𝑈𝑚𝑅𝑤

where 𝑝pump ∶

500,600,800,1000,1200,1400

𝑝out = 𝑝𝑜 +𝑈𝑚𝑅𝑓 + 𝑝𝑐 (𝑓 − 𝑎)

where 𝑝𝑜 = 0

120 8544.8

𝑝in = 𝑝pump −𝑈𝑚𝑅𝑤

where 𝑝pump ∶ 1000

𝑝out = 𝑝𝑜 +𝑈𝑚𝑅𝑓 + 𝑝𝑐 (𝑓 − 𝑎)

where 𝑝𝑜 = 0

120
𝑅𝑤 = 8333 𝑛 where 
𝑛 ∈ℕ and 0 ≤ 𝑛 ≤ 6

Fig. 3. Superimposition of all tracked interface positions in one image. The separation time between frames is 1∕30 s. Water is displacing air from left to right 
with the injection flow rate Q1. The pore wall wettabilities are a) 𝜃𝑆 = 60◦, b) 𝜃𝑆 = 95◦ and c) 𝜃𝑆 = 120◦ .

position of the interface which is discussed in Section 4.2. For an overall 
comparison both fluid displacement types are compared in Section 4.3

with respect to flow rates and final water saturations. The naming con-

vention for the experiments is constructed from the static contact angle 
𝜃S, the prescribed flow rate, and displacement type (e.g. 60_Q2_WA for 
water displacing air and 60_Q2_WF for water displacing Fluorinert).

4.1. Influence of wettability and flow rate on saturation

We begin by describing the influence of wettability at the lowest flow 
rate, Q1, during the displacement of air by water. The water-air interface 
was extracted from recorded images using the ImageJ macro CurveTrace 
[66], [67]. Fig. 3 shows the tracked interfaces in blue for three wettabil-

ities: a) 𝜃S = 60◦, b) 𝜃S = 95◦, and c) 𝜃S = 120◦ and shows the complete 
field of view in the x-direction. The time interval between each recorded 
frame is fixed and with a value of 𝑡 = 1∕30 second. Therefore, a high 
density of lines indicates a slow-moving interface, while a larger dis-

tance suggests a faster movement. For all wettabilities, the meniscus 
slows down, when the contact line reaches the corner where the chan-

nel opens into the pore at 𝑥∕𝐿p = 0. Once the fluid pressure exceeds the 
burst pressure, the pore fills. Quantitative values are discussed in subse-

quent sections. In experiments with hydrophilic treatment (𝜃𝑆 = 60◦), 

the meniscus initially shows a concave shape in the micro-channel from 
the flow direction perspective, changing to a convex shape at the pore 
corner. This effect is a capillary pressure barrier known from sponta-

neous imbibition [41] and has been recently termed wettability reversal 
for forced wetting [40]. The meniscus maintains this convex shape un-

til reaching the horizontal side walls, then reverts to a concave shape. 
This behavior was only observed in experiments with the lowest flow 
rate, highest wall wettability Q1_60_WA. Compared to other cases, this 
was also the only experiment where corner flows were observed ahead 
of the main interface and no air was trapped in the pore. In all other 
experiments, the interface grows like a bubble into the pore body and 
touches the side walls, trapping air in the corners of the pore body.

Fig. 4 illustrates water saturation over time during pore-filling for 
three wettabilities and flow rates Q1, Q2, and Q3. Saturation calcu-

lations consider only the pore-body volume. The evaluation considers 
only 𝑟𝑥𝑦 neglecting the curvature perpendicular to the observation plane 
(𝑟𝑥𝑧). Due to the quasi-2D system during the pore-filling 𝑟𝑥𝑦 >> 𝑟𝑥𝑧

therefore only a minimal error is introduced. In Fig. 4 a), for the Q1 
flow rate, the hydrophilic model (𝜃𝑆 = 60◦) achieves full water satura-

tion (𝑆 = 100%) of the pore-body, while hydrophobic models result in 
lower final saturation values, down to 𝑆 = 92% for Q1_120_WA. For the 
evaluation of water saturation, the uncertainty was estimated to be 2% 
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Fig. 4. Saturation of water over time during pore filling for the three wettability conditions. The different flow rates are depicted in a) for Q1, b) for Q2 and 
c) for Q3. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

of the indicated value, accounting for measurement, post-processing, 
and repeatability. This trend is also observed at higher flow rates, al-

though final saturation values are closer for the intermediate flow rate 
Q2, as shown in Fig. 4 b).

4.2. Interface curvature and pressure changes for the water-air 
displacement

In this section the relationship between interface curvature and the 
measured pressure is discussed. The comparison is shown in Fig. 5. Each 
plot provides a detailed view of the pressure curve (blue) during the time 
when image data is available. Corresponding to the interface passing 
through the confocal microscope’s field of view. During this period, one 
component of the interface curvature, was evaluated. The mean inter-

face curvature expressed as: 𝜅 = 1∕𝑟xy + 1∕𝑟xz with 𝑟xy as the principal 
radius of curvature in the x-y plane. This approximation holds when the 
interface curvature remains constant, allowing it to be represented by 
two inscribed circles. The radius 𝑟xy was evaluated by fitting a circle to 
the interface which was sufficient for most image data. However, this 
approach was limited when the curvature was non-constant, such as dur-

ing pore filling when multiple interfaces formed due to air being trapped 
in corners. In such cases, curvature evaluation was not possible, though 
the pressure curve is still presented until the interface exits the field of 
view. Since determining the radius of curvature required an extensive 
sequence of events during image acquisition and image analysis a quan-

titative validation of the data as evaluated for experiment 95_Q1_WA 
with the analytical solution of Crisp and Thorpe [38] was performed. 
Details are provided in the supplementary material. The resulting mean 
relative deviation is 1.8%. This provides evidence of the reliability of 
the data acquisition and post-processing. For 𝑟xz, no significant changes 
were expected due to the constant depth of the micro-model.

The radius of curvature synchronized with the pressure signal is 
shown in red in Fig. 5. A key finding is that curvature changes sig-

nificantly in the “pinning” region, just before pore filling occurs. The 
reference experiment (95_Q1_WA) depicted in Fig. 5 d) highlights these 
dynamics. The “pinning” time was identified by evaluating when the 
contact line reached and moved around the corner of the pore body. 
Since these corners are not sharp but have a radius of 𝑅𝑐 ∼ 5.6𝜇𝑚, we 
define this region as the “pinning” region. The start and end times of con-

tact line movement within this region are marked by black vertical lines 
in Fig. 5 d). To simplify discussion, we drop subscripts and normalize the 
radius of curvature (𝑟) by half the channel height (𝑟0 = ℎ∕2), yielding 
a normalized radius 𝑟∕𝑟0. The minimal attainable radius 𝑟∕𝑟0 = 1 cor-

responds to the maximum possible curvature, indicated by a horizontal 
line in all plots. During “pinning” the radius decreases to a minimum 
before increasing again just prior to pore entry (“burst”). This pressure 
increase during “pinning” represents a pore entry pressure, indicating 

that even when channel entry pressure is reached, it may not suffice 
to fill the pore. This has implications for pore-local capillary pressure-

saturation relationships used in pore network models, as highlighted by 
Pavuluri et al. [41], who emphasized the influence of transition regions 
(pore-throat to pore-body). The blue pressure curve, shows that as cur-

vature decreases, pressure rises, but slightly drops just before a major 
decrease associated with pore-filling.

Visual observation suggests that during “pinning” the contact line 
appears stationary; however, image analysis reveals slow but continu-

ous movement a phenomenon known as canthotaxis [27]. This behavior 
was observed across experiments with flow rates Q1 and Q2, but could 
not be confirmed for Q3, due to the limited temporal resolution. For 
experiment 60_Q1_WA (Fig. 5a), distinct curvature changes were ob-

served. Initially, while moving through the channel, the meniscus had 
a negative (concave) curvature. Upon reaching the “pinning” region, 
it transitioned from concave to convex, with 𝑟∕𝑟0 showing a vertical 
asymptote as it shifted from negative infinity to positive infinity (note 
axis scaling). This behavior aligns with numerical results from Pavuluri 
et al. [41], who reported similar transitions during spontaneous imbi-

bition near capillary barriers. After “pinning” a convex meniscus shape 
persisted during pore-filling (2𝑠 < 𝑡 < 6𝑠), followed by another transition 
from convex to concave within the pore body. This second transition 
causes 𝑟∕𝑟0 to briefly approach positive infinity before returning from 
negative infinity. A sharp decrease in 𝑟∕𝑟0 at 𝑡 = 8.45𝑠 corresponded 
to interface movement into the outlet channel. Comparing wettabilities 
for flow rate Q1 (first column of Fig. 5), differences in normalized radii 
highlight variations in apparent contact angles (𝑟xy =

ℎ 
𝑐𝑜𝑠(𝜃app)

). For Q1, 
apparent contact angles correspond to static advancing angles (𝜃AS). At 
higher flow rates (e.g. Q2), dynamic advancing angles (𝜃AD) were ob-

served instead.

4.3. Overall comparison

To compare the pore-filling processes for both fluid displacements, 
the changes in volumetric flow rate (Q) over injection time are shown 
in Fig. 6 a)-c). Both displacement types exhibit a similar trend: an initial 
decrease in Q when the interface reaches the pinning region, followed by 
a sudden increase as the burst pressure is overcome, leading to a sharp 
drop in resistance for the interface. The increase in Q corresponds to 
the drop in capillary pressure. After the pore-filling event, Q decreases 
again. For the same wettability and prescribed flow rate, water-air dis-

placement demonstrates a longer pinning period before overcoming the 
burst pressure compared to water-Fluorinert displacement. This differ-

ence is particularly evident for Q1 at 𝜃 = 60◦, as shown in Fig. 6 d). Fig. 6
e) quantifies the time difference between flow rate peaks for water-air 
and water-Fluorinert displacements across all experiments. The largest 
time difference occurs at Q1, with the untreated PDMS model (𝜃 = 95◦) 
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Fig. 5. Comparison of the pressure signal during the pore-filling as blue line and the normalized radius of curvature 𝑟∕𝑟0 of the interface in red circles for 
all water-air displacement experiments. The wettability changes per row, while the flow rate changes per column. a) 60_Q1_WA, b) 60_Q2_WA, c) 60_Q3_WA, d) 
95_Q1_WA, e) 95_Q2_WA, f) 95_Q3_WA, g) 120_Q1_WA, h) 120_Q2_WA, i) 120_Q3_WA. The radius of curvature is normalized with half the height of the micro-channel 
𝑟0 = ℎ∕2. The vertical black lines indicate the start and end of the “pinning” time. The horizontal black line is the minimal attainable positive radius of curvature. 
We have indicated error bars for the radius of curvature in graph d). Since it is in the size if the graph point size we have omitted it in the other graphs.

showing the longest delay. This suggests that the water-air interface 
requires more time to overcome the “pinning” region. Despite a con-

stant mass flow rate being prescribed by the syringe pump, this is not 
reflected in the evaluated volumetric flow rate, indicating potential den-

sity or cross-sectional changes. Since deformation of the micro-model is 
unlikely at these flow rates [68], it is hypothesized that a small air bub-

ble trapped near the pressure sensor inlet may cause density variations, 
leading to discrepancies between prescribed mass flow rates and evalu-

ated volumetric flow rates. The observed pinning times and instabilities 
could therefore be related to the discussion of entrapped gas bubbles by 
Sun and Santamaria [26]. 

Fig. 6 g) compares final water saturation for different capillary num-

bers and wettabilities for both displacement types. Water-air displace-

ment consistently results in higher final water saturation than water-

Fluorinert displacement across all wettability conditions. For both vis-

cosity ratios, final water saturation decreases with increasing capillary 
number, with a more pronounced drop between Q1 and Q2 than be-

tween Q2 and Q3.

5. Numerical results and discussion

5.1. Influence of wettability on interface curvature and phase distribution

To investigate the influence of prescribed apparent wettability 𝜃num, 
simulations were conducted across seven wettability conditions 𝜃num: 0, 
30, 60, 90, 120, 150, 180. All simulations employed the CFR boundary 
condition with an injection pressure of 1000 Pa. The naming convention 
CFR-1000-0-WF was used to indicate the injection pressure, apparent 
contact angle, and the displacement type (WF for water displacing Fluo-

rinert). The resulting fluid distributions during pore-filling are shown in 
Fig. 7. The first notable influence of wettability is observed in the “pin-

ning” region. As shown in the second column, of Fig. 7, the capillary 
pressure barrier caused by pore geometry results in a convex menis-

cus for all simulations, even for 𝜃num < 90◦. This finding has significant 
implications: although a surface may be characterized as hydrophilic 
(e.g. 𝜃num = 60◦), the slope if the pore walls and the contact angle in 
the wall normal coordinate system (𝜃num) determine the interface cur-
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Fig. 6. Evaluated flow rate changes during injection time. Compared are in a) all cases for the injection flow rate Q1, in b) for Q2 and in c) for Q3. In d) the two 
viscosity ratios 𝑀 are compared for the same wettability condition (𝜃 = 60◦) and the same injection flow rate Q1. The blue line represents the water-air displacement 
with 𝑀wa = 55.56 and the red line the water-Fluorinert displacement with 𝑀wf = 0.2. The shadowed regions indicate the suddenly appearing flow rate peaks induced 
by the breakthrough of the invading phase overcoming the “pinning” region. Statistics of the time difference dt between the two peaks of the displacement types are 
shown in e). A positive value means the pinning period in water-air flooding is longer than that in water-Fluorinert flooding, and vice versa. f) Comparison of final 
water saturations for different capillary numbers and wettabilities. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this 
article.)

vature and whether it is positive or negative. While the contact angle 
remains constant in the wall normal coordinate system as prescribed by 
the numerical boundary condition, changes in wall slope alter the in-

terface curvature and associated apparent contact angle. Consequently, 
water remains the wetting phase in the wall normal coordinate system, 
but transitions from hydrophilic to hydrophobic behavior globally as 
interface curvature shifts from concave to convex. The second effect of 
wettability is related to pore-body filling. For 𝜃num < 90◦, the pore-body 
is completely filled with water. However, for 𝜃num ≥ 90◦, Fluorinert be-

comes trapped in the corners of the pore-body.

5.2. Validation of numerical modelling

Finally we present the comparison of the numerical results with the 
experimental data. We start with a comparison of the phase distributions 
for different wall wettability in Fig. 8. Since no apparent wettability of 
𝜃app < 90◦ was observed in water-Fluorinert experiments, an additional 
simulation for water-air displacement was conducted with 𝜃num = 60◦ to 
compare apparent hydrophilic wettability between experiment and sim-

ulation. The comparison to experiment 60_Q1_WA is depicted in Fig. 8
a), showing that the simulation accurately predicts the transition from 
concave to convex interface shape when overcoming the “pinning” re-

gion and during pore filling. For two apparent hydrophobic wettabilities 
𝜃num = 135◦ and 150◦ the water-Fluorinert displacement is shown in 
Fig. 8 b) and c). While initial an final phase distributions agree well, 
slight differences occur just after de-pinning from the “pinning” region. 
In Fig. 8 c), the simulation shows the interface still pinned, whereas it 
has advanced into the pore in the experiment. This discrepancy may be 
due to numerical interface width 𝜖 needing to match the micro-model’s 

corner radius 𝑅, as discussed in the supplementary material. Compar-

ing time scales between experimental and numerical data, reveals slower 
pore-filling in experiments than simulations, likely due to non-constant 
volumetric flow rates caused by a trapped gas bubble in the experimen-

tal setup. The prescribed numerical contact angle represents an effective 
contact angle corresponding to apparent contact angles influenced by 
static hysteresis or dynamic effects (capillary number Ca and viscosity 
ratio 𝑀). Our wettability classification is based on static contact angle, 
𝜃S, indicated alongside effective contact angles 𝜃A or 𝜃AD prescribed as 
𝜃num for simulations. 

Finally, we compare experimental pressure differences Δ𝑝 with sim-

ulated differences Δ𝑝𝑔 for experiment 95_Q1_WF and simulation CFR-

1000-120-WF (Fig. 9). Due to time scale mismatches, time is normalized 
with 𝑡out, when the interface exits the pore 𝑡∕𝑡out = 1. Before burst pres-

sure is overcome at 𝑡 = 0, simulation pressure builds up while it has 
already done so experimentally. The pressure drop during pore-filling 
shows a similar trend, but with an offset of approximately 200 Pa.

This could be explained by the inaccurate representation of the 
second principal radius of curvature, which is estimated as 𝜅xz =
− 2 

ℎ
cos(𝜃xz). For the numerical setup we had assumed the advancing 

contact angle on the top and bottom walls 𝜃xz to be the same as on the 
side walls because a direct observation was not possible. Adjusting the 
contact angle from 𝜃xz = 120◦ to 𝜃xz = 136◦ in the closure term for the 
capillary forces in the third dimension of the numerical model could ac-

count for this discrepancy. Such discrepancies between the advancing 
contact angle on the top and bottom walls compared to the side walls 
could arise from the fact that advancing contact angles on rough sur-

faces are generally higher [63]. However, this cannot explain our case, 
since the side walls are considered rougher than the top and bottom 
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Fig. 7. Comparison of the water-Fluorinert distribution during the pore-filling for different apparent wall wettabilities 𝜃num. Flow from left to right with 
water in red and Fluorinert in blue. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

walls. Therefore, we attribute the constant offset to an additional flow 
resistance in the microfluidic setup, which could originate, for instance, 
from a resistance at the connections between the micro-model and the 
reservoirs, as observed in [69].

Pressure changes appear clearer in simulations when interfaces touch 
pore walls (at 𝑡 = 0.75 and 𝑡 = 1), not observed experimentally due to vis-

cous delays and higher temporal resolution in simulations (Δ𝑡 = 0.001) 
resolving these changes. In the outlet regions, the simulated pressure 
differences decrease, while the experimental data show an increase as 
the interfaces in the simulations approach the outlet conditions.

6. Conclusion

This study investigated the effect of intrinsic wettability ranging 
from hydrophilic (𝜃S = 60◦) to hydrophobic (𝜃S = 95◦,120◦), on the 
movement of an interface into a pore-body. Using a PDMS micro-model 
to represent pore geometry, experiments were conducted at three dif-

ferent flow rates spanning the transition from capillary-dominated to 
viscous-dominated flow regimes. Additionally, two viscosity ratios were 
studied. By synchronizing pressure and image data, we linked character-

istic pressure changes to interface position and curvature. Our findings 
reveal that instead of the intrinsic wettability 𝜃S the surface of the mi-

cromodel is characterized by the static advancing contact angle 𝜃AS since 
it shows a contact angle hysteresis [60,70]. While the static advancing 
contact angle 𝜃AS is observed for small capillary numbers (2.57 × 10−6) 
and hydrophobic surfaces, no hysteresis was present for the hydrophilic 
case were the intrinsic wettability 𝜃S was observed. Furthermore, appar-

ent wettability changes occur for higher capillary numbers (2.57 × 10−5
and 1.28 × 10−4) due to a dynamic advancing contact angle 𝜃AD. This 
leads to the fact that a surface with an intrinsic hydrophilic wettabil-

ity appears as an apparently hydrophobic surface as predicted by the 
Cox–Voinov relation [71,72].

Image analysis allowed us to evaluate interface curvature in the pin-

ning region and during pore-filling events. For hydrophobic cases, the 
curvature of the interface was always positive, while this was not the 

case for the hydrophilic surface in combination with small flow rates 
(Ca = 2.57 × 10−6, water displacing air). A transition form concave to 
convex in the pinning region and a transition form convex to concave 
in the pore-body was observed. In the pinning region, an additional ap-

parent wettability effect was identified. Although the intrinsic contact 
angle (𝜃S) remains constant in a wall-normal coordinate system, changes 
in wall slope alter the apparent contact angle in the global coordinate 
system and therefore the interface curvature [27]. We also identified, 
that in the “pinning” region, the interface exhibits slow movement asso-

ciated with the breakthrough mechanism of canthotaxis. This creates a 
capillary pressure barrier with corresponding pore-entry pressures influ-

enced by corner radius and intrinsic wettability (𝜃S). Therefore the use 
of apparent wettabilities to describe the curvature of the interface and 
the capillary pressure is needed in pore-local relations used in PNMs. 
Furthermore the effect of a pore-entry pressure which can be higher 
than the throat entry pressure has been quantified and can now be 
considered in entry pressure formulations. Experimental data provided 
values for interface curvatures and burst pressures, showing that hy-

drophobic surfaces require higher burst pressures to overcome capillary 
barriers than hydrophilic surfaces, though such barriers are present in 
both cases. Water saturation analysis demonstrated that lower injection 
velocities lead to higher water saturations under hydrophilic conditions, 
while increased velocities reduce wettability effects, particularly in hy-

drophobic scenarios. The evaluation of the volumetric flow rate showed 
a mismatch to the prescribed mass flow rate, which we attribute to a 
small gas bubble trapped near the pressure sensor inlet. This trapped 
bubble not only alters the effective density but can also lead to the 
observed pinning times and induce interface instabilities. Future work 
could compare our experimental pressure-time data with Sun and San-

tamaria’s analytical model, which considers the effects of gas bubbles 
on capillary pressure, and possibly extend it with a dynamic contact 
angle model. Since we have controlled the flow rate and therefore the 
available volume we limit the velocity of the Haines jump. This enabled 
an observation from quasi-static to dynamic interface shapes and differ-

entiates our work with respect to the observed millisecond time scale 
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Fig. 8. Comparison of phase distributions between selected experiments and simulations during the pore filling for flow rate Q1. To show the influence 
of the pore geometry on the interface curvature for advancing contact angles ranging from wetting to non-wetting we have included experiment Q1_60_WA where 
water is displacing air in a) which is the only experiment with an wetting advancing contact angle 𝜃𝐴 = 60◦. The other two comparisons show water displacing 
Fluorinert with 𝜃𝐴 = 135◦ b) and 𝜃𝐴 = 150◦ c). In the experimental images, water is the invading phase shown in darker gray, while the other phases, e.g., air and 
Fluorinert, are transparent. In the simulation results water is shown in red, and air respectively Fluorinert in blue. Flow from left to right. Since our classification of 
wettability is based on the static contact angle, 𝜃S is also indicated for the respective experiment.

from studies where much faster pressure responses have been observed 
due to the use of higher flow rates, cooperative fillings where mass can 
be provided by other fluid-fluid interfaces or due to the use of pressure 
boundary conditions [31,30,34,33].

The experimental investigation was complemented by simulations 
based on a dimensional reduced level set method which considers the 
aspect ratio of the micro-model inlet channel. To recompute the exper-

iments in a reduced numerical domain different numerical boundary 
conditions for the channel inlet and outlet have been compared and 
the condition which considers the flow resistance (CFR) in the unre-

solved part of the experiment was chosen. When prescribing the appar-

ent wettability in the numerical computations the changes in curvature 
as observed in the experiment could be captured. The comparison be-

tween numerical and experimental data with respect to the prediction 
of the time scale and the obtained pressure values remains challenging. 

This was also observed in other studies [73–75,42]. In our study we 
attribute the discrepancy to different effects. Firstly, the compression 
of small air bubbles within the inlet tubing can change the volumet-

ric flow rate. Secondly, the applied boundary condition accounting for 
flow resistance (CFR) currently only considers resistance contributions 
from the inlet and outlet tubing. However, additional resistances arising 
from the connections between the tubing and the micromodel are yet 
not included. These resistances can significantly affect the pressure drop 
and should be introduced into the boundary condition. This would al-

low a calibration of the CFR condition specific to the microfluidic setup 
and dependent on the applied flow rate, particularly in the transition 
regime from capillary-dominated to viscous-dominated flow. Thirdly 
to additional dissipation mechanisms which are currently neglected 
in our model. These may occur due to the roughness of the vertical 
micro-model walls, especially for the investigated low capillary num-
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Fig. 9. Comparison of the total pressure difference Δ𝑝𝑔 recorded from the 
experiment (blue circle) with the pressure difference obtained from the 
simulation (black line). The pressure measurements system accuracy as pro-

vided by the manufacturer [43], with a value of ±200 Pa is indicated with a 
blue line.

bers leading to a stick-slip motion of the interface [76–78]. Considering 
these effects can be a next step in the development of the reduced level 
set method and the experimental design. The obtained pressure signals 
can now be compared to currently used pore-local 𝑃𝑐 −𝑆-relationships 
and used to improve them with respect to the influence of wettability. 
Furthermore the present work can contribute to the understanding of 
the interplay between the different apparent wettabilities involved in a 
pore-filling event which we have identified and differentiated.
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