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Abstract

This paper investigates the use of Large Language
Models (LLMs) for automatic detection of subjec-
tive values in argument statements in public dis-
course. Understanding the underlying values of
argument statements could enhance public discus-
sions and potentially lead to better outcomes. The
LLM utilization methods tested were zero- and
few-shot prompting, as well as chain-of-thought
prompts. In order to compare the predictions made
by the LLM, a set of ground truth labels was re-
quired as an established baseline. For these labels,
either single majority labels or multi-value labels
were considered, both derived from a set of aggre-
gated human annotations. Results indicated that
LLM performance was sub optimal, achieving a
maximum weighed F1 score of 0.594 for single-
value chain-of-thought predictions. Additionally,
current metrics were found inadequate for assess-
ing LLLM performance on a highly subjective task
such as value detection, evidenced by poor scores
in multi-value predictions despite subjective evalu-
ation suggesting otherwise. Furthermore, a last ex-
periment was aimed at capturing a specific annota-
tor’s subjectivity. This yielded inconsistent results,
with f1 scores peaking around 0.4, indicating that
LLMs are not well-suited for emulating individual
human subjectivity.

1 Introduction

Public deliberation is filled with argumentative statements,
and identifying the underlying values driving these state-
ments can be key to constructive discussions. Human values,
which are beliefs guiding behavior and decision-making,
play a crucial role in public discourse. According to Black-
sher et al.[1], citizens must “identify, clarify, and weigh the
tensions among their views and the values underlying them;
justify them to others; and set priorities”. Human values are
essential in public discourse and deliberation because they
provide the ethical framework that guides decision-making.
They characterize societies and individuals [2], and a balance
between these values is crucial for fostering harmonious and
constructive public deliberation. Thus, a better understand-
ing of values can facilitate more productive discussions and
potentially lead to better outcomes. Recent years have seen a
spike in the usage of Large Language Models (LLMs). While
they have become integral to our everyday interactions, their
performance on tasks that even humans might disagree on
remains a question [3].

The main research question that will be considered in this pa-
peris ‘How can LLM’s be utilized to detect the subjective val-
ues of arguments in public discourse?’. This is then broken
down into the following sub-questions:

* How can the underlying values of subjective statements
be annotated?

¢ What kinds of methods are used for LLM utilization?

* How can performance of value detection be measured?

This research aims to explore the different ways of utiliz-
ing LLMs to detect these underlying values in argumentative
statements. Building upon the work of Kiesel et al.[4], who
developed a taxonomy of 54 value labels and used them for
a multi-label classification problem, this paper seeks to con-
tribute to the research on value detection in argument state-
ments by further investigating different methods of LLM uti-
lization. These methods consist of zero-shot prompting, few-
shot prompting, and chain-of-thought reasoning prompts.
Additionally, this research investigates how defining ground
truth labels for human annotation affects the performance of
LLMs in automatic value detection.

2 Background

Tthere are two key concepts that should be explained: Public
discourse and the definition of a value. This section provides
these definitions and highlights the role that values play in
public discourse. Lastly, it mentions the related work upon
which this paper builds.

2.1 Public discourse

Public discourse refers to public discussions that seek collec-
tive solutions to challenging social problems [1].

Seeking these collective solutions through free and open dis-
cussion of public policies is what our democratic society is
based on [5], as they are an important part of policy making.
Citizen engagement in these debates is critical, as they might
see policies as more acceptable and fair when they are subject
to an open, inclusive discussion, even if they might disagree
with the decision [6].

2.2 Definition of a value

The difficulty of defining what human values are lies in the
extremely high level of subjectivity. “There are no objective
values.” As philosopher John Leslie Mackie states in his
essay on the subjectivity of values [7]. This research uses the
work of Schwartz et al., who have striven find a definition
for human values that individuals in all cultures recognize [2].

Schwartz defines a value as “a (1) belief (2) pertaining to
desirable end states or modes of conduct, that (3) transcends
specific situations, (4) guides selection or evaluation of
behavior, people, and events, and (5) is ordered by impor-
tance relative to other values to form a system of value
priorities.”[8]

Consider the following example:

”"We should not spend money on installing solar
panels. It might be good for the environment, but
the financial trade-off is not worth it.”

In this case, the desirable outcome (2) is to not spend too
much money, as they generally deem the financial trade-off
not worth the money (3). Thus, the choice is to not invest in
solar panels (4), as they prefer the value of Have wealth over
that of Be protecting the environment (5).
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Figure 1: Taxonomy of values. From Identifying the Human Values
behind Arguments by Kiesel et al. (2022)

2.3 Related work

The approach of using LLMs for subjective annotation tasks
within the Social Sciences has been explored by Weber and
Reichardt. The results highlighted “’the need for careful val-
idation and tailored prompt engineering”[9]. While their re-
search also explores the utilization of LLMs for subjective
annotation tasks, this paper aims to expand upon the vari-
ous prompting strategies that can be used. While Weber and
Reichardt’s research examines the utilization of LLMs for a
broad range of annotation tasks within the social sciences,
this paper focuses on various prompting strategies that can be
employed. In contrast to their generalized approach, this re-
search focuses specifically on the task of detecting subjective
human values.

Previous work by Liscio et al. has addressed this task, with
one paper discussing the cross-domain classification of moral
values in text using the language model BERT [10], and an-
other exploring a hybrid (human and AI) approach to identify
context-specific values [11]. The paper on cross-domain clas-
sification explores the generalizability of BERT’s capabilities
in value detection. Their research was done by pre-training
the model, whereas this paper focuses solely on the effect
of different prompting strategies and the difference between
single- and multi-value prediction.

Given the similar nature of the research, the main reference
for this study is the paper Identifying the Human Values be-
hind Arguments by Johannes Kiesel et al [4]. They were the
first to try detecting human values in argument statements us-
ing LLMs. For this, they used a taxonomy of 54 human values
as composed in the earlier work of Schwartz et al [12]. An
overview of this taxonomy, which will also be used in this
research, can be seen in figure 1.

3 Data

The dataset used in this research was taken from a consulta-
tion of 1376 residents of the municipality of Sudwest-Fryslan
(South West Friesland) on the future energy policy of their
municipality [13]. Since it is not a public dataset, all LLM
interaction was done locally.

The dataset consists of argument statements supporting
residents’ rankings of six possibilities for future municipal
energy policy. Therefore, this dataset is well-suited for de-
tecting values in public discourse. A potential drawback of
the dataset is that the original language is Frysian, and the
available Dutch and English translations were generated au-
tomatically, potentially introducing translation errors [14].

3.1 Annotation

The dataset was manually annotated by 5 computer science
students. This was done by providing them with the list of
54 values from Kiesel et al [4] and having them select all val-
ues they think apply to an argument statements. In total, 50
data points were annotated. These results were then aggre-
gated such that every argument statement had a list of labeled
values and their total annotation frequency. This aggregation
was necessary to allow for a multi-run analysis of LLM per-
formance, thereby reducing the issue of observed variance be-
tween individual runs.

3.2 Annotator agreement

To determine the inter-annotator agreement, the Fleiss Kappa
statistic was used. This statistic is suitable for situations
where there are more than two annotators, as it takes into
account the amount of agreement that is expected between
annotators purely by chance [15].
Fleiss” Kappa is defined as

r=t"Le (1)

1-P,

Where the denominator refers to the degree of agreement
that is possible above chance, and the numerator is the ac-
tually achieved agreement above chance. A k of 1 indicates
complete agreement among annotators, and a k below 1 indi-
cates that there is no agreement.

The Fleiss Kappa score for the aggregated human annota-
tions was 0.0144. Following the interpretation provided by
Landis and Koch [16] this indicates slight agreement among
annotators. A slight note should be added here, as there is no
universally accepted interpretation of the Kappa Fleiss statis-
tic. However, most interpretations found in literature would
suggest that this score can be seen as having only slight agree-
ment among annotators. [17]

4 Methodology

This section outlines the methods used in this research. It
mentions the prompting methods used for LLM utilization,
the chosen evaluation metrics, the compositions of ground
truth labels and lastly it explains the extra experiment to cap-
ture person-specific subjectivity. The main methodology can
be seen in figure 2.
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Figure 2: Overview of general methodology

4.1 LLMs and their utilization methods

Due to the dataset not being public, as described in chapter 3,
the 8B parameter version of LLama3 was used locally using
Ollama [18]. The three methods of LLM prompting that were
used were

* Zero-shot prompting
» Few-shot prompting
 Chain-of-Thought prompting

For both methods the LLM was asked to pick from the list
of 54 provided values to select the value found most fitting
for the given argument statement. The difference between
zero-shot and few-shot prompting is that in the former no
examples are provided, whereas in the latter 3 examples of
argument statements and its annotated value are given in the
prompt [19].

For chain-of-thought prompting, the model is first asked to
provide its reasoning for performing a certain task, and from
that reasoning it is asked to predict a value. In this case, the
first prompt asks the model to reason about which values it
finds suitable for a given argument statement. The second
prompt then feeds the given reasoning back into the model,
and asks it to predict a value, given that reasoning. Chain-of-
thought prompting has shown to increase performance on a
wide range of tasks [20].

4.2 Evaluation metrics

Multiple metrics were utilized to evaluate the model’s per-
formance in automatic value prediction, as detailed in table
1. Given the large number of labels, weighted averages were
analyzed. The micro-average was considered sub-optimal for
this task because it disregards true negative predictions. Ac-
curately excluding the majority of labels (true negatives) is
indicative of accurate performance.

4.3 Ground truth labels

In order to compare the predictions made by the LLM, a set
of ground truth labels was required as an established baseline.
Due to the subjective nature of the task of detecting underly-
ing human values of argument statements, a big challenge in
this research was to determine what kind of label to use as
the ground truth. Three methods were tried; Majority labels,
Majority labels with threshold and Soft labels.

Majority label

To simplify the process of evaluating the model performance,
the first ground truth labels used were single majority labels.
The reasoning for this was that single value predictions were
expected to be the easiest for LLMs to execute. Another con-
sideration was that due to the lower complexity of the task,
the execution times would be fast. These majority labels were
determined by taking a majority vote among the 5 annotators
and taking the value with the most annotations as the single
ground truth label for that argument statement. On the oc-
currences where multiple values would be contenders for the
majority label, one was chosen at random.

Majority label with threshold

Since there was lacking consensus among the annotators,
and a high disparity of annotated values (on average 10,78
unique values were assigned to each argument statement), a
threshold seemed necessary to ensure the ground truth labels
reached at least a baseline of consensus. For this the aggre-
gated annotations were re-evaluated, and only if at least 3 out
of 5 annotators had picked a value was it a viable option as a
majority label. This meant that some ground truth labels did
not meet this threshold and were assigned "None’. To accom-
modate this option, the LLM prompt was changed to allow
’None’ if the model found no value applicable. An important
note here is that the LLM never actually picked 'None’ as
an option, meaning that the expected increase in performance
did not actually occur.
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Figure 3: Fleiss Kappa scores over 5-run aggregated predictions for
different prompting methods (single and multi value predictions)

Soft labels

The single majority label seemed unsuitable for this highly
subjective task. Seeing as us humans had a hard time choos-
ing a single value, it was a hard ask to expect the LLM to
do so. To accommodate a more accurate representation of
the human task, the LLM was asked to select any values it
inferred to be applicable. This prompt was then ran 5 times
over all data points, and the results were aggregated to mimic
the 5 human annotators.

4.4 Capturing subjectivity

A last experiment that was conducted was to do annotator-
specific predictions. The aim of this was to determine if an
LLM is able to capture a specific person’s subjectivity. This
was done by providing the LLM with 30 examples of an anno-
tator’s annotations, after which the remaining 20 data points
were used to prompt the LLM to predict which values that
annotator would choose. For consistency, the same metrics
were used to show the performance of the LLM on this task.

5 Results

This section presents the findings of this study. It first pro-
vides an overview of the Fleiss Kappa scores for all prompt-
ing methods, indicating the inter-annotator agreement over
multiple runs. Secondly it shows the general scores achieved
by multiple methods, using the metrics introduced in section
4.2, after which the effect of using a threshold for ground
truth labels is mentioned. The fourth subsection briefly men-
tions the difference in scores between zero- and few-shot
prompting, which will be further addressed in the discussion
in chapter 6. Lastly, the results of the experiment on capturing
annotator-specific subjectivity are presented.

5.1 Fleiss Kappa scores

An overview of the Fleiss’ Kappa scores for all prompting
methods, for both single- and multi-value LLM predictions,
is presented in Figure 3. These scores were calculated on the
aggregated predictions of running the model 5 times. The re-
sults for single-value LLM predictions show negative values

for zero-, few-shot and chain-of-thought prompts, indicating
poor or no agreement. In contrast, the multi-value predictions
display positive values, suggesting slight agreement among
annotators. This indicates, that when given the option to se-
lect multiple values, the LLM is more consistent in its se-
lection of values compared to when having to select a single
value.

5.2 General scores

Table 1 displays the weighted precision, recall and F1 scores
for all prompting methods. Most noticeable here is the large
difference in scores between single- and multi-value predic-
tions, with the former displaying the highest scores. The dif-
ference in performance between prompting for single-value
predictions is slight, with zero-shot having a weighted F1
score of 0.567 and chain-of-thought scoring the best out of
all methods with 0.594.

5.3 Effect of threshold

The application of an annotation and prediction threshold to
determine the eligibility of values as ground truth labels also
had an impact. With the use of a threshold of 3 slightly im-
pacting the F1 performance in a negative manner, with thresh-
old scores being consistently lower across all methods.

This is likely due to the lower degree of agreement between
LLM responses, when compared to the human annotators, as
shown in Figure 3. It is possible that this caused a discrepancy
in the number of values included in the ground truth labels,
which could account for the slight drop in performance.

5.4 Zero- vs Few-shot

It is also interesting to note that the difference between the
best scores of zero-shot and few-shot is not as large as one
might expect. With zero-shot prompting achieving a max-
imum weighted F1 score of 0.567 and few-shot peaking at
0.587. As of yet, the reason for this discrepancy remains un-
clear, although it might be due to the selected examples pro-
vided in the prompt. This indicates that the addition of only
a few samples (3 were used in this experiment) does not pro-
vide any performance gain on such a subjective task.

5.5 Per-annotator predictions

The results of tasking the LLM with annotator-specific pre-
dictions can be found in figure 4. An important thing to note
here is that the results differ greatly over runs. For example,
this is a list of weighted F1 scores per run for a 5 run aggrega-
tion of annotator 2: [0.159, 0.111, 0.173, 0.188, 0.187]. One
run scored as low as 0.111, while the average score over the 5
runs was 0.164. This shows great inconsistency in how well
the LLM is able to perform this task.

6 Discussion

This section discusses some of the observed results and ex-
plores possible implications. Firstly, it touches upon the dif-
ference in performance between single- and multi-value pre-
dictions. Secondly, it notes on the overall scores achieved
and provides an assessment on the suitability of LLMs for
predicting subjective human values in argument statements.



Method LLM prediction Weighted Precision Weighted Recall Weighted F1
Zero-shot  Single value 0.596 0.597 0.567
Single value
(Threshold = 3) 0.555 0.544 0.525
Multi value 0.382 0.167 0.199
Multi value
(Threshold = 3) 0.233 0.029 0.029
Few-shot  Single value 0.621 0.610 0.587
Single value
(Threshold = 3) 0.607 0.590 0.570
Multi value 0.349 0.169 0.193
Multi value
(Threshold = 3) 0.007 0.029 0.011
Chain-of- .
thought Single value 0.620 0.603 0.594
Single value 0.580 0.603 0.594

(Threshold = 3)

Table 1: Scores for LLM predictions when compared to human annotation
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Figure 4: Scores for annotator-specific multi-value predictions

6.1 Performance of single- vs multi-value
prediction

As mentioned in section 5.2, there is a large difference in per-
formance between single- and multi-value predictions, with
multi-value predictions scoring significantly lower. This large
difference is surprising, seeing as works by Uma et al. [3],
[21] show a better performance when using a multi-label
ground truth when compared to using majority voting. The
low scores for multi-value predictions are liekly due to the
loss function used in this study. Both single- and multi-value
predictions were scored using the same metrics (precision, re-
call and F1) to allow for a direct comparison between the two
approaches, whereas the work by Uma et al. [21] found that
a combination of probabilistic soft labels with a probability
comparing soft-loss function worked best on a broad range of
tasks.

Options for soft-loss functions were explored, but ranking
comparisons, such as Kemeny-Young [22], require a defini-
tive ordered ranking and an equal amount of ranked items.
When assigning values to an argument statement, it is impos-
sible to definitively determine whether a given value played a

driving role due to the subjective nature of human values, as
discussed in section 2.2. Consequently, it is difficult to ascer-
tain the number of values that can be assigned to a statement,
as the lack of objectivity in individual cases precludes a clear
numeric boundary.

Even when using hard metrics for comparison between
single- and multi-value predictions, the large difference was
unexpected, as the LLM’s performance did not appear par-
ticularly poor throughout this study. In fact, distinguishing
between the aggregated results of LLM responses and human
annotations might be challenging for most people. The fore-
most noticeable difference is in the average number of unique
values assigned per argument statement, with LLMs averag-
ing 4.52 unique values and humans up to 10.74, given a team
of five annotators. Despite this significant difference in an-
notation composition, subjective observation does not sug-
gest either approach being superior, even though current met-
rics might indicate otherwise. This discrepancy between the
observed quality of LLM predictions and their performance
measured by hard metrics could be an area of future research,
with the suggestion that subjective tasks might benefit from
more subjective evaluation methods.

6.2 Assessment of LLM utilization for value
detection

The results shown in section 5.2 indicate that chain-of-
thought prompting used for single-value prediction is the best
performing method. With a weighed F1 score of 0.594 it out-
performed the zero- and few-shot prompting methods. Al-
though the chain-of-thought prompting methods performed
best out of the methods tested, it did not perform particularly
well. None of the methods managed an F1 score of over 0.6,
which indicates poor performance overall.

The low scores observed in this study can be attributed to
two main factors. Firstly, the high number of unique values
typically annotated by humans (10.74) indicate that detect-
ing underlying human values in argument statements should
not be treated as a single-label classification task. Due to its



highly subjective nature, consensus on a single value is rare.
Secondly, the difficulty of comparing subjective multi-value
predictions, as discussed in section 6.1, impacts the scores for
multi-value predictions. A multi-label approach combined
with some sort of soft-loss function would be optimal, as
found by Uma et al. [21]. This suggests that the hard-metric
comparison used in this study was not the most suitable for
this task.

Based on the observed F1 scores alone, one might con-
clude that LLMs are not (yet) equipped to accurately predict
subjective underlying human values in argument statements
in public discourse. However, as previously discussed, more
research into performance metrics for un-ranked subjective
multi-label tasks is needed to draw a definitive conclusion.

7 Conclusions and Recommendations

This chapter will first highlight the main conclusions that
were drawn from this research. Furthermore, the recommen-
dations section adds onto the conclusion with recommenda-
tions for future research.

7.1 Conclusions

Single-value prediction

The study investigated how LL.Ms can detect subjective val-
ues in public discourse, focusing on different prompting
methods. Chain-of-Thought prompting showed the best per-
formance among tested methods, though none achieved high
scores overall (see chapter 6). Considering practicality, the
few-shot prompting method may be preferable due to its
shorter run-time, despite slightly lower performance. None
of the methods managed an F1 score of over 0.6, which indi-
cates poor performance overall. When only considering these
scores, one might conclude that LLMs are not (yet) equipped
to accurately predict subjective underlying human values in
argument statements in public discourse. However, as dis-
cussed in section 6.2, a soft-loss function approach for the
multi-value predictions might yield different results [21].

Lack of suitable metrics

Another conclusion drawn from this research is that there
is a lack of suitable metrics for evaluating the performance
of LLMs on highly subjective tasks such as value detection.
As can be seen in Table 1, multi-value scores are signifi-
cantly lower than single-value majority label scores. Despite
the LLM predictions appearing very reasonable on subjective
observation, no metric currently represents this adequately.
Ranking comparisons, such as Kemeny-Young[22], are not
entirely suitable for task with this high level of subjectiv-
ity. As mentioned in section 6.1, these comparisons require
a definitive ordered ranking and an equal amount of ranked
items.

Capturing human subjectivity

Per-annotator prediction was done to investigate if an LLM
is able to replicate a specific human’s subjectivity. As can
be seen in Figure 4, the scores for these predictions did not
reach 0.5 in any of the runs. Another important thing to note
in this experiment is the great inconsistency in scores between

different runs for the same annotator. The combined consid-
eration of both the low scores and the high inconsistencies in
performance leads to the conclusion that LLMs are not very
suitable for capturing human subjectivity.

7.2 Future research

As mentioned in chapter 6, the complexity of this task
partly lies in the difficulty of comparing the multi-value
predictions. Traditional hard-metrics, such as the F1 score,
show poor performance. However, research suggests that
when multi-value ground truth labels are combined with a
soft-loss function, they should outperform single majority
labels [21]. As mentioned in section 6.1, existing multi-value
comparison metrics such as ranking comparisons are not
very suitable for tasks with such a highly subjective nature.
Given the potential increase in measured performance for
multi-label tasks and the unsuitability of metrics such as
ranking comparisons, further research on metrics for evaluat-
ing highly subjective tasks is strongly recommended.

A secondary recommendation is to collect a more exten-
sive set of annotations for this task. The fifty data points
on a Frysian municipal energy policy used for evaluation in
this research are insufficient to be considered representative
of all public discourse. The sample size is limited, and the
diversity of the topics of the argument is also lacking.

Lastly, a user study on people’s ability to distinguish be-
tween LLM predictions and human annotations is recom-
mended. After stating the difficulty of capturing the sub-
jectivity of this task through objective metrics, it would be
most interesting to see how other humans would evaluate the
LLM’s predictions in a blind user study. The main question
being whether they would be able to tell the difference if all
they were given was the argument statement and the anno-
tated values.

8 Limitations

This section covers some of the limitations of this research. It
dives into the quality and quantity of the data, the struggle to
find metrics suitable for this task as well as the limitation of
the Fleiss Kappa statistic for mapping annotator consensus.

8.1 Lack of data

The fifty data points on a Frysian municipal energy policy
used for evaluation in this research are insufficient to be con-
sidered representative of all public discourse. The sample size
is limited, and the diversity of the topics of the argument is
also lacking. Consequently, many of the possible values were
never assigned and therefore underrepresented in this study.

8.2 Lack of suitable metrics

The main conclusion of this research is that current evaluation
metrics for machine learning tasks are insufficient for evalua-
tion of tasks with such subjective nature. The current results
contain metrics such as precision, recall and F1 scores, but
these scores do not paint a complete picture of how well the
values predicted by the model might also align with the given
argument statement.



8.3 Limitation of Fleiss’ Kappa

Currently, the only metric that is able to capture the degree
of subjectivity of this task is the Fleiss Kappa statistic. How-
ever, relying on a single agreement coefficient can obscure
complex patterns in annotation, such as diversity in under-
lying data, label similarities, varying difficulty of individual
items and personal differences between annotators [17].

9 Responsible Research

This section aims to address the efforts made to ensure the in-
tegrity of this research. The two main components of respon-
sible research that were most applicable to this researched
were the use of the Dataset and ensuring the reproducibility
of the experiment.

9.1 Data

The dataset that was provided to us contained residents’
opinions on future municipal policies. The study from which
this dataset was obtained had previously already anonymized
the data, meaning that there was no personal data linked to
the argument statements.

Even thought the data was not sensitive in that it contained
personal information, it did contain information that the mu-
nicipality of Stidwest-Fryslan did not want made public. For
that reason no online version of LLMs were used; all exper-
iments were run locally with the open-source LLama3 model.

There are some issues regarding the quality of the dataset
that need to be addressed. First and foremost the quality
of the data. The argument statements were peoples’ typed
additions to a ranking they have given that we did not
have access to. This meant that the argument statements
sometimes referred to unseen answers previously given, as
well as them often being grammatically incorrect due to their
typed nature. In addition to this, the quality of the automatic
translations from Dutch to English was also adequate at
most. This difference was only noticed by 2 out of 5 people
from our project group, as we were the only dutch speaking
annotators. This surely influence the tone of the arguments
statement, and in an attempt to deal with these differences us
Dutch annotators only looked at the English versions of the
statements to ensure we had the same data points.

Lastly, a note on the annotation process: Since this task
is so highly subjective, it is important to realize that these
annotations are also highly subjective, and by no means an
objective ground truth. One annotator even said “’If I were
to do this again tomorrow, the values would be different”.
This is also in part due to the large number of possible labels.
Trying to choose out of 54 possible values was a challenging
task.

9.2 Reproducibility

Sadly the data used for this research can not be made public.
However, all code used in this experiment will be published
online, and the LLM used is also freely available online [18].
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