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Summary

The volatility of renewable energy sources pose a significant challenge for Distri-
bution Network Operators (DNOs) as it makes planning and maintaining a reliable
electricity grid more complex. An essential tool in dealing with the uncertain be-
havior of renewable energy resources is the load flow simulation, i.e., the standard
electricity network simulation in network design and operation. There is, however,
still much untapped potential of applying these kind of simulations.

The thesis presents improvements to the theory on linear load flow approxima-
tions. The resulting algorithms are then applied to various real world problems:
control of a community battery, handling very large simulations, coping with low
sensor coverage and evaluating strategic scenario’s with high uncertainty.

Firstly, theory is presented for the control of a community battery. It is shown
how such a battery can be used for grid congestion reduction, backed up by a live
experiment. A charge path optimization problem is posed as a linear problem and
subsequently solved by an Linear Programming (LP) algorithm. It was found that
the voltages and currents can be controlled to a great degree, increasing the grid
capacity significantly. Network design formulas are described with which a DNO can
quickly estimate the potential (de)stabilizing effect caused by a community battery
on the steady-state voltages and currents in the grid.

Next, load flow simulations are improved by applying numerical analysis tech-
niques and the accuracy and efficiency of a linear load flow approach is investigated.
The resulting fast load flow algorithm is then applied to a very large problem: inte-
grally simulating the low and medium voltage network of Alliander DNO, a grid with
over 22 million cable segments with a total combined length of over 88,000 km,
built according to international standards. It is shown that this integral simulation
can identify voltage problems much more accurately.

Next, Bayesian state estimation is considered. A mathematical model is pro-
posed to complement a limited set of real-time measurements with voltage predic-
tions from forecast models. This method relies on Bayesian estimation formulated
as a linear least squares estimation problem. The model is then applied to an IEEE
benchmark and on a real network test bed. An observability analysis suggests
strategies for optimal sensor placement.

Next, theory is presented on coping with uncertain long-term scenarios for
strategic simulations. A stochastic profile model is proposed based on copulas which
can be calibrated by technology adoption data. Using a Monte Carlo approach, the
stochastic profiles of all DNO assets are then simulated, identifying parts of the
network with heavy loads.

Finally, the thesis concludes by demonstrating additional applications of the pre-
sented methods, such as fast network capacity checks and reducing losses via net-
work reconfiguration. It concludes by giving suggestions for future research.
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Samenvatting

Het wereldwijde energielandschap zal de komende decennia aanzienlijk veranderen
door de overschakeling op duurzame energie. Dit is een grote uitdaging voor netbe-
heerders die verantwoordelijk zijn voor het onderhouden van een betrouwbaar en
betaalbaar distributienetwerk voor elektriciteit. Een essentieel hulpmiddel bij het
omgaan met de onzekerheid van hernieuwbare energie is de loadflow-simulatie,
d.w.z. de standaard simulatie gebruikt bij netwerkontwerp. Dit proefschrift heeft
als doel de theorie over lineaire benadering van de loadflow te verbeteren en past de
resultaten vervolgens toe op diverse echte problemen: Aansturing van een buurt-
batterij, omgaan met zeer grote simulaties, omgaan met lage sensordekking en het
evalueren van strategische scenario’s met hoge mate van onzekerheid.

Het hoofdstuk over buurtbatterij-aansturing biedt de nodige theorie om een
buurtbatterij te gebruiken om netcongestie op te lossen, onderbouwd met experi-
mentele resultaten. Het optimalisatieprobleem voor het aansturen van de batterij
wordt opgelost door Linear Programming. Het blijkt dat de spanningen en stromen
in hoge mate kunnen worden geregeld, waardoor de netcapaciteit aanzienlijk wordt
verhoogd. Er worden formules beschreven waarmee een netbeheerder snel de po-
tentiële (de)stabilisatie van een netwerk door een buurtbatterij in kan schatten.

Het hoofdstuk over het verbeteren van loadflow-simulaties onderzoekt de nauw-
keurigheid en efficiëntie van een lineaire loadflowbenadering door middel van nu-
merieke analysetechnieken. Het resulterende snelle load flow-algoritme wordt ver-
volgens toegepast op een zeer groot probleem: het integraal simuleren van het
laag- en middenspanningsnetwerk van Alliander. Dit netwerk bestaat uit 22 mil-
joen kabelsegmenten met een totale lengte meer dan 88.000 km. Vervolgens wordt
getoond dat deze simulatie de spanningsproblemen nauwkeuriger kan vinden.

Het hoofdstuk over toestandsschatting stelt een methode voor om een beperkte
reeks realtime metingen aan te vullen met voorspelde spanningen. De methode is
gebaseerd op Bayesiaanse schatting geformuleerd als een lineair kleinstekwadra-
tenprobleem. De methode wordt toegepast op een IEEE-benchmark en op een echt
testbed bij Alliander. Een analyse van de sensordekking suggereert strategieën voor
optimale sensorplaatsing.

Het hoofdstuk over strategische simulaties richt zich op het omgaan met onze-
kere strategische scenario’s. Een stochastisch profielmodel wordt voorgesteld op
basis van copula’s die kunnen worden gekalibreerd met behulp van gegevens over
technologische adoptie. Door een Monte Carlo-benadering worden vervolgens de
stochastische profielen van alle elektriciteitskabels gesimuleerd.

Het proefschrift concludeert met het demonstreren van aanvullende toepassin-
gen van de gepresenteerde methodes, zoals snelle netwerkcapaciteitscontroles en
het verminderen van verliezen via aanpassingen in de netwerkconfiguratie. Tot slot
worden nog enkele kansen voor vervolgonderzoek beschreven.
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1
Introduction

This chapter describes the context of this thesis, namely the increase in elec-
tricity consumption due to the energy transition and its effects on distribution
networks. The chapter provides the situation in The Netherlands as an ex-
ample, using data of the Distribution Network Operator (DNO) Alliander NV.
It proceeds to describe the basic concepts of modeling an electricity network;
network structure, basic formulas and the linear power flow problem. The
chapter concludes by giving the general structure of the thesis and summa-
rizes how the papers are interconnected.

1
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2 1. Introduction

1.1. The changing world of the distribution network
operator

The volatility of renewable energy sources pose a significant challenge for Distri-
bution Network Operators (DNOs), as it makes planning and maintaining a reliable
and affordable electricity distribution grid more complex. Especially the rise of res-
idential solar power is challenging, as solar installations can cause local voltage
problems which can be cost- and labour-intensive to solve.

An essential tool in dealing with the uncertainty of renewable energy resources
is the load flow simulation, i.e. the standard electricity network simulation in net-
work design and operation. Load flows are used to answer many of today’s DNO
questions, such as assessing the impact of increased network loads or finding the
best place to connect a new customer.

There is however still much untapped potential of applying these kind of sim-
ulations. This thesis therefore aims to improve the the theory on linear loadflow
approximations and then applies the results to various real world problems: Con-
trol of a community battery, handling very large simulations, coping with low sensor
coverage and evaluating strategic scenario’s with high uncertainty.

To illustrate the practical potential of the theory presented in this thesis, the
theory was applied to the network of Alliander DNO. Alliander DNO is the largest
DNO of the Netherlands and operates the Low Voltage (LV) and Medium Voltage
(MV) power grid. Subject of this thesis are both the MV and LV network, which
consist of approximately 80,000 km of underground cable serving over 3 million
customers. It covers over 1/3rd of the total Dutch power grid and is divided in 22
million cable segments. The low voltage network operates on 230V/400V and will
be modeled as a single phase balanced network. A schematic overview of a general
DNO network is displayed in Figure 1.1.

This chapter consists of a brief introduction in modeling electrical distribution
networks. Then it presents the general outline of this thesis.

1.2. The linear power flow problem
For monitoring overheating due to large currents and meeting voltage regulations,
it is generally sufficient to model on a time scale of several minutes. The standard
way to model such an electricity grid on this time scale is the load flow model [1, 2].

This section explains how the Linear Power Flow (LPF) problem is obtained using
a constant impedance load model assuming a balanced network load. In this thesis,
most load flow problems are assumed to be single-phase and balanced. The main
reason for this assumption is the lack of data regarding phase connections and
phase imbalance within Alliander DNO.

The LV and MV network are both modeled using the same physical model. The
electricity network can be modeled as a graph 𝐺(𝒩, ℰ) where 𝒩 represents the
network buses (nodes) and ℰ the network cables (edges). The relation between
the nodal currents 𝐼𝒩 and voltages 𝑉𝒩 can be defined by Kirchoff’s Current Law:

𝐼𝒩 = 𝑌𝑉𝒩 , (1.1)
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Figure 1.1: A schematic overview of the voltage levels of a DNO network. Alliander operates the Low
Voltage (LV) and Medium Voltage (MV) networks. These networks operate on 400V/230V and 10kV
respectively. The High Voltage (HV) network is not operated by Alliander DNO.

where 𝑌 is the so-called nodal admittance matrix. In (1.1), all variables are given
in complex numbers as 𝑉𝒩 = |𝑉𝒩|𝑒 = 𝑉𝒩 + 𝚤𝑉𝒩 , 𝑌 = 𝐺 + 𝚤𝐵, and 𝐼𝒩 = 𝐼𝒩 + 𝚤𝐼𝒩 .
The admittance matrix can be directly obtained from the network lay-out using the
following formula [3]:

𝑌 = 𝐶𝑍ℰ 𝐶 , (1.2)

where 𝐶 is a directional connection (branch-node incidence) matrix and 𝑍ℰ is a
square matrix with the corresponding impedance of each cable/edge (ℰ) on its
main diagonal.

Generally, the load of the network is modeled as a combination of constant
power, constant impedance, and constant current [2]. Even a balanced, single
phase load flow problem is generally nonlinear, if a constant power load flow model
is used. Adding constant power equations (in the form of 𝑆 = 𝑈𝐼 where S is the
apparent customer power) to the system of (2.2) makes the problem non-linear.
This in turn makes solving the necessary equations computationally expensive.

In this thesis, therefore only the constant impedance load model is used to keep
the problem linear. All buses with customers are modeled as a constant impedance
connected artificial ground buses as can be seen in Figure 1.2. Customer load is
modeled by equivalent resistance 𝑅eq and reactance 𝑋eq which are defined by the
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Figure 1.2: An example of a small MV/LV network connected to a substation transformer. While the MV
network is always operated radially, the LV network is operated meshed in some areas. The reference
voltage ( ref) is defined at the secondary side of the substation transformer. If only the LV network is
considered, the reference voltage ( ref) is defined at the secondary side of the distribution transformer.

following formulae:

𝑅eq =
𝑉ref 𝑃
𝑃 + 𝑄 (1.3)

𝑋eq =
𝑉ref 𝑄
𝑃 + 𝑄 (1.4)

where 𝑃 and 𝑄 are active and reactive power consumption respectively of load
bus 𝑛 and 𝑉ref is the nominal voltage. This assumption introduces a difference in
outcome when compared to a non-linear load flow. The impact of this assumption
is discussed extensively in Section 2.4.2 and is shown to be acceptable with voltage
drops less than 10%.

Note that (1.1) cannot be solved directly, because not all elements are known
in neither vector 𝐼𝒩 and 𝑉𝒩. To overcome this problem, we segment the problem
in two equations which can be solved separately:

𝐼𝒩 = [
𝐼
𝐼 ] , 𝑌 = [

𝑌 𝑌
𝑌 𝑌 ] , 𝑉𝒩 = [

𝑉
𝑉 ] . (1.5)
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We sort the rows of the matrices 𝐼𝒩, 𝑌, and 𝑉𝒩 in such a way that all swing buses
and ground buses are placed in 𝑉 and all unknown voltages of remaining buses are
placed in 𝑉 . In 𝑉 , the voltage of the swing buses is set to the nominal level and
ground buses are set to ground voltage level. Since the network is modeled as a
set of voltage sources and resistances, Kirchoff’s law dictates that Σ𝐼 = 0 on every
bus in 𝑉 . Therefore, 𝐼 is equal to 0 and the power flow equation now becomes:

[𝐼0] = [
𝑌 𝑌
𝑌 𝑌 ] [𝑉𝑉 ] . (1.6)

Since 𝑉 is known, 𝑉 can be solved using the second row of (1.6) as:

𝑌 𝑉 = −𝑌 𝑉 (1.7)

We now define a helper variable 𝑏, which will be of use later, and we solve for 𝑉 :

𝑏 = −𝑌 𝑉 , (1.8)
𝑌 𝑉 = 𝑏, (1.9)
𝑉 = 𝑌 𝑏. (1.10)

Then, we compute 𝐼 as:

𝐼 = 𝑌 𝑉 + 𝑌 𝑉 . (1.11)

Finally, after computing the nodal voltages, the cable currents can be directly cal-
culated by:

𝐼ℰ = 𝑍ℰ𝐶 𝑉𝒩 . (1.12)

1.2.1. Simulating reactive power without imaginary numbers
It is possible to solve the equation in terms of only real numbers in order to ease
the calculation or if the applied software does not support the combination of the
complex variables and sparse matrices like the R programming language [4].

Neglecting imaginary parts
In LV networks customers use or produce very little reactive power on average.
Additionally, due to the fact that the reactive power and reactance are generally
an order lower than the active power and resistance, we can neglect the impact
of reactive currents, reactive powers and cable reactance. Thus, the equivalent
reactance 𝑋eq is removed and the equivalent resistance 𝑅eq becomes:

𝑅eq =
𝑉ref
𝑃 . (1.13)

Furthermore, we know that 𝑌 = 𝐺 + 𝚤𝐵 and 𝑏 = 𝑏 + 𝚤𝑏 in (1.10). By
neglecting all imaginary parts from (1.10), we obtain the following linear equation:

|𝑉 | = 𝐺 𝑏 , (1.14)
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where |𝑉 | is voltage magnitudes, 𝐺 is the conductance of admittance matrix 𝑌
and 𝑏 = −𝐺 |𝑉 |. This makes the power flow computation roughly 50% faster
and is in some situations worth the modeling error introduced by this assumption.
However, in low voltage and medium voltage networks this assumption is generally
not valid.

Reformulating equations with complex numbers
Matrix equation (1.10) is given as:

𝑉 + 𝚤𝑉 = (𝐺 + 𝚤𝐵 ) (𝑏 + 𝚤𝑏 ). (1.15)

Equation (1.15) can be reformulated into into the following matrix equation:

[ 𝑉𝑉 ] = [ 𝐺 −𝐵
𝐵 𝐺 ] [ 𝑏𝑏 ] . (1.16)

After the computation, 𝑉 is calculated as 𝑉 = 𝑉 +𝚤𝑉 using the computed real 𝑉
and imaginary parts 𝑉 in (1.16). In this case, we double the size of the equations
but can avoid the complex numbering.

1.2.2. Modelling MV/LV transformers
To solve the entire network in a single simulation, the MV/LV transformers are
modeled as an RL network [5] as displayed in Figure 1.3. Transformers are added
to the impedance matrix 𝑍ℰ, as the link between the MV and LV network. In this

Figure 1.3: A schematic representation of the transformer model. The transformer is modeled as an RL
network [5]. j denote the transformer’s line impedance and and denote the transformer’s
line-to-ground impedance.

model, an ℰ × ℰ diagonal scale matrix 𝑇 is defined using the turns ratio 𝑡. For every
cable behind the secondary side of the transformer, the corresponding value in 𝑇 is
the turns ratio of that transformer. For every cable in the medium voltage network,
the corresponding value in the matrix 𝑇 is 1. The impedance of the link is then
scaled using 𝑍 = 𝑇 𝑍 where 𝑝, 𝑠 denote the primary and secondary side of the
transformer respectively. After the calculation, the turns ratio is used to re-scale
the voltage and current to the LV-regime using 𝑉 = 𝑇 𝑉 and 𝐼 = 𝑇𝐼 .
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1.3. Voltage and overload problems
This thesis deals mainly with two types of problems which can occur in the elec-
tricity network, namely voltage problems and overload problems. While both of the
problems are caused by high network load, their definitions are different. Overload
problems are defined as a cable current which exceeds the rated current of the
cable.

A voltage problem is defined as a voltage drop which exceeds the allowed volt-
age range. European law allows for a voltage which differs up to 10% from the
nominal customer voltage. For example, a nominal single phase voltage of 230V
(the European standard voltage in the low voltage network) allows for a customer
voltage between 207V and 253V. However, the voltage problems in this thesis are
defined according to the internal policy standard of Alliander DNO which has addi-
tional margin. A voltage problem within Alliander DNO policy is defined as a voltage
which differs no more than 9% of the nominal voltage.

Furthermore, Alliander DNO policy dictates that on each ’voltage level’ (i.e. MV
and LV) the voltage drop is not allowed to be more than 4.5%. The historical reason
for this decision is that the MV and LV network levels are designed separately. The
impact of this design approach is discussed in Chapter 3.4.

1.4. Outline of the thesis
In this thesis, power flow simulation methods are applied to large scale problems
in an attempt to solve various practical DNO problems. These problems include:
real time control of a community battery, improving simulation speed for network
design, Bayesian state estimation and strategic stochastic scenario evaluation.

Chapter 2
By installing a battery storage system in the power grid, Distribution Network Op-
erators (DNOs) can solve congestion problems caused by decentralized renewable
generation. Chapter 2 provides the necessary theory to use a community battery for
grid congestion reduction, backed up by experimental results. The algorithms are
applied and validated on a real-world community battery installation. The proposed
control framework can be used to safeguard network constraints and is compatible
with other battery control goals, such as energy trading or energy independence.
Network design formulas are described with which a DNO can quickly estimate
the potential (de)stabilizating impact of a community battery on the steady-state
voltages and currents in the grid.

This chapter is based on the following publication: W. van Westering and
J. Hellendoorn, Low voltage power grid congestion reduction using a commu-
nity battery: Design principles, control and experimental validation, International
Journal of Electrical Power & Energy Systems 114, 105349 (2019).

Chapter 3
In chapter 3 a fast linear power flow method is proposed that uses a constant
impedance load model to simulate both the entire Low Voltage (LV) and Medium

https://doi.org/10.1016/j.ijepes.2019.06.007
https://doi.org/10.1016/j.ijepes.2019.06.007
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Voltage (MV) networks in a single simulation. Accuracy and efficiency of this linear
approach are validated by comparing it with the Newton power flow algorithm and
a commercial network design tool Vision on various distribution networks including
real network data.

This chapter is based on the following publication: B. Sereeter, W. van Wes-
tering, C. Vuik and C. Witteveen, Linear Power Flow Method Improved With
Numerical Analysis Techniques Applied to a Very Large Network, Energies 12, 4078
(2019), where I contributed to by co-authoring the numerical analysis simulation
code, creating the comparison between integral MV/LV and LV simulations and per-
forming the case study.

Chapter 4
State Estimation is an essential technique to provide observability in power systems.
Chapter 4 proposes a method to complement a limited set of real-time measure-
ments with voltage predictions from forecast models. The method differs from the
classical weighted least-squares approach, and instead relies on Bayesian estima-
tion formulated as a linear least squares estimation problem. A recently developed
linear model for unbalanced 3-phase power flow is used to construct voltage pre-
dictions as a linear mapping of load predictions. The method is applied to an IEEE
benchmark and on a real network test bed at the Dutch utility Alliander and an
observability analysis suggests strategies for optimal sensor placement.

This chapter is based on the following publication: R. Dobbe, W. van West-
ering, S. Liu, D. Arnold, D. Callaway and C. Tomlin, Linear Single- and Three-
Phase Voltage Forecasting and Bayesian State Estimation with Limited Sensing,
IEEE Transactions on Power Systems (2020), where I contributed by applying the
theory, setting up the Buurtbatterij experiment and helping performing the case
study.

Chapter 5
The energy transition leads to an increased uncertainty in the development of future
electric load profiles. To more accurately take into account these uncertainties in
network planning and design, it is necessary to accurately model the possible impact
of these developments on a large scale for many different scenarios. Chapter 5
proposes a modeling and assessment methodology which incorporates these needs.
The resulting profiles are subsequently used in a fast linear network model, which
is suitable to evaluate very large low voltage networks.

This chapter is based on the following publication: R. Bernards, W. vanWest-
ering, J. Morrena, H. Slootweg, Analysis of Energy Transition Impact on the Low
Voltage Network using Stochastic Load and Generation Models, Energies (2020),
Volume 13, where I contributed by expanding the network impact theory, obtain-
ing the relevant data and performing the case study.

Chapter 6
Chapter 6 summarizes the improvements over existing methods found in literature.
Furthermore, after presenting a brief overview of future research opportunities, this
chapter considers multiple applications of the theory considered in this thesis.

https://doi.org/10.3390/en12214078
https://doi.org/10.3390/en12214078
https://doi.org/10.1109/TPWRS.2019.2955893
https://doi.org/10.3390/en13226097
https://doi.org/10.3390/en13226097
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1.5. Thesis context
This thesis was creating as a part-time project during my work within Alliander
DNO. It is therefore focused on solving many day-to-day problems using a scientific
approach. Because of the part-time nature of my PhD project, the estimated project
length was six years. The project was formally started in February 2015 and nears
its completion in March 2021, according to schedule.

References
[1] H. Le Nguyen, Newton-raphson method in complex form [power system load

flow analysis], IEEE Transactions on Power Systems 12, 1355 (1997).

[2] W. H. Kersting, Distribution system modeling and analysis (CRC press, 2001).

[3] J. Kirtley, 6.061 Introduction to Power Systems Class Notes Chapter 5 Intro-
duction To Load Flow (MIT Open Courseware, 2018).

[4] W. van Westering, B. Droste, and H. Hellendoorn, Combined medium volt-
age and low voltage simulation to accurately determine the location of voltage
problems in large grids, in 2019 CIRED (2019) p. 2.

[5] P. van Oirsouw, Netten voor distributie van elektriciteit, 2nd ed. (Phase to Phase
B.V., 2011) Chap. 8.

https://ocw.mit.edu/courses/electrical-engineering-and-computer-science/6-061-introduction-to-electric-power-systems-spring-2011/readings/MIT6_061S11_ch5.pdf
https://ocw.mit.edu/courses/electrical-engineering-and-computer-science/6-061-introduction-to-electric-power-systems-spring-2011/readings/MIT6_061S11_ch5.pdf
https://phasetophase.nl/boek/boek_2_8.html
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Low voltage power grid

congestion reduction using a
community battery: Design

principles, control and
experimental validation

By installing a battery storage system in the power grid, Distribution Net-
work Operators (DNOs) can solve congestion problems caused by decentral-
ized renewable generation. This chapter provides the necessary theory to
use such a community battery for grid congestion reduction, backed up by
experimental results. A simple network model was constructed by linearizing
the load flow equations using a constant impedance load model. Using this
model, an accurate estimate of voltage and overload problems is fed into a
receding horizon charge path optimizer. The charge path optimization prob-
lem is posed as a linear problem and subsequently solved by an LP solver.
The algorithms have been applied and validated on a real-world commu-
nity battery installation. It was found that the voltages and currents can be
controlled to a great degree, increasing the grid capacity significantly. The
proposed control framework can be used to safeguard network constraints
and is compatible with other battery control goals, such as energy trading or
energy independence. Network design formulas are described with which a
DNO can quickly estimate the potential (de)stabilizing effect of a community
battery on the steady-state voltages and currents in the grid.
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2.1. Introduction
The volatility of renewable energy sources pose a significant challenge for Distri-
bution Network Operators (DNOs), as it makes planning and maintaining a reliable
and affordable electricity distribution grid more complex. Especially the rise of res-
idential solar power is challenging, as these installations can cause local voltage
problems which can be cost intensive to solve.

A potential solution to this problem is congestion control using energy storage.
By locally storing the energy generated by the solar power installations, the voltage
and current in the low voltage network can be kept within the desired limits. The
most common version of this solution is a home battery system. However, it is
more efficient to use a community battery since a set of home batteries may ad-
versely influence each other if they do not operate on a common objective [1, 2].
A community battery also requires less space and can be serviced more efficiently.

However, beside regulatory challenges, DNOs do generally not have the knowl-
edge to design and employ a community battery, which results in both newly
planned and currently installed storage capacity not being used for congestion con-
trol. This chapter provides the necessary theory to solve this problem, backed up
by experimental results. With the principles developed in this chapter, a DNO can
quickly estimate the potential (de)stabilization caused by a community battery on
the steady-state voltages and currents in the grid. The control framework provided
can be used to safeguard network constraints and is compatible with other battery
control goals, such as energy trading or energy independence.

For experimentation purposes Alliander, the largest DNO of the Netherlands
serving over three million customers, placed a community battery in Rijsenhout, a
suburban village close to Amsterdam, the Netherlands. A schematic overview of
the network of Alliander DNO is displayed in Figure 2.1. The battery is connected
to the low voltage network and has a peak power of 55kW and a capacity of 126
kWh. The main goal of placing the battery was the broad goal of obtaining practical
knowledge how a community battery can benefit the DNO.

This chapter reports on various aspects of DNO community battery utilization. It
contains control strategies for using a community battery for LV network congestion
management. It is the first study to combine a battery control system with a load
flow model operating in real time. It also analyses the battery’s (de)stabilization
potential and provides design guidelines for new community batteries.

2.2. Related work and contributions
Using batteries in addition to a regular connection to the power grid is a relatively
new phenomenon in Western Europe, because grid connections are reliable and
relatively cheap. However, with the rise of decentralized renewable power gener-
ation, grid investment costs are expected to rise sharply [3–5]. This is a strong
motivation for the DNOs to explore innovative solutions, such as battery storage.

Many studies try to find interesting new business cases for batteries. Using

Parts of this chapter have been published in International Journal of Electrical Power & Energy Systems
114, 105349 (2019).
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Figure 2.1: A schematic overview of the voltage levels of the network of an electricity distribution
network. Alliander operates the Low Voltage (LV) and Medium Voltage (MV) networks. These networks
operate on 400V/230V and 10kV respectively. The High Voltage (HV) network is not operated by Alliander
DNO. The LV network is the main subject of this study.

electric vehicles for electricity storage purposes is not yet feasible [6]. Most work
regarding Battery Energy Storage Systems (BESS) focuses on residential applica-
tions [7–11]. However, Parra [1, 2] calculates that a community battery is 56%
cheaper than separate residential batteries for a 100-home community.

The field of battery charge path optimization has been studied in the literature
quite extensively. For example, the battery scheduling problem for microgrid oper-
ation is investigated by [12–14]. Some of the studies also assume a connection to
a larger grid [12] or mainly focus on the optimal size of a battery [15, 16].

Various receding horizon controllers for battery charge path optimization have
been developed [17, 18]. Recently, battery controllers using Model Predictive Con-
trol (MPC) have been proposed [7, 12]. These controllers can be deployed both
centralized or decentralized. However, these controllers generally do not guaran-
tee a stable grid operation as the currents and voltages in the grid are not taken
into account. This is also due to the fact that the non-linear load flow equations
cannot be directly applied in a quadratic MPC controller. Furthermore, these MPC
controllers have yet to be tested in a real world test bed. This chapter contributes
to the literature by proposing and validating a network model which can be directly
integrated into an MPC controller.

This is the first study that enhances the charge path optimization problem by
adding a load flow model operating in real time, making it more interesting for a real
world application. Most of the current algorithms work with predefined congestion
points, i.e. network nodes which are expected to be most vulnerable to capacity or
voltage problems. However, in practice the points are often hard to clearly define



2

14
2. Low voltage power grid congestion reduction using a community

battery: Design principles, control and experimental validation

Figure 2.2: Schematic view of the Community Battery controller

for large networks in which the loads are constantly changing. Therefore adding a
network model which is able to monitor all network nodes and lines simultaneously
is a valuable addition to the current literature.

Furthermore, not much literature is available on applying and validating pro-
posed algorithms on real world batteries. The community battery subject of this
study is only the second ever in the Netherlands. The first one was placed by the
Dutch DNO Enexis and has been used for validating a charge path optimization
algorithm, reducing network losses and reducing transformer peak load [19–21].
However, since the battery was located next to the MV/LV transformer, the ability
to influence the LV network was very limited in contrary to the community battery
in this study.

Most DNOs have design rules regarding LV network design, but do not have
policies available regarding electricity storage as it is a relatively new phenomenon
in MV/LV grids. This chapter contributes by both providing a battery controller
and describing community battery network design guidelines, specifically aimed at
DNOs.

2.3. Methodology
Figure 2.2 contains a schematic of the battery controller. The remainder of this
chapter is structured as follows: To calculate the characteristics of the LV network, a
linear low voltage network model is constructed in Section 2.3.1 and 2.3.2. After the
linearization is motivated in Section 2.3.3, the battery control problem is formulated
in Section 2.3.4. The models are applied to the community battery of Rijsenhout
and the results and accuracy of these models is investigated in Section 2.4. The
results of the experiments are used to formulate battery design principles in Section
2.5 and are again applied in Section 2.6.

2.3.1. Low voltage network model
For monitoring overheating due to large currents and meeting voltage regulations,
it is generally sufficient to model on a time scale of several minutes. The standard
way to model such an electricity grid on this time scale is the load flow model
[22, 23]. A load flow problem is generally nonlinear, due to its power constraints.
This makes solving the necessary equations computationally expensive.

The standard approach for modeling DNO power grids is formulating a load flow
problem and solving it using a Newton-Raphson methodology [22, 23]. Usually



2.3. Methodology

2

15

Figure 2.3: A small example MV/LV voltage network. The network has two customers modeled as
resistors and a single connection to the medium voltage grid. The mathematical model described in this
chapter starts at the secondary side of the MV/LV transformer, i.e. the MV network is out of scope.

the load is modeled as a combination of a constant power, constant impedance
and constant current [23]. This chapter however proposes a simple linear load
flow approach by only using a constant impedance load model and investigates its
feasibility in a real world situation.

To create the constant impedance model as in Figure 2.3, it is necessary to
convert the power use of a customer into an equivalent resistance. This can be
done by the following formula:

𝑍eq = 𝑈 ,ref/𝑃user ∀𝑛 ∈ 𝒩 (2.1)

Here 𝑍eq is the equivalent resistance of the customer, 𝑃user the real power con-
sumption of the customer, 𝑛 is a bus which represents a customer connection and
𝑈 ,ref is the voltage at the customer location. Since the voltage at the customer is
usually not known, the reference voltage is be assumed to be the nominal voltage.

From Figure 2.3 it can be observed that all nodes on the end of the network are
now defined as swing buses, i.e., fixed voltage points. As the power constraints are
replaced by resistances, the network now only consists of voltage sources, ground
connections and resistors, resulting in a fully linear model.

The network is modeled as a graph. A standard way to define such a graph is
by defining graph 𝐺 as 𝐺 = (𝒩, ℰ), where 𝒩 are the nodes and ℰ are the network
edges. In case of an electricity network 𝒩 represent the network buses and ℰ are
the network cables. The goal of the model is to determine the cable currents 𝐼ℰ
and the nodal voltages 𝑈𝒩.
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The network voltages and currents can be obtained by using Ohm’s law:

𝐼𝒩 = �̄�𝑈𝒩 (2.2)

Here 𝐼𝒩 is the current entering a network bus and �̄� is the so-called admittance
matrix. The admittance matrix can be directly obtained from the network lay-out
using the following formula [24]:

�̄� = 𝐴𝑍ℰ 𝐴 (2.3)

Here 𝐴 is a directional connection matrix. Every row corresponds to a network bus.
Every column of 𝐴 corresponds to a network cable. Each cable should have exactly
one starting point denoted by a ‘1’ and one end point denoted by ‘−1’. It does not
matter which bus of 𝐴 contains the minus sign, as the resulting admittance matrix
�̄� will stay the same. 𝑍ℰ is a square matrix and has the corresponding impedance
of each cable and the equivalent resistance of the customers (𝑍eq) on its diagonal.
Since the matrix is diagonal, its inverse can be easily calculated by taking the inverse
of every diagonal element.

However, (2.2) cannot be solved directly, because not all elements are known
in neither vector 𝐼ℰ and 𝑈𝒩. To overcome this problem, it is practical to segment
the problem in two equations which can be solved separately. This can be done by
sorting the rows of the matrices 𝐼𝒩, �̄� and 𝑈𝒩 in such a way that all swing buses
are ∈ 𝑈 . The segments are then defined as:

𝐼𝒩 = [
𝐼
𝐼 ] , �̄� = [

𝐾 𝐿
𝐿 𝑀] , 𝑈𝒩 = [

𝑈
𝑈 ] (2.4)

Since the network is modeled as a set of voltage sources and resistances, Kir-
choff’s law dictates that Σ𝐼 = 0 on every bus in 𝑈 . Therefore 𝐼 is equal to 0̄. All
the voltages on the end nodes, represented by 𝑈 are known. The voltages in 𝑈
are zero, except for the transformer voltage. The load flow equations now become:

[𝐼0̄ ] = [
𝐾 𝐿
𝐿 𝑀] [

𝑈
𝑈 ] (2.5)

A natural way to solve for 𝑈 is:

𝑈 = −𝑀 (𝐿 𝑈 ) (2.6)

However, matrix 𝑀 is usually too large and too costly to invert. Fortunately, it is
not necessary to compute 𝑀 . Instead, it is more practical to solve:

𝐿 𝑈 = −𝑀𝑈 (2.7)

Since this equation is in the form 𝐴𝑥 = 𝐵 it can be solved in many practical ways
e.g. a sparse QR decomposition. Finally after computing the voltages, the cable
currents can be directly calculated by:

𝐼ℰ = 𝑍ℰ𝐴 𝑈𝒩 (2.8)
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2.3.2. Simulating reactive power without imaginary numbers
Not all simulation environments can solve complex numbers. For example, the pro-
gramming language R and the Matlab PLC compiler have out-of-the-box support for
solving matrices which are both sparse and complex. In these cases, it is beneficial
to simulate the imaginary parts of the load flow simulation in terms of only real
numbers.

To add reactive power to the load flow simulation, the cable reactances are
added to 𝑍ℰ, such that elements of 𝑍ℰ, 𝑌, 𝑈 and 𝐼 ∈ ℂ. To include these efficiently
in (2.2), it can be expanded [25, 26] to:

[𝐼ℝ𝐼ℂ] = [
𝑌ℝ −𝑌ℂ
𝑌ℂ 𝑌ℝ ] [

𝑈ℝ
𝑈ℂ] (2.9)

where the subscriptsℝ, ℂ are used to indicate respectively the real and imaginary
part of the matrix. Thus, 𝑌ℝ = Re(𝑌) = 𝐴Re(𝑍 )𝐴 , and correspondingly 𝑌ℂ =
Im(𝑌). Using the same method as before this can be simplified to:

[𝑀ℝ −𝑀ℂ
𝑀ℂ 𝑀ℝ ] [

𝑈ℝ,
𝑈ℂ, ] = − [

𝐿ℝ −𝐿ℂ
𝐿ℂ 𝐿ℝ ] [

𝑈ℝ,
𝑈ℂ, ] (2.10)

which is the complex variant of the equation 𝑀𝑈 = 𝐿𝑈 . By solving this equa-
tion, the voltages can be determined. Equation (2.9) can be used to find the cur-
rents through the cable-segments. Then 𝑈𝒩 and 𝐼𝒩 can be found by:

𝑈𝒩 = √𝑈ℝ + 𝑈ℂ

𝐼𝒩 = √𝐼ℝ + 𝐼ℂ
(2.11)

2.3.3. Motivation for linear modeling
The LV networks are generally well conditioned for linear simulations. Compared to
the MV network, they consist of relatively short cables with a low X/R ratio. As can
be derived from 2.1, the difference between the non linear constant power model
and the constant impedance model is caused by the voltage drop i.e. the difference
of the estimated voltage 𝑈 ,ref and the actual voltage 𝑈 . (As described in Section
1.3.)

According to Alliander DNO policies derived from European law, the voltage drop
in the LV network is not allowed to be more than 4.5%. In a network with a voltage
drop of 4.5% the absolute difference between a constant impedance model and a
constant power model is less then 1V. However, the linearization quickly loses its
accuracy as the voltage drop gets higher and is only to be applied on networks with
a ‘relative small’ voltage drop.

On a side note, it can be argued that modeling the customers as a constant
impedance load model is not necessarily less accurate as a constant power load
model. In reality, customers will have a mix of devices which require a constant
power load, such as home computers and TVs, and devices which are in reality a
constant impedance load, such as boilers and heaters.
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The main reasons for linearizing the load flow model are the improvement in
speed and stability regarding a non linear model. Since the load flow equations
can be solved without iterative methods, they can be solved for large networks in
a very short time span [25]. This makes it viable for control purposes, as it can be
used to evaluate many different control strategies. Computational power is often
an expensive resource in a control environment. For example, the local controller
of the community battery has a clock speed of 500MHz and 64MB RAM, which is
very slow compared to a modern PC.

Regarding model stability, a linear network model it is not prone to finding un-
feasible solutions or numerical difficulties, which can occur in normal load flows
[23]. Given that stability of a controller is essential, this property makes the linear
method more suitable for control.

While in most cases the LV network is radial, this is not necessarily always the
case. There are low voltage networks which are operated in a non-radial manner
and sometimes span over a thousand kilometer of cable and supply tens of thou-
sands of households. It happens that the load flow equations as formulated in
this chapter are directly applicable to these large LV grids, while maintaining good
performance [5].

A final advantage of a linear network model is its linear additive property, which
means that each network load configuration can be simulated independently. In
practice this means that all loads can be simulated separately and the resulting
voltage drop and cable currents can be obtained by simply taking the sum of all
solutions. This property will be exploited in next section to efficiently determine the
maximum power the battery supply to or draw from the network.

A small downside of the constant impedance model is that it is prone to com-
putational errors when a customer’s power consumption is very close to zero. As
can be seen in (2.1), if the power consumption is zero, the equivalent resistance is
infinite. In practice, this problem can be easily solved by ensuring that the power
consumption of each customer is always a few watts, which has a negligible influ-
ence on the outcome of the simulation.

2.3.4. Formulating the battery control problem
Given the model of the LV network and the framework of Figure 2.2, the next
step is to formulate a battery controller which safeguards the voltage and current
constraints of the network while being compatible with other control goals, such as
day-trading. Furthermore the algorithm has to be stable and operable in real-time.

The controlled variable is the battery power at each time step 𝑃 . The final goal
of the controller is to keep the battery at a certain given charge level 𝐸 ,ref. This
desired charge level is given by another entity, like a day-trader who is using the
battery for energy trading. The optimization function is now posed as a discrete
receding horizon problem. The objective function becomes:

minimize ∑|𝐸 − 𝐸 ,ref| (2.12)
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The power the battery can inject in or draw from the network is limited by its rated
power 𝑃bat, but also by the network voltages at each customer bus (𝑈 ∀𝑐 ∈ 𝒩)
and cable currents 𝐼 at each cable (𝑒). These constraints have to be satisfied at
every time step 𝑡 in prediction horizon 𝑇. 𝐸 is the energy in the battery at time
step 𝑡. The first step is to apply the load flow model to this optimization problem.

Because the constructed load flow model is linear, network states can be evalu-
ated independently using the principle of superposition. This is useful, as the impact
of the network load on the voltages and currents can be calculated separately from
the impact of the battery power. The maximum and minimum battery power can
therefore be obtained by dividing the available voltage drop by the voltage drop
caused by the battery at 1 W. Since the network is only as strong as its weakest
connection; the weakest cable or bus determines the boundaries of the battery.
These boundaries can be calculated with the following formulas:

𝑃 ,max, =min
𝑈max − 𝑈 ,
Δ𝑈 W,

∀𝑛 ∈ 𝒩, 𝑡

𝑃 ,min, =max
𝑈min − 𝑈 ,
Δ𝑈 W,

∀𝑛 ∈ 𝒩, 𝑡
(2.13)

Here 𝑃 ,max, and 𝑃 ,min, are the maximum and minimum power the battery is
allowed to inject into the network at time 𝑡 without violating any voltage limits, 𝑈max
and 𝑈min are the maximum and minimum allowed voltage at each customer by law.
𝑈 , is the voltage at each customer which can be calculated by solving (2.2).

Δ𝑈 W, is the voltage drop by applying 1 W of battery power to the grid in V/W.
This variable is time-invariant and only depends on the network properties. The
number can be obtained by solving by setting the battery power to 1 W, setting
the customer power to a low but nonzero value and solving (2.2). The customer
load cannot be set to zero as it would result in an infinite equivalent resistance,
which can cause numerical issues with most numerical matrix solvers. Δ𝑈 W, is
network-dependent and does not vary over time.

For monitoring currents similar formulas exists:

𝑃 ,max, =min
𝐼max, − 𝐼 , ,

𝐼 W,
∀𝑒 ∈ ℰ

𝑃 ,min, =max
𝐼min, − 𝐼 , ,

𝐼 W,
∀𝑒 ∈ ℰ

(2.14)

Here 𝑃 ,max, and 𝑃 ,min, are the maximum and minimum power the battery is
allowed to inject into the network at time 𝑡 without violating any current limits.
𝐼max, and 𝐼min, are the maximum and minimum allowed currents at cable 𝑒. 𝐼 , ,
is the current at each cable which can be calculated by solving (2.2) and applying
(2.8). 𝐼 W, is the current change per 1 W of battery power applied to the grid
in A/W. Just like the Δ𝑈 W, this variable is time-invariant and only depends on the
network properties.

The battery has also a maximum rated power. The full network-related con-
straints are now defined as:
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𝑃max, =min(𝑃max, , , 𝑃 ,max, , 𝑃bat,max, )
𝑃min, =max(𝑃min, , , 𝑃min, , , 𝑃bat,min, )

(2.15)

The optimization problem with added constraints becomes:

minimize ∑|𝐸 − 𝐸 ,ref|

subject to 𝑃min, ≤ 𝑃 ≤ 𝑃max, ∀𝑡 ∈ 𝑇
0 ≤ 𝐸 ≤ 𝐸max,

(2.16)

Here 𝑃 is the real power the battery supplies to the electricity network at
timestep 𝑡. 𝐸 is the energy stored in the battery, which cannot exceed 𝐸max. The
first constraint corresponds to the network-related power limit. The second con-
straint ensures that the battery will not discharge when it is empty and not charge
when it is full. If all the currents and voltages are within their boundaries, the bat-
tery does not need to act. However, if an undesired value is found, the battery will
try to mitigate the problem.

However, the formulated problem can not directly be put in a linear solver in
its current form. To solve the problem using a linear solver, it is necessary to
incorporate the absolute term of the objective function into the constraint function.
This is achieved by adding an extra dummy variable �̄�.

Also, the required voltage and current boundaries may be unattainable, because
of the practical limitations of the battery. In such a situation, the linear solver will not
find a feasible solution and the battery will be inactive. A more desirable behaviour
is in a practical case to meet the required voltage and current constraints as much
as possible.

To this end, a barrier function has been implemented. The barrier function gives
a large penalty for violating the voltage and current boundaries, barely influencing
the regular optimization. In case of unattainable requirements, the solver will still
find a solution which violates the constraints as little as possible. The variable
corresponding to the barrier function is 𝑃over. This function is given a large weight
𝑐, where 𝑐 >> �̄�.

The definitive optimization problem now becomes:

minimize
, ̄ , over

�̄� + 𝑐 ⋅ 𝑃over

subject to �̄� + 𝐸 ≥ 𝐸ref ∀𝑡 ∈ 𝑇
�̄� − 𝐸 ≤ 𝐸ref
0 ≤ 𝐸 ≤ 𝐸max,
𝐸 − 𝐸 − 𝑃over, ≤ 𝑃max,
𝐸 − 𝐸 + 𝑃over, ≥ 𝑃min,
𝐸 = 𝐸start

(2.17)



2.4. Experimental setup part I: The community battery of Rijsenhout

2

21

Figure 2.4: GIS view of Liander’s low voltage network of Rijsenhout. [27] The outlined modeled network
is the feeder that is considered for the LV model. The unmodeled cables are not physically connected
to the modeled network, except for a connection in de MV/LV transformer.

This problem can be directly solved by a linear optimization solver. Since the
problem is linear, the solution will be optimal if it is found. If the constraints do not
conflict with each other, the solution always exists.

Since the battery controller is designed with a horizon of several days, the energy
lost by the self-discharging of the battery is neglected. Furthermore, the load cycle
efficiency of the battery is also neglected, as it is known to be over 90% in normal
operating ranges. To mitigate the inaccuracies caused by these assumptions, 𝐸start
has to updated at every optimization step using the measurement of the state of
charge of the battery provided by the battery management system.

2.4. Experimental setup part I: The community bat-
tery of Rijsenhout

Alliander, the largest DNO of the Netherlands serving over three million customers,
placed a community battery in Rijsenhout, a suburban village close to Amsterdam,
the Netherlands. The battery is connected to the low voltage power grid as can be
seen in Figure 2.4. The community battery has a usable energy rating of 126 kWh
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and a 55 kW peak power rating. The battery itself is capable of a higher power
output, but 55 kW was the expected limit of the power that could be connected to
the network without causing voltage problems.

Using the conventional load flow software and modeling assumptions of Allian-
der DNO, an analysis of the network of Rijsenhout showed that the network was
expected to have no voltage or capacity problems. However, during the experi-
ments it became clear that the conventional modeling assumptions were incorrect
and the network was subject to voltages which were too high according to regula-
tions. Sensor data proved that the voltage problems were caused by fluctuations
of the voltage on the medium voltage grid, which exceeded the modeling assump-
tions. However, this situation provided an excellent opportunity to prove that the
battery could also mitigate the voltage problems. In the Netherlands, inverters are
required to automatically switch off in the event the voltage is above 250 Volts
to mitigate over-voltages. This threshold was exceeded on a regular basis in the
Rijsenhout network.

During the experiment, only active power was considered because very little
reactive power could be expected to be present in this LV network. The customers
in this network are regular households, which are known to consume little reactive
power. Also, the X/R ratio of the cables is very low (around 0.1), making the phase
angle nearly constant in the entire network. There is also a practical reason for
neglecting reactive power as the installed sensors only logged real power.

To make the experiment broader than just the DNO perspective, an additional
control objective was formulated. Most of the customers have their own PV instal-
lation, and by aggregating their consumption and defining it as 𝐸ref, the customers
can ‘live on their own solar energy’ as much as possible. This is also of interest to
the DNO as it mitigates peak loads from other network areas.

2.4.1. Optimization results
At the distribution transformer and the community battery both power and voltage
are measured. The modeled part of the network consists of 34 customers. At 12
households, the power was measured. For privacy reasons, their exact location
could not be displayed, but they are almost uniformly distributed along the cable.
The data which is displayed in this section is averaged on the time scale of one
minute.

Figure 2.5 shows the result of the attempt to make the LV network self-sufficient
by applying the optimization algorithm from (2.17). The community battery did
most work in August, nearly doubling the self-consumption of the generated solar
energy within the LV grid. Still 77 kWh per household could not be stored in the
battery because of capacity limits in this months. August and September are the
two last months of the summer in the Netherlands. In October and November, there
was much more power consumption on average and less solar power generation.
It can be observed from Figure 2.5 that in October and November almost no power
was delivered to the grid for this reason. Battery losses (and other transportation
losses in general) are not part of Figure 2.5, because they have to be compensated
by the DNO.
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Figure 2.5: Source of the electricity of a single average customer in the community battery LV grid from
August 2017 to November 2017.

Figure 2.6: Measured voltages at the community battery in the network from August 2017 to November
2017. The LV voltage never exceeds the bounds of 245 Volt and 215 Volt as required. The grey area
depicts the density of the measurement points in the specific month. The white dot depicts the month’s
mean voltage. The black bar denotes the interquartile range, i.e. the values between the first and
second standard deviation.
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Figure 2.6 shows the maximum measured voltage at the community battery.
The battery controller keeps all voltage within the set bounds of 245 Volt and 215
Volt. In September and November, the community battery did not need to act to
keep the voltages within the required bounds. Since the battery is located at the
very end of the LV network, it is reasonable to assume that this is close to the
extreme voltage in the network. During the months the community battery and its
controller were active, the voltage was lowered from previously observed voltage
peaks of 250 Volt to voltage peaks of 245 Volt, mitigating the voltage problems.

For solving (2.17), the optimizer depends on a prediction of the power consump-
tion and solar power generation. This prediction is obtained by training a regression
model using historical data and was provided by an external party. The model has
a Mean Absolute Percentage Error (MAPE) of 5% for predicting household load and
10% for PV power 24 hours ahead. During the experiment it was discovered that
the accuracy of the energy consumption predictions is relatively unimportant. The
controller anticipates on high demand or load by reserving capacity of the battery.
Using this available energy and the available real-time measurements, the con-
troller then reacts to the voltage/current problems once they actually arise. It turns
out that the most important prediction feature is the required amount of energy to
mitigate voltage/current problems, not the exact peak loads.

2.4.2. Checking the linearity assumption
This section investigates how well the linear constant impedance load flow model
applies to low voltage networks. The LV model constructed in the previous sections
relies on a main assumption: The load model is assumed to behave as a constant
impedance.

The theoretical difference between the two models can be observed in Figure
2.7. Figure 2.7 is only the result of simulating a single cable, but the results are
generalize-able, since the difference between load models only depends on the
voltage drop according to (2.1).

It can be observed that the results are very close for low voltage drops, but
quickly diverge if the voltage drops become larger. For a voltage drop in the network
of 4.5% (using constant power), the difference of the two load models is 0.44%,
which is 1.0V at a reference voltage of 230V. At 10%, the difference is 2.4%, which
is 5.5V at a reference voltage of 230V.

If this difference is acceptable depends on the application. In most cases, the
differences are still well within the uncertainty caused of other imprecise properties,
such as unknown loads and imperfect cable data. In the case of studying an LV
network, the voltage drop is never to be expected to be larger than 4.5 % and in
most cases an error of 1V is acceptable.

With a voltage drop over 4.5%, however, one needs to be careful. For network
design purposes, usually a maximum voltage drop of 10% is used. The difference
between load models causes a 2.5% error in this range, which can be significant.
However, the error is very predictable and can be corrected for by either adjusting
the maximum allowed voltages or by iterating the model with the newly simulated
voltages at the customer.
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Figure 2.7: The difference between voltage drop of a constant impedance load and a constant power
load. The voltage drops were obtained by simulating a single power line (Z = 0.1 Ohm) with a single
load.

A final note is that neither model is perfectly accurate. Most household loads
are a mixture of the two load models. Hence this section also validates the linear
model using empirical results.

To determine if the constant-impedance model is indeed accurate on the voltage
range of the LV network, a short experiment was performed. As can be observed
in Figure 2.8, the battery was given a significant ‘saw tooth’ shaped load profile
as a reference. The charging experiment was performed in a few hours around
noon, which is the time with the least power consumption during the day because
of the presence of solar panels. The customer power consumption is significantly
less than the battery power.

As can be seen in Figure 2.8, the battery ramped up and down from 50kW,
its maximum rated power. It can also be concluded that the battery can control
the voltage at the end of the LV network either 12 Volt up or down, covers the
entire range of the allowed 4.5% voltage drop on LV networks. To determine the
exact relation between battery power and voltage drop, the plot in Figure 2.9 was
constructed. From this figure, it can be concluded that the relation between battery
power and voltage drop can indeed be approached by a linear function within the
operating range of the battery.

The deviations around zero battery power, which can be observed in Figure 2.8,
are caused by the imperfect inverter. The battery inverter cannot behave linearly at
very low battery power levels. It can also be observed in Figure 2.9 that the linear
fit has a slight additive bias. This is caused by the small residual load which also
can be observed in Figure 2.8.
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Figure 2.8: To determine the characteristics of the voltage drop the battery was given a ’saw tooth’
shaped charging profile. It can be observed that there is an approximate linear relation between the
battery power and the voltage drop between the transformer and the battery.

Figure 2.9: The relation between the Battery Power and the measured voltage drop from the MV/LV
transformer to the Battery. The time span of this figure is the same as in Figure 2.8. It can be observed
that the relation between battery power and voltage drop can be approximated by a linear function.
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2.5. Community battery design specifications
The following section contains design principles to quickly determine the key prop-
erties of a community battery for network congestion reduction purposes, in new
or existing grids. Using the observation of the previous sections, generalized rules
have been established. These rules have been designed to be used by network
planners and have been kept as simple as possible. It has been assumed that
a standard load flow simulation is unavailable to maximize the simplicity of the
network analysis. A drawing of the low voltage network is sufficient to apply the
proposed rules, once the problem and its size are known.

There are two main motivations considered to place a community battery for
network congestion reduction: to control the community voltage and to control the
community currents. While it is theoretically possible to also control the network
power factor to some extent, this is currently not a priority for distribution network
operators, because of its rare occurrence.

A simple but realistic situation is assumed. The network has a relatively simple
radial structure and its cable locations and properties are known. It is also assumed
that the location and size of the voltage problems are roughly known. These either
have been determined using smart meter data or direct (temporary) measurements.

As will be motivated in the following paragraphs, the most important properties
of a community battery are:

• The location of the connection of the battery to the low voltage power grid

• The battery power rating

• The battery energy capacity

The first step in designing a community battery is determining its location. The
size of a large battery and its control installation is significant, which strongly limits
the number of available placement locations. For example, in the case of the com-
munity battery of Rijsenhout the battery size is half a standard shipping container
and only a single placement location was available.

Given is the network model of Figure 2.10 and the linear relation between battery
power and voltage drop as seen in Figure 2.9. If one assumes that the customer
load is not significantly influenced by the voltage drop, simple approximate formulas
can be constructed for battery placement.

In the previous section it was shown that there is a linear relation between bat-
tery power and voltage level, which motivates the next formula. Once the location
is determined, one can determine the minimal required power rating of the battery
with the following formula:

𝑃min, = 𝛼
Δ𝑈
𝑙 (2.18)

Here 𝑃min, is the minimal battery power required to solve the voltage problem (𝑊),
Δ𝑈 is the size of the largest voltage problem (𝑉) i.e. the node which has the largest
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Figure 2.10: A battery placement example. If a battery is placed at between customer 2 and 3, it can
control the currents and voltage drops in cable 1,2 and 3.

gap between the allowed voltage (𝑈max) and its maximum measured voltage. 𝑙 is
the length of the part of the cable which is shared by both the customer with the
largest voltage problem and the community battery (𝑚). For example, if in Figure
2.10 Δ𝑈 is located at customer 2, then 𝑙 = 𝑙Cable 1 + 𝑙Cable 2. 𝛼 is a cable dependent
factor ( m

W⋅V ) which represents the average cable resistance per meter. It can be
obtained by the formula: 𝛼 = 𝑈ref/𝜌. Here 𝑈ref is the reference voltage (V) and
𝜌 is the cable specific resistance (Ω/𝑚). 𝛼 is used instead of adding 𝑈ref and 𝜌 to
(2.18), making it easier to construct a look-up table for engineers. As a general
guideline, a community battery should be connected with the longest possible path
to the MV/LV transformer. Or to put in another way, the community battery should
share as much meters of cable with the customers as possible.

To determine the minimum power required to mitigate current problems and
given the network model’s assumptions, the following formula is proposed, assum-
ing that the power will mainly flow between the MV/LV transformer and the battery:

𝑃min, = 𝑈ref ⋅ Δ𝐼 (2.19)

Here Δ𝐼 is the size of the largest current problem, i.e. the difference between the
actual current and the maximum cable capacity. It is essential that this current prob-
lem is situated on the cable between the battery and the distribution transformer
or else the battery power will have negligible effect on this particular current. For
example, if in Figure 2.10 Δ𝐼 is located at customer 3, then the community battery
cannot solve this problem.

The minimal required battery power now becomes:

𝑃min =max𝑃min, , 𝑃min, (2.20)

It can be concluded from (2.18) and its underlying equations, that the location of
the battery is its most critical aspect. (2.20) shows that the location has great impact
on the required amount of battery power regarding voltage problems. Because of
the linear property of (2.18), a battery placed twice as far away from the MV/LV
connection generally needs only half the power rating. Current problems cannot be
influenced at all if the battery is not in the correct position, as (2.19) requires the
overcurrent to be between the transformer and the battery itself.

Once the minimal required battery power has been determined, one can deter-
mine the required battery storage capacity. The storage capacity should meet two
criteria; it should be sufficiently large to provide the requested power and solve
the voltage or current problem. These criteria are displayed in (2.21) and (2.22)
respectively.
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𝐸min = |𝑃min| ⋅ 𝐶 (2.21)

In this formula 𝐸min is the minimal required storage capacity (kWh). 𝐶 is the
so-called C-value [28], a factor which expresses the relation between battery power
and capacity (kWh/kW). This factor is mostly technology dependent and can be as
high as 3 for lithium-ion batteries [29]. The second criterion is:

𝐸min =
1
𝑡 ∑𝑃min, (2.22)

Here 𝑡 is the sampling period, 𝑛 the number of samples and 𝑃min, the required
battery power at time step 𝑖. The formula should be applied for the duration of
the voltage/current largest problem. Since community batteries are generally not
meant for seasonal storage, it is sufficient to sample several days.

Using the newly determined properties of the community battery, a cost-benefit
analysis can be easily obtained because location, power rating and capacity are
also the most important factors for battery costs. The exact break down of the
operational and capital costs of the battery and its comparison to conventional
network strengthening methods are beyond the scope of this chapter.

2.6. Experimental setup part II: Dimensioning the
community battery of Rijsenhout

In this section, the previously proposed formulas are applied on the community
battery of Rijsenhout as an example. While studying the network of Rijsenhout,
it was discovered that the largest voltage problem is 5 Volt. The location of this
problem is at the customer closest to the community battery. Applying (2.18) results
in a required battery power of 15 kW. This is much less than the battery’s rated
power of 55 kW. No current problems were measured in the network of Rijsenhout,
so (2.19) does not need to be applied.

At its worst, the voltage problem was present for several hours. Determining
the required capacity by applying (2.22) yielded a required capacity of 35 kWh.
However, given a C-value of 3 and using (2.21), the minimal required capacity
turns out to be at least 45 kWh. This is also much less than the rated capacity
of 125 kWh. It turns out the community battery of Rijsenhout could have been
approximately 50% smaller.

It is interesting to note that the optimal location for stabilizing the battery is the
inverse of the optimal location for day trading. (2.18) shows that a battery has a
larger influence on the voltage if it is further away from the transformer. While this
is a desirable trait if the battery is used for network stabilization, a battery used
primarily for day trading should be placed as close to the transformer as possible to
minimize the impact on the grid. However, regarding voltage problems the negative
impact of day trading can be partly mitigated by using the reactive power control
capabilities of a battery inverter. These capabilities were not available in this field
test and are therefore beyond the scope of this chapter.
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Furthermore, (2.18) can also be used to determine the potential de-stabilization
of the grid by a large battery. For example: Given the fact that the community
battery of Rijsenhout can control the voltage 12 Volt and that the maximal mea-
sured voltage in the LV network is already 250 Volt, the community battery can
easily cause voltages of over the legal limit of 253 Volt. To be able to estimate the
occurrence of these kinds of problems is of great use for DNOs and it shows that it
is risky to not monitor installed batteries with power limits in the order of 10kW.

2.7. Conclusion
This chapter provides a solid foundation for integrating residential and community-
level storage in the existing LV network. A fast linear LV model was developed and
applied to the LV feeder of the community-battery in Rijsenhout. The model was
proven to be sufficiently accurate for network stabilization purposes.

The battery control theory was formulated as a linear optimization problem. A
receding horizon controller was developed to be used in a continuous way. The
controller is suited very well to be integrated with other battery control goals, while
still securing the voltages and currents within the network. It has been shown that
a community battery is able to stabilize and control the loads in a real world low
voltage network to a large extend.

A step-by-step method was proposed for quickly modeling the impact of new
and existing batteries on the LV grid. Both the stabilizing and destabilizing po-
tential regarding steady-state voltages and currents of the battery can be quickly
estimated. By unlocking the potential of battery storage on a DNO level, a fast and
secure energy transition is one step closer.

Future research
Being able to control such a large battery to freely test control algorithms provides
many opportunities for future research. Next steps will include the application of
state estimation algorithms to optimize the estimates of the voltages and currents
and also properly account for uncertainties in network measurements and proper-
ties.

Furthermore, the exact low voltage network load in generally not known. It is
the author’s ambition to create an accurate load model by applying system identi-
fication methods, using the community battery as a means to ‘excite’ the network
to find the voltage and current dependability of the power loads. This could result
in a general method for DNOs to identify the load types of their networks.

As additional validation, the theoretical network design formulas proposed in
this chapter will be tested on more test beds. A test bed of 50 residential batteries
is currently in development. Researchers are welcome to contact the corresponding
author of this chapter to see if their own algorithms can be tested at our facility.
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3
Linear power flow method
improved with numerical

analysis techniques applied
to a very large network

In this chapter, we propose a fast linear power flow method using a con-
stant impedance load model to simulate both the entire Low Voltage (LV) and
Medium Voltage (MV) networks in a complete network simulation. Accuracy
and efficiency of this linear approach are validated by comparing it with the
Newton power flow algorithm and a commercial network design tool Vision
on various distribution networks including real network data. Results show
that our method can be as accurate as classical Nonlinear Power Flow (NPF)
methods using a constant power load model and additionally, it is much
faster than NPF computations. In our research, it is shown that voltage prob-
lems can be identified more accurately when MV and LV are integrally evalu-
ated. Moreover, Numerical Analysis (NA) techniques are applied to the Large
Linear Power Flow (LLPF) problem with 27 million nonzeros in order to im-
prove the computation time by studying the properties of the linear system.
Finally, the original computation times of LLPF problems with real and com-
plex components are reduced by 2.8 times and 5.7 times, respectively.

Parts of this chapter have been published in Energies 12, 4078 (2019). Co-author: Baljinnyam Sereeter
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3.1. Introduction
Due to the volatility of renewable energy sources (RES), Distribution Network Op-
erators (DNOs) have a great need for faster power flow calculations for simulating
different scenarios for network design. DNOs traditionally treat LV and MV networks
as two separate entities where both voltage levels have their own set of assump-
tions and design policies. However, simulating both the LV and MV networks in a
single power flow computation has many advantages. It can result in more effec-
tive grid management and opens possibility for integral network design [1]. A fast
model, as described in this chapter, also allows large scale live network load mod-
eling, a feature required for many ’smart’ solutions such as real time congestion
management. Furthermore, it is shown in this chapter that voltage problems can
be determined more accurately. On the other hand, this will increase the size and
complexity of the power flow problem.

The power flow, or load flow problem, is computed by grid operators to deter-
mine whether the power system can function properly for the given generation and
consumption. Traditionally, the power flow problem is formulated as a nonlinear
system of equations. Therefore, iterative type of methods such as the Gauss-Seidel
(G-S), Newton power flow (N-R) and Fast Decoupled Load Flow (FDLF) [2–4] are
widely used to solve the so-called Nonlinear Power Flow (NPF) problem for trans-
mission networks. However, these conventional power flow methods do not always
converge [5] when they are applied to the distribution power flow problem due to
some special features of the distribution network, such as radial or weakly meshed
structure, high 𝑅/𝑋 ratio, line’s length and unbalanced loads. Many methods [6–9]
have been developed on distribution power flow analysis and the most of them
are based on the Backward-Forward Sweep (BFS) algorithm. Several reviews on
distribution power flow solution methods can be found in [10–12].

Iterative NPF solution methods solve linearized sub-problems at each iteration
step. This means that the computational time of NPF computations can be improved
by studying the properties of the linear system solved in every iteration and applying
Numerical Analysis (NA) techniques such as different reordering schemes, various
direct solvers and numerous Krylov subspace methods. It has been shown that
iterative linear solvers can sometimes have faster solution times over sparse direct
solvers for very large power flow problems [13–15], making it worth improving
them.

Another way to ease the calculation and to speed up the computational time
is to linearize NPF equations using some approximations and assumptions in or-
der to obtain the Linear Power Flow (LPF) equations. After the linearization, the
resulting LPF equations can be directly solved without requiring iterations. There-
fore, LPF computations are generally faster than NPF computations and are more
suitable to be applied on very large networks with millions of cables for real time
simulation. The best-known example of the LPF problem is the DC load flow [16]
where linear relations are determined between the active power injections 𝑃 and
the voltage angles 𝛿, and the reactive power injections 𝑄 and the deviations of the
unknown voltage magnitudes Δ|𝑉|. Furthermore, the linear power flow formulation
is obtained based on a voltage dependent (ZI) load model and some numerical
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approximations on the imaginary part of the nodal voltages in [17]. Another linear
power flow model based on Taylor’s series expansion was proposed in [18]. A di-
rect method taking an advantage of special structure of distribution systems is also
developed in [19].

Alternatively, the LPF equations are achieved using only a constant impedance
(Z) load model and are used for both strategic studies in [1] and network battery
storage control in [20]. This linear model allows for computations to efficiently
simulate very large networks, as 22 million buses are simulated in 60 seconds [1].
However, the linearization quickly loses its accuracy as the voltage drop gets higher
and is only to be applied on networks with a voltage drop of less than 10%.

In this chapter, we propose a fast LPF algorithm improved with NA techniques
to solve the Large LPF (LLPF) problem with 27 million nonzeros simulating both
the entire LV and MV networks in a single simulation. We investigate the efficiency
and accuracy of the LPF computation using a constant impedance (Z) load model
by comparing it with the Newton power flow algorithm and a commercial network
design tool Vision on various distribution networks. Furthermore, the network of
Alliander DNO is used in our linear power flow computations, which contains both
the LV and MV power grids and consists of approximately 80.000 km of cable serving
over three million customers.

The main motivation for using a linear model is that the MV/LV network of Allian-
der DNO cannot be solved by our NPF solver (Vision). Additionally, MV/LV networks
are generally very well conditioned for linear power flow calculations because ac-
cording to Dutch law and Alliander DNO policies, the voltage drop in the MV/LV
network is not allowed to be more than 9% in total (as described in Section 1.3).
On the LV network, the reactive power and reactance are generally an order lower
than the active power and resistance of the network respectively. For this reason, if
one simulates the LV grid only and starts from the secondary side of the distribution
transformer, it is generally sufficient to only simulate the real part of the network
[20]. Therefore, for the application of NA techniques on the LLPF problem, we
consider the LLPF problem with first real and then complex components.

This chapter is structured as follows. Section 3.2 introduces the mathematical
modeling of the LPF problem using a constant impedance load model. In Section
3.3, the LPF computation is compared with the NPF computation in order to validate
the accuracy and efficiency of this linear approach. The case study of the large net-
work of Alliander DNO is given in Section 3.4. Section 3.5 describes the application
of NA techniques on LLPF problems using real and complex components. Finally,
the conclusion is given in Section 3.6.

3.2. The large linear power flow problem (LLPF)
This section explains how the LPF problem is obtained using a constant impedance
load model assuming a balanced network load. The MV and LV network are both
modeled using the same physical model. The electricity network can be modeled
as a graph 𝐺(𝒩, ℰ) where 𝒩 represents the network buses and ℰ the network
cables. The relation between the nodal currents 𝐼𝒩 and voltages 𝑉𝒩 can be defined
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by Kirchoff’s Current Law:
𝐼𝒩 = 𝑌𝑉𝒩 , (3.1)

where 𝑌 is the so-called nodal admittance matrix. In equation (3.1), all variables
are given in complex numbers as 𝑉𝒩 = |𝑉𝒩|𝑒 = 𝑉𝒩 + 𝚤𝑉𝒩 , 𝑌 = 𝐺 + 𝚤𝐵, and
𝐼𝒩 = 𝐼𝒩 + 𝚤𝐼𝒩 . The admittance matrix can be directly obtained from the network
lay-out using the following formula [21]:

𝑌 = 𝐶𝑍ℰ 𝐶 , (3.2)

where 𝐶 is a directional connection (branch-node incidence) matrix and 𝑍ℰ is a
square matrix with the corresponding impedance of each cable/edge (ℰ) on its
main diagonal.

Figure 3.1: An example of a small MV/LV network connected to a substation transformer. While the MV
network is always operated radially, the LV network is operated meshed in some areas. The reference
voltage ( ref) is defined at the secondary side of the substation transformer. If only the LV network is
considered, the reference voltage ( ref) is defined at the secondary side of the distribution transformer.

Generally, the load of the network is modeled as a combination of constant
impedance (Z), constant current (I) and constant power (P), also known as the ZIP
model [22]. In this chapter, we use only a constant impedance load model in order
to obtain LPF equations, so only the Z part of the model is considered. Customers
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are modeled by an equivalent resistance 𝑅eq and reactance 𝑋eq which are defined
by the following formula:

𝑅eq =
𝑉ref 𝑃
𝑃 + 𝑄 (3.3)

𝑋eq =
𝑉ref 𝑄
𝑃 + 𝑄 (3.4)

where 𝑃 and 𝑄 are active and reactive power consumption of load bus 𝑛 and 𝑉ref
is the nominal voltage. Note that equation (3.1) cannot be solved directly, because
not all elements are known in neither vector 𝐼𝒩 and 𝑉𝒩. To overcome this problem,
we segment the problem in two equations which can be solved separately as:

𝐼𝒩 = [
𝐼
𝐼 ] , 𝑌 = [

𝑌 𝑌
𝑌 𝑌 ] , 𝑉𝒩 = [

𝑉
𝑉 ] . (3.5)

We sort the rows of the matrices 𝐼𝒩, 𝑌, and 𝑉𝒩 in such a way that all swing buses
and ground buses are placed in 𝑉 and all unknown voltages of remaining buses
are placed in 𝑉 . In 𝑉 , the voltage of the swing buses is set to the nominal level
and ground buses are set to ground voltage level. In the integral MV/LV simulation
presented in this chapter, the secondary side of each HV/MV transformer is a swing
bus. Since the network is modeled as a set of voltage sources and resistances,
Kirchoff’s law dictates that Σ𝐼 = 0 on every bus in 𝑉 . Therefore, 𝐼 is equal to 0
and the power flow equations now become:

[𝐼0] = [
𝑌 𝑌
𝑌 𝑌 ] [𝑉𝑉 ] . (3.6)

Since 𝑉 is known, 𝑉 can be solved using the second row of (3.6) as:

𝑌 𝑉 = −𝑌 𝑉 , (3.7)
𝑌 𝑉 = 𝑏, (3.8)
𝑉 = 𝑌 𝑏. (3.9)

Then, we compute 𝐼 as:

𝐼 = 𝑌 𝑉 + 𝑌 𝑉 . (3.10)

Finally, after computing the nodal voltages, the cable currents can be directly cal-
culated by:

𝐼ℰ = 𝑍ℰ𝐶 𝑉𝒩 . (3.11)

3.2.1. Solving in terms of only real numbers
It is possible to solve the equation in terms of only real numbers in order to ease
the calculation or if your software does not support the combination of the complex
variables and sparse matrices like the R programming language [1].
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Neglecting imaginary parts
In LV networks customers use or produce very little reactive power on average.
Additionally, due to the fact that the reactive power and reactance are generally
an order lower than the active power and resistance, we can neglect the impact
of reactive currents, reactive powers and cable reactance. Thus, the equivalent
reactance 𝑋eq is removed and the equivalent resistance 𝑅eq becomes as:

𝑅eq =
𝑉ref
𝑃 . (3.12)

Furthermore, we know that 𝑌 = 𝐺 +𝚤𝐵 and 𝑏 = 𝑏 +𝚤𝑏 in Equation (3.9). By
neglecting all imaginary parts from Equation (3.9), we obtain the following linear
equations as follows:

|𝑉 | = 𝐺 𝑏 , (3.13)

where |𝑉 | is voltage magnitudes, 𝐺 is the conductance of admittance matrix 𝑌
and 𝑏 = −𝐺 |𝑉 |. This makes the power flow computation roughly 50% faster
and it might be worth the modeling error introduced by this assumption.

Reformulating equations with complex numbers
Matrix equation (3.9) is given as:

𝑉 + 𝚤𝑉 = (𝐺 + 𝚤𝐵 ) (𝑏 + 𝚤𝑏 ). (3.14)

Equation (3.14) can be reformulated into into the following matrix equation:

[ 𝑉𝑉 ] = [ 𝐺 −𝐵
𝐵 𝐺 ] [ 𝑏𝑏 ] . (3.15)

After the computation, original 𝑉 is calculated as 𝑉 = 𝑉 +𝚤𝑉 using the computed
real 𝑉 and imaginary parts 𝑉 in (3.15). In this case, we double the size of the
equations but can avoid the complex numbering.

3.2.2. Modelling MV/LV transformers
To solve the entire network in a single simulation, the MV/LV transformers are
modeled as an RL network [23] as displayed in Figure 3.2. Transformers are added
to the impedance matrix 𝑍ℰ, as the link between the MV and LV network. In this
model, an ℰ × ℰ diagonal scale matrix 𝑇 is defined using the turns ratio 𝑡. For every
cable behind the secondary side of the transformer, the corresponding value in 𝑇 is
the turns ratio of that transformer. For every cable in the medium voltage network,
the corresponding value in the matrix 𝑇 is 1. The impedance of the link is then
scaled using 𝑍 = 𝑇 𝑍 where 𝑝, 𝑠 denote the primary and secondary side of the
transformer respectively. After the calculation, the turns ratio is used to re-scale
the voltage and current to the LV-regime using 𝑉 = 𝑇 𝑉 and 𝐼 = 𝑇𝐼 .
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Figure 3.2: A schematic representation of the transformer model. The transformer is modeled as an RL
network [23]. j denote the transformer’s line impedance and and denote the transformer’s
line-to-ground impedance.

3.3. Comparison between linear and nonlinear power
flow problems

In this section, we compare the LPF approach using a constant impedance load
model to the NPF methods using a constant power load model in terms of the
accuracy and speed. The Newton power flow method developed in [24, 25] and a
commercial network design software Vision [26], are used for NPF computations.

Schematic Figures of the studied networks can be found in Appendix A. Two
small balanced distribution networks (Case33 and Case69: network details can be
found in [27]) and a large balanced distribution network of Alliander DNO (case991)
are considered for the comparison. Network Case991 is the MV network behind the
substation Rauwerd, which supplies a significant part of Friesland, a province of The
Netherlands. The MV network consists of 991 buses of which 237 are load buses.
The network also has significant renewable generation, mostly in the form of wind
generators. The same load model is used for the wind generators as for the regular
loads, resulting in a negative constant power load in the case of the NPF and a
negative constant impedance load in the LPF. The total peak load of this network
is 10.3 MVA and the total feed-in peak power is 1.3 MVA. The nominal substation
voltage (𝑉ref) is 10.5 kV.

3.3.1. Comparison to the Newton power flow method
The network currents and voltages have been calculated by applying the LPF and
NPF methods on the same network with same properties such as reference voltage
and network loads. Table 3.1 shows the total CPU time of both NPF and LPF com-
putations and relative difference between nodal voltages where 𝑉 and 𝑉 are the
computed nodal voltages of NPF and LPF computations respectively. The CPU time
also includes data processing time. As shown in the table, the LPF computation is
between 7 to 8 times faster than the NPF computation. In the last column of Table
3.1, the relative difference || ||

|| || between LPF and NPF solutions, is given and
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Table 3.1: The CPU time of NPF and LPF computations (Average of 10 computations ) and relative
difference

Test cases CPU time (sec) NPF (time)
LPF(time)

|| ||
|| ||LPF NPF & iteration

Case33 0.0005 0.0039 & 3 it 8.3946 5.87 × 10
Case69 0.0006 0.0047 & 4 it 8.3585 0.0011
Case991 0.0016 0.0117 & 3 it 7.2025 7.91 × 10

as we can see, the difference is very small. Figure 3.3 shows the voltage profile of
two test cases and compares the results of NPF and LPF computations. The figure
visually confirms that the LPF method can be as accurate as the NPF methods.

3.3.2. Comparison to a commercial power flow software Vision
To further validate the accuracy of the linear modeling approach, the algorithm
is compared to a commercial network design tool Vision [26] which is the main
software of all Dutch DNOs to dimension their MV networks and uses a constant
power load model.

The results of the comparison can be found in Figure 3.4. The figure shows
two scenarios; a high load scenario with 100% peak load and 0% feed-in and
a high feed-in scenario with 25% peak load and 100% feed-in. The network is
relatively heavy loaded because the edge of the network has a voltage drop of
around 4%, where 4.5% is the allowed maximum as can be seen in the top-left
histogram. It can be observed in middle column that the difference between the
load assumptions is not more than 0.6%, which is close enough for network design
and control purposes.

From both Figure 3.3 and Figure 3.4, we can see that the LPF approach using a
‘constant impedance’ load model can be as accurate as classical NPF methods with
a ‘constant power’ load model. In addition, the LPF approach is much faster than
NPF approach as we have seen in Table 3.1.

Therefore, this linear power flow approach can be a very powerful tool for elec-
trical grid operators to control the very large networks in real time.

3.4. Case study of large Dutch power grid
In order to demonstrate the impact of integrally simulating the MV/LV grid, a case
study has been assembled. The case study focuses on voltage problems. Since the
voltage end points are the same for both the MV/LV and LV simulations, the results
are easy to compare. The goal of the model is to support large-scale investment
policy decisions such as: ’how many transformers will be overloaded the next 30
years?’ or ’In which area of the country should more engineers be recruited for
cable replacement?’. The model was created for techniques such as time series
analysis and agent based modeling which all require evaluating many different load
configurations. Several real world MV/LV networks have been studied in literature,
some of which have in the order of 100,000 buses [28, 29]. However, the networks
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(a) Case33

(b) Case69

Figure 3.3: Comparison of NPF and LPF computations for voltage magnitudes of all buses in two test
networks Case33 and Case69.

Figure 3.4: Histograms of the comparison between the LPF model and the commercial Vision network
design tool of the network of substation Rauwerd. The left column shows a histogram of the absolute
network voltages as calculated by the commercial design tool Vision., showing the severity of the voltage
drop in the network compared to the nominal voltage of 10,500 Volt. The right column shows the same
calculation performed with the LPF model. The middle histogram shows the difference between the two
simulations.
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from these studies are still several orders smaller than the network of this study
which has over 22 million buses.

3.4.1. Data and assumptions
The network of Alliander DNO is used in our linear power flow computations, which
contains both the LV and MV distribution networks and consists of approximately
80,000 km of cable serving over three million customers as shown in Figure 3.5. It
covers over 1/3rd of the total Dutch power grid. The MV network of Alliander DNO
consists of 100,000 cable segments whereas the LV network consists of over 22
million buses, three million customers (load nodes), several thousands of genera-
tors and around 250 HV/MV substations. Data sets consist of all cable segments,
connectivity, and impedance. The connectivity, voltage ratio and impedance of all
transformers are used in the power flow computation. The network is mostly radial,
but some LV networks are strongly meshed and can serve over 100,000 customers.

In line with Alliander DNO policy, a voltage problem is defined as a voltage
drop of over 9% in the MV/LV network from the secondary side of the HV/MV
substation transformer to the customer, taking into account that both networks
operate on a different voltage level. If only the LV network is considered, the
allowed voltage drop is 4.5% from the secondary side of the distribution transformer
to the customer. In the MV/LV simulation the nominal voltage (𝑉ref) is assumed to
be 10.5 kV and in the LV simulation the nominal voltage (𝑉ref) is assumed to be 400
V.

Given that the linear model is only valid for relatively low voltage drops, it is
important to note that voltage drops of 4.5% on the LV network and over 9% on
the MV/LV network are always specified as a ’voltage problem’ by the DNO. The
exact height of the voltage problem is of less importance, as it needs to be solved
anyway. The goal of the case study is therefore only to find the problems and not
necessarily determining the problem severity.

The current presence of decentralized renewable energy generation is relatively
low, around 4% of the total power generation. Generator buses are also modeled
as load buses using the constant impedance model. While this is not accurate for
the few buses controlling reactive power, it is in line with current Alliander DNO
modeling practices.

The network is modeled as a single-phase balanced network, because no data
is available of which customer is connected to which phase. While this is a best-
case assumption, it is still a good starting point for finding voltage problems in the
network and is only an issue for small LV networks with a little number of customers
where the law of large numbers does not apply.

To run the linear power flow computation, all three million end users have been
given a load of 1.1 kVA with a power factor of 0.95. The power consumption of 1.1
kW is the peak design power for regular households for LV grids containing over
forty households.1

1While more detailed data is available within Alliander, it could not be used for publication purposes
because of privacy issues. However, the 1.1 kVA assumption yields comparable results on locations
with a sufficient number of customers.
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Figure 3.5: The geographical distribution of customers with voltage problems in the Alliander service
area on a postal code level. The area depicted is the entirety of The Netherlands of which Alliander
services the non-grey area. This figure has been obtained by computing the power flow of the entire
Alliander network with an average load of 1.1 kVA per customer with a power factor of 0.95.

3.4.2. Simulation results
For this large power flow simulations on LV and MV/LV networks, we use a custom
implementation of the LPF approach described in Section 3.2. The LLPF problem
with complex components (3.9) is solved in 58 seconds on a single processor core
using the R programming language. If only active power is considered, the problem
is solved in 29 seconds. All linear algebra is implemented by the authors, using the
methods from the ’Matrix’ package (which is a C wrapper for the BLAS and LAPACK
matrix computation libraries).

The resulting geographical distribution of voltage problems is displayed in Figure
3.5. Moreover, the absolute number of voltage problems in the MV/LV simulation
is 150 thousand, 5% of the total number of customers. The absolute number of
voltage problems in the LV simulation is 180 thousand, 6% of the total number
of customers. While these percentages are low, they are still very significant as
voltage problems can be quite costly to solve.

While the number of voltage problems are in the same order of magnitude be-
tween simulations, the locations of the problems are vastly different. The voltage
problems overlapped only 20% between the two simulations as can also be ob-
served in Figure 3.5. The lack of overlap has a severe implication, namely that
searching for congestion by only simulating LV networks yields the wrong voltage
problem locations. Therefore, it is clear that an identical load configuration will re-
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sult in a very different layout of voltage problems if the MV/LV network is simulated
integrally or only the LV network is taken into account.

It can also be observed from Figure 3.5 that the problems in the MV/LV simula-
tion are more concentrated compared to the LV simulation due to the fact that a LV
network with high loads influences neighboring networks via the MV network. This
is very useful information for a DNO, since it also implies that multiple LV voltage
problems can be solved by tactically strengthening the MV network.

A subject for future research is a comparison of the calculated problems in this
case study with reported problems reported to the DNO. This is not trivial as a
good comparison data set is not available. Voltage problems are an emerging issue
and currently only very few voltage problems are actually detected by the DNO.
This problem is also not easily solved using smart meter data. The smart meter
only saves voltage and consumption data from the past 10 days, which is very
little information to obtain a good peak consumption pattern. Furthermore, privacy
rules and bandwidth limitations also do not allow for constant customer voltage
monitoring.

Between the two simulations paradigms (LV only or MV/LV integrally), the in-
tegral MV/LV network simulation gives a more accurate estimate of the voltage
problem locations as differences in the MV network are taken into account. This
conclusion calls for network design using integral MV/LV simulations; a new design
paradigm for the DNOs.

3.5. Application of numerical analysis techniques on
the LLPF problem

In this section, we show how NA techniques can be used to improve the CPU time
of the LLPF computation introduced in Section 3.4. For this purpose, all solution
methods are re-implemented in Matlab. We consider both LLPF problems with
complex numbers (3.9) and without imaginary parts (3.13). For the numerical
experiments, all computations are done on Intel computer i5-6500 3.2 GHz CPU
with four cores and 64 GB memory.

3.5.1. LLPF problem with real components
Let us consider the LLPF problem with real components (3.13) where the size of
matrix 𝐺 is 9, 300, 775 × 9, 300, 775 and the number of nonzeros is 27, 867, 547.
Due to the large dimension of the matrix, it is very costly to compute the inverse
of the matrix 𝐺 . Therefore, we study the properties of the matrix 𝐺 and seek
the fastest way to solve equation (3.13).

By analyzing matrix 𝐺 , we observe that 𝐺 is a sparse and Symmetric and
Positive Definite (SPD) matrix. Due to its SPD properties, we can use NA techniques
that are developed for this type of matrices such as the Cholesky decomposition,
Incomplete Cholesky (IC), and the Conjugate Gradient (CG) iterative method on 𝐺 .
In addition, some reordering techniques such as Reverse Cuthill-McKee (RCM) and
Approximate Minimum Degree (AMD) permutations could improve the properties of
𝐺 as well. Figure 3.6 shows the sparsity structure of 𝐺 and reordered 𝐺 using
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RCM. From the figure, it is clear that the sparseness properties of the matrix 𝐺

(a) Original (b) Reordered

Figure 3.6: Sparsity of matrix and reordered using RCM.

are improved by using RCM reordering.
For the direct solver, the Cholesky decomposition with RCM reordering could

solve the linear system (3.13) fast. Since 𝐺 is a SPD matrix, the best iterative
method for matrix equation (3.13) is CG. Furthermore, the convergence rate of CG
depends on eigenvalues 𝜆 of 𝐺 . Table 3.2 shows the largest 𝜆max and small-
est 𝜆min magnitude eigenvalues and the condition number 𝜅 (⋅) = max

min
of 𝐺 and

preconditioned 𝐺 as𝑀 𝐺 . From the first row of Table 3.2, we see that the con-

Table 3.2: The largest and smallest magnitude eigenvalues and the condition numbers for matrix
and preconditioned

Matrix 𝜆max 𝜆min 𝜅 (⋅)
𝐺 9.34 ∗ 10 1.38 ∗ 10 6.73 ∗ 10

𝑀 𝐺 , 𝐿 = Chol 1 1 1
𝐿 = IC(10 ) 1.70 0.01 123.43
𝐿 = IC(10 ) 1.28 0.27 4.72
𝐿 = IC(10 ) 1.15 0.83 1.38
𝐿 = IC(10 ) 1.002 0.994 1.008

dition number of the matrix 𝐺 is very large which means that 𝐺 is ill-conditioned.
Therefore, using CG without any preconditioner on the linear system (3.13) cannot
improve the computational time since many iterations are required for CG. Thus, the
Preconditioned Conjugate Gradient (PCG) method is a proper choice to use instead
of CG. In PCG, we solve the transformed system as:

𝑀 𝐺 |𝑉 | = 𝑀 𝑏 (3.16)
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where 𝑀 is called a preconditioner and is a SPD matrix. The eigenvalues of 𝑀 𝐺
should be clustered around one, resulting in a faster convergence for PCG. Gen-
erally, 𝑀 is obtained as 𝑀 = 𝐿𝐿 where 𝐿 is a lower triangular matrix. We can
compute 𝐿 using Cholesky or Incomplete Cholesky decompositions on 𝐺 or on
reordered 𝐺 . The eigenvalues of 𝑀 𝐺 can be improved by choosing a right
preconditioner 𝑀 for 𝐺 .

In the second row of Table 3.2, the Cholesky decomposition is used for 𝐿 and
results in eigenvalues equal to one for the preconditioned 𝐺 . Therefore, PCG with
the Choleksy decomposition is expected to converge after one iteration for equation
(3.13). However, using the full Cholesky decomposition for 𝐿 is computationally
expensive and the solution time can be larger than using a direct method. In order
to decrease the computation time of constructing the lower triangular matrix 𝐿, we
can use the Incomplete Cholesky decomposition instead of the full Cholesky.

In rows 3 - 6 of Table 3.2, we see how the eigenvalues and condition number of
𝑀 𝐺 are improved by changing the drop tolerance of IC. Moreover, we can con-
clude that preconditioner 𝑀 using IC(10 ) or IC with a drop tolerance smaller than
10 for 𝐿 can be a good preconditioner for matrix 𝐺 in terms of the computational
time and number of iterations for PCG.

Table 3.3 shows the comparison between various linear solvers on equation
(3.13) in terms of the CPU time, number of iterations and the number of non-zeros
(NNZ). All results are averaged over 10 computations. For PCG, the maximum it-
eration and relative tolerance are set to 100 and 10 respectively. Most of these
methods have been applied to isolated non-linear PF problems. Table 3.3 con-
tributes by comparing the methods both to the LPF and to each other.

Table 3.3: Comparison between various NA techniques on the LLPF problem with real components (3.13)

Algorithms Time & Iter || ||
|| || NNZ

−𝐺 \𝑏 14.32 sec 8.12 ∗ 10
27, 867, 547𝐺 \𝑏 7.12 sec 0

+ RCM 6.94 sec 6.69 ∗ 10
Cholesky 152.2 sec 7.31 ∗ 10 257, 293, 316
+ RCM 5.01 sec 9.51 ∗ 10 12 20,726,961

PCG(IC(0)) + RCM NA NA 18, 584, 161
PCG(Cholesky) + RCM 6.24 sec & 1 it 9.51 ∗ 10 20, 726, 961
PCG(IC(10 )) + RCM 6.65 sec & 4 it 0.007 19, 722, 635
PCG(IC(10 )) + RCM 4.96 sec & 1 it 2.42 ∗ 10 4 20,314,280

The first and second rows of Table 3.3 are the results of direct solvers using
Matlab’s backslash \ operator without any additional techniques. It is necessary to
mention that the CPU time of the first row doubles the CPU time of second row
due to the positioning of the minus sign in equation (3.7). In addition, if we write
the minus sign on the left side of the equation (3.7), −𝐺 is not a positive definite
matrix which results in large computational time. Therefore, it is better to put the
minus sign on the right side of equation (3.7) and to keep it inside the vector 𝑏.
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For the direct solver, the Cholesky decomposition with RCM reordering results
in the fastest computational time for matrix equation (3.13) as we can see from
Table 3.3. Furthermore, as we expected, IC(10 ) with RCM reordering is the best
preconditioner for 𝐺 that results in only one iteration in 4.96 seconds for PCG.
However, when IC(10 ) is used for the preconditioner, the relative difference be-

tween the direct and iterative solutions || ||
|| || is high compared to other options.

Therefore, we also solve the problem (3.13) with various tolerances for PCG and
drop tolerances for IC. Numerical results are given in Table 3.4.

Table 3.4: Numerical results of PCG with various tolerances for both IC and PCG

Time & Iter Relative tolerance for PCG

& || ||
|| || 10 10

Drop tolerance for IC
10 4.96 sec & 1 it 4.96 sec & 1 it

& 2.40 ∗ 10 & 2.40 ∗ 10
10 4.96 sec & 1 it 4.96 sec & 1 it

& 2.31 ∗ 10 & 2.31 ∗ 10

From Table 3.4, we see that the relative difference || ||
|| || can be improved by

decreasing the drop tolerance (10 , 10 ,⋯) of IC for the preconditioner𝑀 = 𝐿𝐿
while keeping PCG still converge after 1 iteration. Additionally, applying IC gives us
smaller NNZ compared to full Cholesky and direct solvers.

Finally, the original computation time (14.32 sec) of LLPF problems with real
components (3.13) is improved by 2.8 times (4.96 sec) using NA techniques.

3.5.2. LLPF problem with complex components
In this subsection, we consider the LLPF problem with complex components (3.9)
and (3.15). For simplicity, let us denote the matrix

[ 𝐺 −𝐵
𝐵 𝐺 ]

in equation (3.15) by 𝐴. Matrices 𝑌 and 𝐴 are not positive definite unlike 𝐺 .
Moreover, matrix 𝑌 is symmetric and matrix 𝐴 is non-symmetric. Therefore, the
Cholesky decomposition and CG are not suitable for these types of matrices. In-
stead, the LU decomposition, GMRES and BiCGSTAB methods are more convenient
to use on matrices 𝑌 and 𝐴. For iterative solvers, GMRES and BiCGSTAB, the
maximum iteration and relative tolerance are set to 20 and 10 respectively.

Table 3.5 shows the comparison between various NA techniques on the LLPF
problem (3.9) in terms of the CPU time, number of iterations and the relative differ-
ence between the direct and iterative solutions. In Alliander DNO, equation (3.15)
is used to solve the LLPF problem because the R programming language does not
support complex numbers. Furthermore, from the first and second rows of Table
3.5, we can see that using equation (3.9) to solve the LLPF problem with complex
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components is almost 2.5 times faster than using equation (3.15) when Matlab’s
backslash \ operator is used without any additional techniques. Therefore, we use
equation (3.9) for further experiments.

Table 3.5: Comparison between numerous NA techniques on the LLPF problemwith complex components
(3.9)

Algorithms Time & Iter || ||
|| || NNZ

Eq. (3.15) 42.6 sec 0 111, 470, 118
Eq. (3.9): 𝑌 \𝑏 17.23 sec 3.03 ∗ 10 27, 867, 547+ RCM 15.58 sec 1.90 ∗ 10

LU + RCM 7.41 sec 5.84 ∗ 10 11 32,284,123
GMRES(ilu(0)) + RCM 177.86 sec & 20 it 0.3427 27, 867, 547BiCGSTAB(ilu(0)) + RCM 56.21 sec & 20 it 0.2503

GMRES(ilu(10 )) + RCM 18.75 sec & 2 it 7.23 ∗ 10 31, 629, 906
GMRES(ilu(10 )) + RCM 13.78 sec & 1 it 9.82 ∗ 10 32, 031, 268
GMRES(ilu(10 )) + RCM 14.27 sec & 1 it 9.60 ∗ 10 32, 244, 575
BiCGSTAB(ilu(10 )) + RCM 10.57 sec & 0.5 it 1.12 ∗ 10 31, 920, 611
BiCGSTAB(ilu(10 )) + RCM 10.77 sec & 0.5 it 8.73 ∗ 10 32, 119, 629
BiCGSTAB(ilu(10 )) + RCM 10.92 sec & 0.5 it 9.61 ∗ 10 32, 244, 575

The same RCM reordering is applied to matrix 𝑌 in order to improve the struc-
ture of the matrix. The best computational time (7.41 sec) is achieved by the direct
solver LU decomposition on the reordered 𝑌 using RCM as can be seen from Table
3.5. For the iterative methods, the best computation time with the smallest rela-
tive difference is obtained by BiCGSTAB with ILU(10 ) as a preconditioner and
RCM reordering. However, the best CPU time of the iterative method is still larger
than the best CPU time of the direct solver due to the fact that ILU, GMRES, and
BiCGSTAB are not implemented in the optimal way in Matlab. Furthermore, both
LU and ILU decompositions provide relatively similar NNZ for the LLPF problem with
complex components.

As a result of the application of NA techniques, the original computation time
(42.6 sec) of LLPF problems with complex components (3.9) is improved by 5.7
times (7.41 sec).

3.6. Conclusion
In this chapter, we propose a fast LPF method using a constant impedance load
model to simulate both the entire LV and MV networks in a single simulation. Math-
ematical modeling of power systems and transformers is given and the algorithm
of the LPF approach is explained in detail. We validate the performance of this LPF
approach by comparing it with the Newton power flow method and a commercial
network design tool (Vision) on various distribution networks. Our results show
that this LPF method can be as accurate as classical NPF methods using a constant
power load model and additionally it is much faster than NPF computations. For the
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largest test network, the entire LV and MV networks of Alliander DNO are used in our
linear power flow computations. In our research, it is shown that voltage problems
can be identified more accurately when MV and LV are integrally evaluated.

Moreover, NA techniques are applied to the LLPF problem in order to improve
the computation time by studying the properties of the linear system. In the numer-
ical analysis, reordering techniques (RCM) and numerous direct solvers (Cholesky,
IC, LU, and ILU) and various Krylov subspace methods (CG, PCG, GMRES, and
BiCGSTAB) are chosen and applied to the LLPF problem with both real and complex
components. Finally, the original computation times of LLPF problems with real
and complex components are reduced by 2.8 times and 5.7 times respectively as a
result of the application of NA techniques.

The algorithms in this chapter are being applied within Alliander DNO. These
applications include: large scale strategic modeling, automatic network design and
automatic outage-recovery plans. For the subsequent research, this linear approach
will be extended to unbalanced networks and applied to large scale state estimation
using thousands of sensors.
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4
Forecasting-based state

estimation for three-Phase
distribution systems with

limited sensing

State Estimation is an essential technique to provide observability in power
systems. Traditionally developed for high-voltage transmission networks,
state estimation requires equipping networks with many real-time sensors,
which remains a challenge at the scale of distribution networks. This chap-
ter proposes a method to complement a limited set of real-time measurements
with voltage predictions from forecast models. The method differs from the
classical weighted least-squares approach, and instead relies on Bayesian
estimation formulated as a linear least squares estimation problem. We inte-
grate recently developed linear models for unbalanced 3-phase power flow to
construct voltage predictions as a linear mapping of load predictions. The es-
timation step is a linear computation allowing high resolution state estimate
updates, for instance by exploiting a small set of phasor measurement units.
Uncertainties can be determined a priori and smoothed a posteriori, making
the method useful for both planning, operation and post hoc analysis. The
method is applied to an IEEE benchmark and on a real network testbed at
the Dutch utility Alliander. An observability analysis suggests strategies for
optimal sensor placement.

Parts of this chapter have been published in IEEE Transactions on Power Systems (2020). Co-author:
Roel Dobbe
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4. Forecasting-based state estimation for three-Phase distribution

systems with limited sensing

4.1. Introduction
4.1.1. Motivation

The operation of electric distribution networks is faced with new challenges due to
the rapid adoption of distributed generation (DG) and electrification of our society,
such as in driving and heating. The inherent intermittency of renewable generation
combined with the diversification of demand make power flow more variable and
harder to predict, leading to new protection issues, such as unintended islanding
or tripping , and economic burden due to accelerated wear [1, 2]. To understand
and mitigate these risks, many Distribution System Operators (DSOs) are building
a stronger information layer on top of their physical infrastructure exploiting re-
cent advances in sensing and communication. Firstly, by gathering historical data
from SCADA and AMI systems to enable forecasting of demand, flow and volt-
age variables. Unfortunately, the increasing variability of power yields probability
distributions with long tails, which cause forecasting methods to do poorly in situa-
tions when observability is most needed; when extreme and potentially dangerous
events happen. Secondly, by applying traditional state estimation methods to dis-
tribution systems. This is conceptually similar, but technically and economically a
more challenging task. Power system state estimation (SE) is the process of lever-
aging measurement from a subset of states in an electric network to estimate states
that are not measured in real-time. In transmission systems, the need for system
reliability and economies of scale have long motivated the development of state
estimation methods [3, 4]. In the traditional setting, a state estimator relies on
an overdetermined formulation for the unknown/unmeasured variables to be ob-
servable. This means that the number of available measurements must be greater
than or equal to the number of unknowns (to be estimated). Ensuring observability
requires DSOs to equip most buses in a network with real-time sensors and com-
munication infrastructure, leading to steep investments that are hard to implement
across all territories.

To overcome issues of scalability and prediction error, we combine forecasting
based on historical load information with estimation using a limited number of real-
time sensors. Our method focuses on estimating the voltage phasor at all buses
with no sensor. Voltage forecasting will be done over a slower timescale using load
data collected historically and modeling three-phase power flow with novel linear
approximations [5]. We then use linear least squares estimation (LLSE) to update
the forecasts in real-time using a small number of sensors with high temporal resolu-
tion. This is motivated by the recent introduction of synchrophasors for distribution
systems, which allow the real-time assessment of dynamics [6, 7]. The updated
forecasts will then constitute estimated voltage quantities at nodes without sensors
at the same high temporal resolution. The method provides DSOs with a critical
functionality to correct forecasted values when the system is deviating from the
expected scenario, allowing detection and mitigation of risky scenarios. The LLSE
method requires a new analysis of network observability and sensor placement, for
which suggestions are given.
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4.1.2. Previous work
In conventional state estimation, the measurements 𝑧 ∈ ℝ are expressed as a
function of the quantities that are estimated 𝑥 ∈ ℝ , by using power flowmodeling:

𝑧 = ℎ(𝑥) . (4.1)

The state estimation problem is then solved using a weighted least squares (WLS)
problem:

𝑥∗ = argmin(𝑧 − ℎ(𝑥)) 𝑊(𝑧 − ℎ(𝑥)) . (4.2)

For the WLS problem to yield a meaningful result, Equation (4.1) needs to be
overdetermined, which means that the number of measured variables needs to
be greater than the number of estimated variables; 𝑁 > 𝑁 . A key challenge in
distribution grids is to estimate an 𝑁 -dimensional state vector in scenarios where
only a limited set of sensors is available, i.e. 𝑁 < 𝑁 , which does not satisfy the
requirements for conventional state estimation. As a result, the standard estima-
tion problem is underdetermined and hence ill-posed from a computational point
of view. In practice, this means that the state vector 𝑥 is not observable. To over-
come this inherent challenge, pseudo-measurements are typically used to augment
real-time measurements in a weighted least squares (WLS) estimation algorithm.
Pseudo-measurements are often calculated using load forecasts or historical data
that tend to be less accurate than real-time measurements. Initial efforts consid-
ered augmenting an already fully observed measurement vector with extra load
forecasts [8–10]. Later efforts tried to use a more limited number of real-time
measurements with forecasts from Gaussian Mixture Models [11] or Artificial Neu-
ral Networks [12]. There have been made many contributions made to enable
Distribution System State Estimation based on traditional WLS, and we refer the
reader to [13] for a rigorous overview.

Unfortunately, the WLS method requires extensive tuning and is rather sensitive
to errors and bad data [14]. Göl and Abur address this challenge through combining
WLS with a least absolute value method that is more robust to error, yielding a hybrid
estimator that combines a limited number of phasor measurement units (PMUs)
with a high refresh rate (at the order of 30 Hz), and a fully observed (𝑀 ≥ 𝑛)
set of SCADA measurements at slower refresh rate (order of 5 to 15 min). The
weighted least absolute value method used helps to robustify the the estimate
between each SCADA update, but does not address a scenario where a limited set of
measurements is available. Furthermore, the estimator is designed for transmission
systems that can rely on robust communication networks. SCADA in distribution
systems often lack a reliable communication infrastructure, which can lead to packet
failure and unreliable state estimates. Other work by Schenato [15] and Weng [16]
study the use of Bayesian estimation for SE, using load statistics to determine a prior
probabilistic forecast �̂� of state variables, which can be updated based on a limited
set of real-time measurements. These papers shows their accuracy is comparable
to that of conventional WLS estimators, and estimation error confidence intervals
can be computed off-line, allowing for engineering trade-offs between number of
sensors and estimation accuracy.
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Contributions
This work forms a bridge between forecasting and full state estimation in three-
phase distribution systems by embracing a Bayesian approach. Inspired by the
development of linear approximations for unbalanced three-phase power flow [5],
we derive a closed-form analytic state estimator that takes as its inputs load fore-
casting information, a network model and real-time measurements from a limited
set of sensors. Our method estimates voltage phasor differences rather than on the
absolute phasor. This reduces modeling and forecast errors and solves the issue of
having to stop a numerical algorithm to solve power flow equations as done in [15].
This also circumvents the need for a reference voltage (typically the feeder head
as in [15]) and allows the algorithm to be implemented in a distributed fashion for
different parts of the network. In addition, the estimator in [15] models the voltage
and current phasor in rectangular form, i.e. the complex voltage at node 𝑖 is for-
mulated as 𝕍 = Re(𝕍) + 𝑗Im(𝕍), where 𝑗 ∶= √−1. Since available synchrophasors
typically report in polar form, i.e. 𝕍 = 𝑉∠𝛿 , a nonlinear transformation is needed
to adjust sensor readings before feeding these to the estimator: Re(𝕍) = 𝑉 cos 𝛿
and Im(𝕍) = 𝑉 sin 𝛿 . This can lead to undesirable magnification of measurement
errors in the voltage angle 𝛿 , which can be problematic for applications where an-
gle estimates are used, for instance to close switches [5]. Our method formulates
the problem in polar form, bypassing this source of error. Applied and assessed on
a specific IEEE test feeder, we show that the method reduces average the error of
forecasts by an average 60%, with more dramatic improvements for specific buses
where forecasts are not able to perform appropriately. Lastly, we implement the full
method on a utility testbed showcasing its applicability in real world circumstances.

Notation
We use ‖ ⋅ ‖ to denote the ℓ -norm, (⋅)∗ to denote an optimal value, and stands
for the transpose operator. 𝔑(𝜇, 𝜎 ) denotes a normal distribution with mean 𝜇
and variance 𝜎 . Throughout this work, we use the symbol ∘ to represent the
Hadamard Product of two matrices (or vectors) of the same dimension, also known
of the element-wise product, such that:

𝐶 = 𝐴 ∘ 𝐵 = 𝐵 ∘ 𝐴 ⇒ 𝐶 = 𝐴 𝐵 = 𝐵 𝐴

where 𝑖 indicates the row and 𝑗 indicates the column of the vector or matrix.

4.2. Methodology
This chapter proposes a data-driven approach to do state estimation, that relies
on minimum mean squares estimation (MMSE) [17]. MMSE is related to weighted
least squares, but grounded in Bayesian principles and does not require an overde-
termined measurement equation. Instead, our method relies on linear power flow
models that enable us to express voltage differences (both magnitude and angle)
throughout a network as a function of nodal load and generation. By expressing
both the measured differences and the estimated differences as a function of the
load, we are able to set up a linear least squares estimation (LLSE) problem, the
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Figure 4.1: Overview of the forecasting and state estimation methodology.

linear version of MMSE. The LLSE has an analytical solution that can update the
forecast of non-measured voltage differences by comparing the measured voltage
differences against their forecasted values. As such, the method reminds of the
Kalman Filter [18], which is a repeated execution of LLSE problems taking into ac-
count the dynamic evolution of the state variables. The approach comes with a
trade-off, as the quality of the updates depends on the number of sensors and their
placement in the network. This is discussed in Section 4.7.

The MMSE approach enables an end-to-end pipeline from historical load and
network data to voltage forecasting to updating these forecasts in real-time using
a limited set of sensors. The methodology is depicted in Figure 4.1. The three
main steps of forecasting, modeling and real-time estimation are developed in Sec-
tions 4.3, 4.4.2 and 4.5.3 respectively. Before we dissect these steps we first cover
the sources of uncertainty in state estimation and we introduce MMSE.

4.2.1. Sources of information and uncertainty for state esti-
mation

The practical reality of DSOs is that they face many sources of uncertainty in try-
ing to construct a state estimator, outlined in Figure 4.2. Following the proposed
construction of the state estimator as depicted in Figure 4.1, the overall accuracy
of the available information for state estimation depends on three sources of un-
certainty: accuracy of the forecasted quantities, of the modeling procedure and of
the quantities measured in real-time.

The forecast may be based on a DSO’s historical data, which can include SCADA
data of network variables, advanced metering infrastructure (AMI) readings of
household consumption (or an anonymized/aggregated version of these), data of
distributed generation and storage, public weather data (temperature, humidity,
solar irradiance). These data sources typically do not form a perfect representation
to forecast all the necessary quantities in the network. Certain nodes may not be
recorded, the recordings may be noisy or miss certain data points, and the sam-
pling rate of the recordings may be lower than the anticipated rate for updating the
state estimator. In the modeling step, inaccuracy arises from parameter data that
is outdated or measured with noise or the use of approximations (such as linear
power flow) to enable efficient computation. Lastly, for the actual estimation, we
rely on a limited number of sensors, which may be subject to measurement noise
and could have various sampling rates.
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4.2.2. Introduction to minimum mean square estimation
Consider the context of having a set of voltage phasor measurements 𝑍 ∈ ℝ and
an unobserved random variable 𝑋 ∈ ℝ , representing all non-measured voltage
phasors. We aim to determine an estimate of 𝑋 based on 𝑍 that is close to 𝑋 in
some sense. Assume we are given a joint distribution of (𝑋, 𝑍). We want to find an
estimator �̂� = 𝑔(𝑍) that minimizes the mean square error 𝐸[‖𝑋 − �̂�‖ ]. One can
show that the minimum mean squares estimate (MMSE) of 𝑋 given 𝑍 is equivalent
to the conditional expectation �̂� = 𝐸[𝑋|𝑍], [17].

We consider the case in which both the estimator and the measurements are
linear in a shared set of variables for which distributions are available, in our case
in the form of load statistics. Let (𝑋, 𝑍) be vectors of random variables on some
probability space. It turns out that the estimator minimizing the mean square error
is also linear in the measurements, i.e. the linear least squares estimator (LLSE)
denoted 𝐿[𝑋|𝑍] = 𝑎 + 𝐵𝑍 is a linear function of 𝑍, with 𝑎 ∈ ℂ and 𝐵 ∈ ℂ ×

attained by the following optimization problem:

min
,
𝐸 [‖𝑋 − 𝑎 − 𝐵𝑍‖ ] . (4.3)

Following [17], it can be shown that

𝑎∗ = 𝐸[𝑋] − Σ , Σ 𝐸[𝑍] , 𝐵∗ = Σ , Σ , (4.4)

where Σ , ∈ ℝ × and Σ ∈ ℝ × denote the cross-covariance matrix of 𝑋
and 𝑍 and covariance matrix of 𝑍. Hence, if Σ is nonsingular, the LLSE is given by

𝐿[𝑋|𝑍] = 𝐸[𝑋] + Σ , Σ (𝑍 − 𝐸[𝑍]) . (4.5)

Lastly, if Σ is singular, then Σ can be replaced by the left pseudo-inverse Σ .
Interpreting (4.5), (𝑍 − 𝐸[𝑍]) represents a deviation of the actual measurement
𝑍 from its expected value 𝐸[𝑍], which is called an innovation. This innovation
triggers the Bayesian estimator 𝐿[𝑋|𝑍] to propose an update of the forecast 𝐸[𝑋]
by a linear scaling through the covariance matrices. Alternatively, 𝐿[𝑋|𝑍] = 𝑔(𝑍)
can be interpreted as a projection of 𝑋 onto the set of affine functions of 𝑍.

The LLSE has a number of important benefits. Firstly, it has an analytical closed-
form solution that can be used to neatly integrate real-time measurements 𝑍 and
forecast information (as we will see in Section 4.3). Secondly, it is not necessary
to explicitly calculate the Bayesian posterior probability density function over 𝑋,
because 𝐿[𝑋|𝑍] only depends on the first two moments of 𝑋 and 𝑍. Thirdly, it
works for many distributions (𝑋, 𝑍) ∼ 𝔇, as long as 𝔇 has well defined first and
second moments [17]. Lastly, the number of measurements𝑁 does not need to be
larger than the number of to-be-estimated states 𝑁 , which is the most significant
difference with other ubiquitous estimation schemes such as weighted least squares
and Gauss-Markov estimation that do not work for 𝑁 < 𝑁 . The main challenge of
any MMSE approach is understanding what information is lost in the projection that
happens in Equation (4.5) through the mapping Σ , Σ . For our state estimation
method this requires revisiting the notion of network observability, typically defined
for situations where 𝑁 > 𝑁 , which we will do in Section 4.7, based on the full
formulation of the estimator.
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4.3. Forecasting
We consider the design of a machine learning model to forecast the mean 𝜇 and
covariance matrix Σ of the load 𝑠𝑠𝑠, which are then used to forecast the mean and
covariance of the voltage magnitude and phase. In practical contexts, DSOs may
not have access to voltage or load readings from AMI in real-time, but it is possible
that historical readings are used, in combination with other predictive covariates,
to predict load values for a future time.

Machine learning models have been used in a variety of ways to predict load
values [19]. Two relevant examples are auto-regressive moving average (ARMA)
models for short term load forecasting and data-driven modeling of physical sys-
tems that utilizes regression trees to predict loads, with notable benefits to both.
An ARMA model is able to capture trends in previous datapoints [20]. ARMA mod-
els are often not practical in distribution operation, since the AMI data is mostly
not available in real-time, preventing the use of recent load values. A regression
tree model is able to cluster data based on certain characteristics, such as day of
the week, temperature, and humidity [21]. Its interpretability makes it useful in
contexts where operators need to make decisions based on a model’s predictions.

In our setting, the MMSE estimator defined in Section 4.2.2 necessitates the
input of a point estimate of the load and its covariance matrix. This requirement
motivates the use of Gaussian Processes (GPs), which offer both mean and variance
information [22]. A GP is are also flexible in that they can have continuous ARMA
features as well as dicrete features as its inputs. GPs have previously been used
in similar applications for short term load forecasting to predict maximum daily
loads [23]. Using GPs does introduce some bias, as load distributions tend to
be non-Gaussian, though typically near-unimodal. In our setting, this bias can be
compensated by the estimation step. Using a more sophisticated method to retrieve
first and second moment information from historical data is left as future work.

Let 𝒩 denote a set of buses Nodes are indexed by 𝑛 = 0, 1, … ,𝑁 − 1, where
𝑁 is the order (number of nodes) of the distribution feeder, and node 0 denotes
the feeder head (or substation). For each node 𝑛 ∈ 𝒩, we start with a data set
of historical readings of inputs 𝑋 = {𝑥 [𝑡] ∈ 𝒳 } and load values 𝑆 = {𝑠𝑠𝑠 [𝑡] ∈
𝒴 } . The inputs consist of real-valued and discrete-valued features. We consider
the following real-valued features at time 𝑡:

[𝑙 [𝑡 − 1]⋯ 𝑙 [𝑡 − 𝑘] 𝑑 [𝑡 − 1]⋯𝑑 [𝑡 − 𝑘 + 1] 𝜃[𝑡] 𝜂[𝑡]] , (4.6)

where 𝑙 [𝑡] denotes the load value for bus 𝑛 at time 𝑡, 𝑑 [𝑡] the difference in load
between time 𝑡 − 1 and 𝑡, and 𝜃 and 𝜂 are the temperature and humidity at
time 𝑡. Note that a typical distribution feeder SCADA system often does not have
access to load measurement, and hence the features 𝑙 and 𝑑 may only be available
historically or in real-time for only a subset of the buses. Hence, we also consider
discrete-valued features representing date and time:

[𝐷𝑆𝑇 𝑀𝑂𝑌 𝐵𝐷 𝐷𝑂𝑊 𝐻𝑂𝐷 𝑀𝑂𝐻] , (4.7)

which respectively denote an indicator for daylight saving time, month of year, an
indicator for business day, day of week, hour of day and minute of hour.



4.3. Forecasting

4

63

Figure 4.3: Forecast of an aggregate load using a Gaussian Process model with only discrete-valued
time features. Only 10% of the loads in the aggregate were recorded in historical data. The other 90%
of loads were imputed with the average load profile. Poor forecast performance, such as on March 21st,
motivates the use of Bayesian estimation.

We now want to train a function 𝑓 ∶ 𝒳 → 𝒴 with data that best predicts
𝑠𝑠𝑠 [𝑡] at some time 𝑡 based on an input with accessible inputs 𝑥 [𝑡]. A GP defined
on an input space 𝒳 can be formulated as

𝑓 (𝑥) = 𝜙𝜙𝜙 (𝑥 ) 𝛽 + 𝑔 (𝑥) , (4.8)

where 𝑔 (𝑥) is a zero-mean GP represented as 𝒢𝒫(0, 𝑘 (𝑥 , 𝑥 )), with kernel 𝑘 (𝑥 , 𝑥 )
modeling the covariance across the input space 𝒳 . 𝜙𝜙𝜙 (𝑥 ) 𝛽 determines the
translation of the GP from the origin, with 𝜙𝜙𝜙 (𝑥 ) a feature basis for the output
given the input vector 𝑥 , 𝛽 are learned coefficients or weights for the basis fea-
tures [22, Section 2.2]. Given this framework, we can model the distribution of an
output at a certain input 𝑥∗ :

𝑓(𝑥∗) | 𝑥∗ , 𝑋 , 𝑆 ∼ 𝔑(𝜙𝜙𝜙 (𝑥∗) 𝛽 + 𝑔 (𝑥∗), 𝜎 ) , (4.9)

The primary assumption under GPs is that it models a collection of random vari-
ables, any finite number of which have a joint Gaussian distribution. Notice that
there are two different variances in the system – 𝑘 (𝑥 , 𝑥 ) and 𝜎 . The first vari-
ance, 𝑘 (𝑥 , 𝑥 ) is the variance on the estimate induced by the covariance of the
input features as defined by a covariance function. 𝜎 is the noise variance of the
data as a whole. To challenge the method, in Section 4.6, we consider a GP model
that is based on a poor historical data set and no access to real-valued features. Fig-
ure 4.3 exemplifies the resulting forecast accuracy, motivating the use of Bayesian
estimation to account for forecast errors such as those experienced on March 21st.
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4.4. Power flow modeling
Let 𝒯 = (𝒩, ℰ) denote a graph representing a radial distribution feeder, where𝒩 is
the set of nodes of the feeder and ℰ is the set of line segments. Nodes are indexed
by 𝑛 = 0, 1, … , 𝑁 − 1, where 𝑁 is the order (number of nodes) of the distribution
feeder, and node 0 denotes the feeder head (or substation). We treat node 0 as an
infinite bus, decoupling interactions in the downstream distribution system from the
rest of the grid. We also consider a set of nodes equipped with sensorsℳ ⊂𝒩.

4.4.1. Single-phase power flow
In our prior work [24], we constructed the state estimator for single-phase power
flow, using the well studied DistFlow equations [25]:

𝑃 = 𝑝 − 𝑝 + ∑
∶( , )∈ℰ

𝑃 + 𝑟 ℓ ,

𝑄 = 𝑞 − 𝑞 + ∑
∶( , )∈ℰ

𝑄 + 𝑥 ℓ ,

𝑉 − 𝑉 = 2(𝑟 𝑃 + 𝑥 𝑄 ) + (𝑟 + 𝑥 )ℓ ,

(4.10)

where 𝑟 and 𝑥 are the resistance and reactance of the line between nodes 𝑚
and 𝑛, 𝑃 , 𝑄 ∈ ℝ denote the real and reactive power flowing on a branch into node
𝑚, 𝑝 , 𝑞 ∈ ℝ are the real and reactive power consumption at node 𝑚, 𝑝 , 𝑞 ∈ ℝ
the real and reactive generation at node 𝑚, 𝑣 is the voltage magnitude at node 𝑚,
and ℓ is the squared magnitude of the current on branch (𝑚, 𝑛). In our setting
we might also have access to the voltage angle 𝛿 . The nonlinear equation for
voltage angle difference over a branch is given by

sin(𝛿 − 𝛿 ) = 𝑥 𝑃 − 𝑟 𝑄
𝑣 𝑣 . (4.11)

We propose the approximation that assumes that ℓ ≈ 0, the voltage magni-
tudes 𝑣 ≈ 1 p.u. and |𝛿 − 𝛿 | ≪ 1. If we also define 𝑌 ≜ 𝑉 , we end up with
the linear equations

𝑃 ≈ 𝑝 − 𝑝 + ∑
∶( , )∈ℰ

𝑃 ,

𝑄 ≈ 𝑞 − 𝑞 + ∑
∶( , )∈ℰ

𝑄 ,

𝑌 − 𝑌 ≈ 2𝑟 𝑃 + 2𝑥 𝑄 ,
𝛿 − 𝛿 ≈ 𝑥 𝑃 − 𝑟 𝑄 .

(4.12)

Notice that these are the linearized DistFlow equations [25, 26], augmented with
an update equation for voltage angle differences. The latter equation was studied
recently motivated by the development of PMUs for distribution grids [7].
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4.4.2. Three-phase power flow
More recently, a linear approximation power flow in unbalanced three phase distri-
bution networks was developed [5, 27, 28]. This model can be thought of as an
extension of the DistFlow model [25] to unbalanced circuits, and was coined the
Dist3Flow model. In this setting, each node and line segment can have up to three
phases, labeled 𝑎, 𝑏, and 𝑐. Phases are referred to by the variables 𝜙 and 𝜓, where
𝜙 ∈ {𝑎, 𝑏, 𝑐}, 𝜓 ∈ {𝑎, 𝑏, 𝑐}. If line (𝑚, 𝑛) exists, its phases must be a subset of the
phases present at both node 𝑚 and node 𝑛.

The current/voltage relationship for a three phase line (𝑚, 𝑛) between adjacent
nodes 𝑚 and 𝑛 is captured by Kirchhoff’s Voltage Laws (KVL) in its full (4.13), and
compact form (4.14):

[
𝑉
𝑉
𝑉
] = [

𝑉
𝑉
𝑉
] + [

𝑍 𝑍 𝑍
𝑍 𝑍 𝑍
𝑍 𝑍 𝑍

] [
𝐼
𝐼
𝐼

] (4.13)

V = V + Z I (4.14)

Here, 𝑍 = 𝑟 + 𝑗𝑥 denotes the complex impedance of line (𝑚, 𝑛) across
phases 𝜙 and 𝜓.
Next, we define the per phase complex power as S = V (I )

∗
, and the 3 × 1

vector of complex power phasors S = V ∘ I∗ where S is the power from
node 𝑚 to node 𝑛 at node 𝑛.

∑
∶( , )∈ℰ

S = s + ∑
∶( , )∈ℰ

S + L (4.15)

The term L ∈ C × is a nonlinear and non-convex loss term. As in [29] and
[25], we assume that losses are negligible compared to line flows, so that |𝐿 | ≪
|𝑆 | ∀(𝑚, 𝑛) ∈ ℰ. Thus, we neglect line losses, linearizing (4.15) into (4.16).

∑
∶( , )∈ℰ

S ≈ s + ∑
∶( , )∈ℰ

S (4.16)

Now, we define the real scalar 𝑦 = |𝑉 | = 𝑉 (𝑉 )∗, the 3 × 1 real vector
y = [𝑦 , 𝑦 , 𝑦 ] = V ∘ V∗ . With these definitions, [5] derives the follow-
ing equations that govern the relationship between squared voltage magnitudes
and complex power flow across line (𝑚, 𝑛):

y = y + 2M P − 2N Q +H
M = ℜ{Γ ∘ Z∗ } ,N = ℑ {Γ ∘ Z∗ } , (4.17)

where Γ = V (1/V ) ∈ ℂ × represents a matrix with voltage balance ratios
across all phases at node 𝑛. Hence, we have that Γ (𝜙, 𝜙) = 1 and Γ (𝜙, 𝜓) =
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𝑉 /𝑉 ≜ 𝛾 . Futhermore,H = (Z I )∘(Z I )∗ = (V − V )∘(V − V )∗
is a 3 × 1 real-valued vector representing higher-order terms. Notice that we
have separated the complex power vector into its active and reactive components,
S = P + 𝑗Q .

This nonlinear and nonconvex system is difficult to incorporate into a state esti-
mation or optimization formulation without the use of convex relaxations. Following
the analysis in [29], we apply two approximations. The first is that the higher order
term H , which is the change in voltage associated with losses, is negligible, such
that H ≈ [0, 0, 0] ∀(𝑚, 𝑛) ∈ ℰ. The second assumes that node voltages are
“nearly balanced” (i.e. approximately equal in magnitude and 120∘ apart). This
is only applied to Γ in the RHS of (4.17), such that 𝛾 = 𝛾 = 𝛾 ≈ 𝛼, and
𝛾 = 𝛾 = 𝛾 ≈ 𝛼 for all 𝑛 ∈ 𝒩. Under these assumptions, we retrieve

Γ = [
1 𝛾 𝛾
𝛾 1 𝛾
𝛾 𝛾 1

] = [
1 𝛼 𝛼
𝛼 1 𝛼
𝛼 𝛼 1

]∀𝑛 ∈ 𝒩 , (4.18)

where 𝛼 = 1∠120∘ = (−1 + 𝑗√3) and 𝛼 = 𝛼 = 𝛼∗ = 1∠240∘ = (−1 − 𝑗√3).
Note that we make the “nearly balanced” assumption in the process of the formal
derivation as in [29, 30], but that does not imply that node voltages need to actually
be perfectly balanced for the linearizion to be valid. Applying the approximations
for H and Γ to (4.17), we arrive at a linear system of equations:

y ≈ y + 2M P − 2N Q , with (4.19)

2M = …

[
2𝑟 −𝑟 + √3𝑥 −𝑟 − √3𝑥

−𝑟 − √3𝑥 2𝑟 −𝑟 + √3𝑥
−𝑟 + √3𝑥 −𝑟 − √3𝑥 2𝑟

] ,
(4.20)

2N = …

[
−2𝑥 𝑥 + √3𝑟 𝑥 − √3𝑟

𝑥 − √3𝑟 −2𝑥 𝑥 + √3𝑟
𝑥 + √3𝑟 𝑥 − √3𝑟 −2𝑥

] .
(4.21)

The linear approximation in [5] also enables a linear mapping for voltage angles,
similar to Equation (4.19). In the rest of this chapter, we will focus on voltage
magnitude and leave the extension to voltage angles as an exercise.

4.5. Real-time estimation
In this Section, we construct the state estimator based on linear least squares
estimation. This method takes in a prior distribution on measured and unmeasured
voltage variables, and updates this in real-time with a limited set of measurements.
To do so, we require the prior statistics of the voltage based on load forecasts
(Section 4.3) and power flow modeling (Section 4.4.2). We first express measured
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and unmeasured voltage variables as a linear function of the net load. We can then
construct the necessary matrices to express the voltage forecast as function of load
statistics.

4.5.1. Voltage as a function of net load
Consider the vector with all the differences in squared voltage magnitude stacked
with the differences in voltage angles over all the branches (i.e. for every set of
adjacent nodes) in the network,

Δ𝑦𝑦𝑦 ≜ [
y − y

⋮
y − y

] ∈ ℝ . (4.22)

With Equation (4.19), we can build a model for all the voltage differences over wires
throughout the network

Δ𝑦𝑦𝑦 = 2 [blkdiag(M ) blkdiag(N )] [
vec(P )
vec(Q )

] = 𝑍𝑍𝑍 𝑆𝑆𝑆 , (4.23)

where 𝑆𝑆𝑆 ∈ ℝ is the vector with real and reactive branch flows stacked vertically,
and 𝑍𝑍𝑍 ∈ ℝ × is a horizontal stack of two block diagonal matrices with the
corresponding 3-by-3 matrices from respectively (4.20) and (4.21). With Equation
(4.16), we can express the branch flows 𝑆𝑆𝑆 in terms of the nodal net loads, which
yields𝑆𝑆𝑆 = 𝒫 𝑠𝑠𝑠, with 𝑠𝑠𝑠 ∈ ℝ a vector with the nodal net loads, real and reactive
power 𝑝 , 𝑞 , 𝑛 ∈ 𝒩 stacked vertically, and 𝒫 ∈ ℝ × a binary matrix in which
a row represents a branch with 1s selecting the nodes downstream of the branch.
We have now expressed the differences in voltage magnitude over all 𝑁 lines in
terms of the nodal load vector,

Δ𝑦𝑦𝑦 = 𝑍𝑍𝑍 𝒫 𝑠𝑠𝑠 ≜ 𝑍𝑍𝑍 𝑠𝑠𝑠 , (4.24)

where 𝑍𝑍𝑍 ≜ 𝑍𝑍𝑍 𝒫 ∈ ℝ × .

Measured quantities
In our actual setting, we do not directly measure voltage differences over all in-
dividual wires. Instead, we place the sensors over a distance spanning multiple
branches and buses. The voltage difference over the path can be rewritten as the
sum of the individual differences of the branches lying on the path. For example,
for a later network with 3 buses, the squared voltage magnitude difference over
the path from bus 0 through bus 1 to bus 2 can be expressed as

y − y = (y − y ) + (y − y )
= 2(M P + N Q ) + 2(M P + N Q )
= 2M p + 2N q + 2(M +

M )p + 2(N + N )q
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Notice that we can form this equation by doing a row operation on Equation (4.24),
i.e. adding up rows 1 and 2 of 𝑍 . Imagine that we have a set of differences that
refer to the placement of our sensors,

Δ𝑦𝑦𝑦 ≜ [
y − y

⋮
y − y

] ∈ ℝ ( ) , (4.25)

with 𝑚 ,… ,𝑚 ∈ ℳ. We can now formulate the equations, by adding up the
differences of all individual lines in between the sensors. I.e., we can formulate a
permutation matrix such that Δ𝑦𝑦𝑦 = 𝒫 Δ𝑦𝑦𝑦, and hence

Δ𝑦𝑦𝑦 = 𝒫 𝑍𝑍𝑍 𝑠𝑠𝑠 = 𝑍𝑍𝑍 𝑠𝑠𝑠 , (4.26)

where 𝑍𝑍𝑍 ≜ 𝒫 𝑍𝑍𝑍 = 𝒫 𝑍𝑍𝑍 𝒫 ∈ ℝ ( )× . This gives us an expression for the
measured quantities as a function of the nodal load vector.

Non-measured quantities - voltage estimation
We are interested to estimate voltage magnitude and angle at all the 𝑁 −𝑀 buses
in the network that are not equipped with a sensor. We aim to do this given a
measurement of the voltage phasor at a limited number of 𝑀 buses in the network,
and forecast statistics on the nodal load vector 𝑠𝑠𝑠. We consider the differences
in voltage between a location we want to estimate and a nearby sensor location.
These differences are collected in a vector Δ𝑌𝑌𝑌 to be estimated as a function of the
load vector 𝑠𝑠𝑠, similar to the construction of the measurement equation:

Δ𝑦𝑦𝑦 = 𝑍𝑍𝑍 𝑠𝑠𝑠 ∈ ℝ ( ) , (4.27)

where 𝑍𝑍𝑍 ≜ 𝒫 𝑍𝑍𝑍 = 𝒫 𝑍𝑍𝑍 𝒫 ∈ ℝ ( )× is constructed in the same way as 𝑍𝑍𝑍
in (4.26). In order to retrieve an estimate of the absolute voltage value, we can
simply take the nearest sensor reading and add/subtract the estimated difference
between the location and that sensor location.

4.5.2. Voltage forecast statistics
We now have that our measurements are voltage phasor differences, i.e. 𝑧 = Δ𝑦𝑦𝑦
and the estimation quantities are other voltage phasor difference, i.e. 𝑥 = Δ𝑦𝑦𝑦 .
Given the linear relationships with the load vector 𝑠𝑠𝑠, we can now derive the statistics
on 𝑧. The mean of 𝑧 is

𝜇 (𝑡) = 𝐸(Δ𝑦𝑦𝑦 ) ,
= 𝐸(𝑍𝑍𝑍 𝑠𝑠𝑠) ,
= 𝑍𝑍𝑍 𝐸(𝑠𝑠𝑠) ,
= 𝑍𝑍𝑍 𝜇 (𝑡) .

(4.28)

Similarly, we have that 𝜇 (𝑡) = 𝐸(Δ𝑦𝑦𝑦 ) = 𝑍 𝜇 (𝑡). The covariance of 𝑧 is

Σ (𝑡) = 𝐸((𝑧 − 𝜇 )(𝑧 − 𝜇 ) ) ,
= 𝐸((𝑍𝑍𝑍 𝑠𝑠𝑠 −𝑍𝑍𝑍 𝜇 (𝑡))(𝑍𝑍𝑍 𝑠𝑠𝑠 −𝑍𝑍𝑍 𝜇 (𝑡)) ) ,
= 𝑍𝑍𝑍 𝐸((𝑠𝑠𝑠 − 𝜇 (𝑡))(𝑠𝑠𝑠 − 𝜇 ) )𝑍𝑍𝑍 ,
= 𝑍𝑍𝑍 Σ (𝑡)𝑍𝑍𝑍 .

(4.29)
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Similarly, we have that the cross-covariance of 𝑥 and 𝑧 is Σ , (𝑡) = 𝑍𝑍𝑍 Σ (𝑡)𝑍𝑍𝑍 . This
yields all the statistics we need to construct the distribution grid state estimator.

4.5.3. Constructing the state estimator
We can now analytically derive the LLSE of 𝑦𝑦𝑦 given measurements 𝑦𝑦𝑦 , as a specific
form of Equation (4.5) presented in Section 4.2.2. For our voltage estimation setting
this yields

𝐿[Δ𝑦𝑦𝑦 |Δ𝑦𝑦𝑦 ] = 𝐸(Δ𝑦𝑦𝑦 ) + …
Σ , Σ (Δ𝑦𝑦𝑦 − 𝐸(Δ𝑦𝑦𝑦 )) ,
= 𝑍𝑍𝑍 𝜇 + …
𝑍𝑍𝑍 Σ 𝑍𝑍𝑍 (𝑍𝑍𝑍 Σ 𝑍𝑍𝑍 ) (Δ𝑌𝑌𝑌 −𝑍𝑍𝑍 𝜇 ) ,

(4.30)

where we dropped the time index for brevity. With 𝐿[Δ𝑦𝑦𝑦 |Δ𝑦𝑦𝑦 ], the voltage esti-
mates can be retrieved as

�̂�𝑉𝑉 = √𝑦𝑦𝑦near + 𝐿[Δ𝑦𝑦𝑦 |Δ𝑦𝑦𝑦 ] , (4.31)

where𝑉𝑉𝑉 denotes a stacked vector with voltages for all buses without measurement,
and 𝑦𝑦𝑦near are the squared voltages at the nearest measured bus for each estimated
bus.

Notice that (4.30) is written in the form Δ�̂�𝑦𝑦 = 𝑓(Δ𝑦𝑦𝑦 ), as all of the other infor-
mation needed to evaluate the estimator are forecast statistics, which are known
a priori. As such, (4.30) uses the statistical information of the net loads 𝑠𝑠𝑠, in com-
bination with the topology and impedance information of the network, to present
a closed-form analytical estimator of voltage differences throughout the network.
This function is linear in the measurements and efficiently computed in real-time.

4.6. Results
4.6.1. Synthetic experiments
Earlier work implemented the distribution grid state estimator on a single-phase
radial network [24]. To validate the estimator on a three-phase network, we used
a modified version of the IEEE 37 bus distribution feeder model [31], depicted
in Figure 4.4. The feeder voltage and power ratings were left unchanged (4.8
kV and 2.5 MVA), as were line segment configuration assignments. We ignored
the transformer at node 775 and the voltage regulator at the feeder head. We
assumed all loads were constant power. The data used in this experiment are
from datasets provided by Pecan Street for educational use [32]. The raw data
contained 15-minute-interval data sampled from July 1, 2013 to September 26,
2016. We aggregated different household time series from the Pecan Street data
set such that the aggregated time series data had a spot load marginally less than
the 3-phase real and reactive spot loads defined by the IEEE feeder model [31]. The
aggregated time series were then used to build a Gaussian Process forecast model
for real and reactive power at each bus, as outlined in Section 4.3. Voltage sensors
were placed at nine different buses, indicated by red hexagons in Figure 4.4. Figure
4.5 shows the result for one time instance. To assess the overall performance, we
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Figure 4.4: IEEE 37 node test feeder model, voltage sensors are indicated with red hexagons.

compute the Average Root Mean Square Error (ARMSE) on the voltages 𝑉𝑉𝑉 that are
not measured,

ARMSE({�̂�𝑉𝑉 [𝑡]} ) = √1𝑇 ∑‖�̂�𝑉𝑉 [𝑡] −𝑉𝑉𝑉 [𝑡]‖ . (4.32)

Figure 4.6 shows the ARMSE metric for all buses. It is bounded by 0.2 p.u. for the
forecasted values and 0.02 p.u. for the estimated values. Notice that buses with
higher forecast errors benefit significantly from the estimation procedure. Buses
that already have a proper accuracy on forecasted values of the order < 0.01 p.u.
do not necessarily gain much from estimation. This can be attributed to the fact
that these errors are in the same order as the modeling errors due to linear approx-
imation, which are carefully studied in a separate paper [5].

4.6.2. Validation experiment on a utility testbed
Here, we apply the method to a network in the territory of Alliander, the largest
Distribution Network Operator (DNO) of the Netherlands serving over three mil-
lion customers. Alliander is experimenting with community electricity storage in
Rijsenhout a suburban village close to Amsterdam, the Netherlands. The project
is called “BuurtBatterij” which translates to “Neighborhood or Community Battery”.
Figure 4.7 depicts the Rijsenhout feeder that houses the battery project. One of the
goals of the community battery experiments is to assess and improve the accuracy
of the available network simulation models. As a part of the community battery
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Figure 4.5: Example voltage profile with forecast and estimation update at all the buses, numbered as
in Figure 4.4.
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Figure 4.6: ARMSE in p.u. for each non-measured bus across all phases. Buses with higher forecast
errors benefit significantly from the estimation procedure. Buses that already have good accuracy on
forecasted values of the order . p.u. do not necessarily gain much from estimation. This can
be attributed to the fact that these errors are in the same order as the modeling errors due to the
estimator’s linear approximation.
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Figure 4.7: GIS view of Alliander’s low voltage network of Rijsenhout. The outlined modeled network
is the network that is considered for the DGSE model. The modeled part of the network consists
of 34 customers. The unmodeled cables are not physically connected to the modeled network. At
the distribution transformer and the community battery both power and voltage are measured. At 12
households, the power was measured. For privacy reasons, their exact location could not be displayed,
but they are almost uniformly distributed along the cable.

experiments, the local low voltage power grid is modeled and measurement data
is gathered.

We apply the state estimation procedure to the network, relying on a feeder
model and real load and voltage measurements. The feeder contains 142 buses, of
which 34 are regular household customers, one is the distribution transformer and
one is the community battery. The other buses are network cable joints. The source
of the network data is the Alliander GIS database, which contains the exact location
and properties of the electricity cables. However, the GIS database does not contain
on which phase each customer is connected, therefore the estimator is constructed
using a balanced single phase model, using the formulation in Section 4.4.1. The
distribution transformer is located at the top of the feeder, and the Neighborhood
Battery is installed at the end of the feeder. Both the transformer and battery
contain SCADA equipment for measuring power and voltage at a 1-second rate.
Of the 34 households connected to this feeder, 12 customers share their power
consumption data with Alliander as part of the community battery project. All data
for building forecasts have been collected at a 1-minute resolution. Customers
with no direct measurement were assigned the residual power load, which was
defined as the total transformer load minus the sum of all measured loads. Each
unmeasured customer was assigned an equal proportional share of the residual
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Figure 4.8: Comparison of forecasted and estimated voltage with real voltage measurement at the
Neighborhood Battery bus.

load. Note that this introduces some error in the forecast procedure.
Figure 4.8 shows the results of applying SE and comparing the predicted and es-

timated voltage drop at a particular bus with real voltage measurements. Observe
that the estimated values provide a significant improvement over the forecasted
values, showing agreement with the actual values. The improvements are partic-
ularly strong for larger voltage deviations, providing critical information for safety
procedures. At certain times the estimation does not improve accuracy, which has
two explanations. Firstly, for smaller voltage deviations, modeling errors due to
linearization of power flow are more dominant, as mentioned above. Secondly, the
effect of limited real-time voltage sensors (in this case only 2 out of 140 buses)
provides significant but limited improvement due to limited observability of all load
flow scenarios in the network. This challenge requires revisiting the notion of net-
work observability, which is discussed in Section 4.7. Similar to the IEEE synthetic
experiment, SE significantly reduces the ARMSE across all buses in the network,
on average by 60%. Given the difficulty of predicting the power consumption of
individual househoulds due to their variability, this result is useful for DSOs in im-
proving the fidelity of their forecasting data with limited sensing capabilities, which
is a likely context in most networks for the foreseeable future. As such, Alliander is
implementing SE algorithms in their critical calculations, and aim to use the data for
optimal sensor placement, cable health monitoring, real time overload predictions,
and control of voltage and power flow.

4.7. Suggestions for observability analysis and sen-
sor placement

Network observability characterization for state estimation using the weighted least
squares (WLS) approach (as in (4.2)) was derived by Monticelli and Wu for settings
that assume the DC approximation [33]. Gómez Expósito and Abur proposed an
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approach for general nonlinear measurement equations, which involves taking the
first order Taylor approximation and can be used to include current magnitude mea-
surements [34].

In contrast to the conventional methods, our state estimator does not require
solving a WLS problem. Instead of using the Taylor approximation for a fully non-
linear power flow model, we have expressed both our measurements Δ𝑦𝑦𝑦 and our
estimation variables Δ𝑦𝑦𝑦 as a linear function of the load vector 𝑠𝑠𝑠. Assuming we
have access to a load forecast 𝜇 for all nodes in the network, we can argue that
the voltage forecast 𝑍𝑍𝑍 𝜇 itself is well-defined and provides full prior observability;
given statistical information for all loads, the mapping from load forecast to voltage
forecast is well-posed.

As covered in Section 4.2.2, our estimator is a LLSE which is equivalent to pro-
jecting the estimation variable Δ𝑦𝑦𝑦 onto the set of linear functions of the mea-
surement Δ𝑦𝑦𝑦 , which can be interpreted as the best linear unbiased estimator,
assuming the linear power flow model is unbiased. The projection is a result of the
assumption that the estimation step considers a limited number of sensors 𝑀 < 𝑁,
which in the context of network theory means this step will never be able to capture
all changes in the estimation variables. That said, it is possible to determine a sen-
sor placement that allows the measurements Δ𝑦𝑦𝑦 to capture a maximum amount
of information about the estimation variables Δ𝑦𝑦𝑦 .
Definition 4.7.1. A load profile 𝑠𝑠𝑠 ∈ ℝ is observable if 𝑠𝑠𝑠 ∈ ℛ (𝑍𝑍𝑍 ) (row space of
the measurement matrix). For any 𝑠𝑠𝑠 = 𝑠𝑠𝑠 + 𝑠𝑠𝑠 , with 𝑍𝑍𝑍 𝑠𝑠𝑠 = 0 and 𝑠𝑠𝑠 ∈ ℛ (𝑍𝑍𝑍 ),
such that 𝑍𝑍𝑍 𝑠𝑠𝑠 = 𝑍𝑍𝑍 𝑠𝑠𝑠 , we say that 𝑠𝑠𝑠 , 𝑠𝑠𝑠 are the observable and unobservable
parts of the load profile.

Our aim now is to design an estimator that minimizes

Δ𝑦𝑦𝑦 − 𝐿[Δ𝑦𝑦𝑦 |Δ𝑦𝑦𝑦 ] ≈ 𝑍𝑍𝑍 𝑠𝑠𝑠 − (𝑍𝑍𝑍 𝜇 +𝑍𝑍𝑍 (𝑠𝑠𝑠 − 𝜇 , ))
= 𝑍𝑍𝑍 (𝑠𝑠𝑠 − 𝑠𝑠𝑠 ) +𝑍𝑍𝑍 (𝜇 , − 𝜇 )
= 𝑍𝑍𝑍 (𝑠𝑠𝑠 − 𝜇 , ) ,

(4.33)

with respect to some metric over all relevant load scenarios. Here, 𝑠𝑠𝑠 and 𝑠𝑠𝑠 are
the observable and unobservable parts of the load profile 𝑠𝑠𝑠, with respect to the
mapping Σ 𝑍𝑍𝑍 (𝑍𝑍𝑍 Σ 𝑍𝑍𝑍 ) 𝑍𝑍𝑍 . Notice that as Σ and (𝑍𝑍𝑍 Σ 𝑍𝑍𝑍 ) are both full
rank square matrices, the null space of the mapping is fully characterized by the null
space𝒩(𝑍𝑍𝑍 ). A desired property is for the part of the load profile that is unobserv-
able in the measurements to be insignificant, or equivalently also unobservable in
the estimated variables, and thereby in the null space of the estimation matrix 𝑍𝑍𝑍 .
This means that whatever information is lost by the projection by measurement
matrix 𝑍𝑍𝑍 does not contribute to changes in the actual values of the estimation
variables Δ𝑦𝑦𝑦 . In mathematical terms, we hence may want the null spaces of 𝑍𝑍𝑍
and 𝑍𝑍𝑍 to intersect as much as possible. This can be formulated as the following
optimization problem:

min
,

dim𝒩([ 𝑍𝑍𝑍𝑍𝑍𝑍 ]) − dim𝒩(𝑍𝑍𝑍 ) . (4.34)
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Note that 𝑍𝑍𝑍 ,𝑍𝑍𝑍 are both determined by the sensor placement. Alternatively, given
a data set Ξ of historical load profiles, we can formulate a data-driven sensor place-
ment approach which minimizes

min
,
∑
∈
‖𝑍𝑍𝑍 (𝐼 − 𝒫 )𝜉‖ , (4.35)

where 𝒫 = 𝑍𝑍𝑍 (𝑍𝑍𝑍 𝑍𝑍𝑍 ) 𝑍𝑍𝑍 is a projection matrix. Equation (4.35) should be
read as trying to minimize the extent to which the parts of all historical load profiles
that are unobservable with respect to 𝑍𝑍𝑍 affect the value of Δ𝑦𝑦𝑦 . This approach
allows the DSO to prioritize important load flow scenarios that are more safety-
critical, by weighting these differently, yielding

min
,
‖𝑍𝑍𝑍 (𝐼 − 𝒫 )Ξ𝑊‖ , (4.36)

where 𝑊 is a diagonal weight matrix. The above sensor placement strategies are
here presented as suggestions. A rigorous analysis of these is left as future work.

4.8. Conclusion
This chapter addressed the challenge of formulating a distribution grid state esti-
mator, for scenarios where fully observed sensor arrangements are not yet feasi-
ble, and load forecasts may be subject to large uncertainties due to lack of access
to data. Building on preliminary work for single-phase networks, we derived an
algorithm that exploits the information in load forecasting and feeder models to
construct prior statistics of relevant voltage variables. We then used a Bayesian
approach, in the form of the linear least squares estimator, to update prior voltage
statistics in real-time based on measured deviations at a limited set of voltage sen-
sors. We applied the method to a benchmark IEEE network and on a real testbed
in the Netherlands and showed its ability to provide accurate voltages estimates
using limited historical data and real-time sensors. As such, the method is highly
applicable in the typical distribution network setting in which data and sensing will
remain limited for the foreseeable future.
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5
Analysis of energy transition

impact on the low voltage
network using stochastic load

and generation models

The energy transition poses a challenge for electricity distribution network
design as new energy technologies cause increasing and uncertain network
loads. Traditional static load models cannot cope with the stochastic nature
of this new technology adoption. Furthermore, traditional non-linear power
method have difficulty to evaluate very large networks with millions of ca-
bles, because they are computationally expensive. This chapter proposes a
method which uses copulas for modeling the uncertainty of technology adop-
tion and load profiles and combines it with a fast linear load flow model. The
copulas are able to accurately model the stochastic behavior of solar irradi-
ance, load measurements and mobility data, converting them into electricity
load profiles. The linear load flow model has better scalability and stability
compared to traditional load flow models. The models are applied to a case
study which uses a real world dataset consisting of a realistic technology
adoption scenario and a low voltage network with millions of cables, which
considers both voltage and current problems. Results show that risk profiles
can be generated for all cables in the network, resulting in a valuable map
for the district network operator as to where to focus their efforts.
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5.1. Introduction
The energy transition poses a challenge for electricity distribution network design as
new energy technologies cause increasing and uncertain network loads. Distributed
energy generation becomes more common as Photovoltaics (PV) get cheaper, shift-
ing electricity production from predictable large plants to consumers [1]. Addition-
ally, consumers are electrifying their transportation and heating needs with electric
vehicles (EV) and heat pumps (HP). Each of these techniques has a significant
impact on the residential electricity consumption [2].

Distribution network operators (DNO), which are responsible for maintaining the
medium and low voltage (LV) network, are trying to determine the exact impact of
these technologies. This is especially challenging on a low voltage level, given that
the technology adoption of individual customers is hard to predict. Furthermore,
because of their vast size, the impact on urban low voltage networks is hard to
simulate.

For predicting the increasing and uncertain loads, this chapter proposes a method
which uses copulas for modeling the uncertainty of technology adoption and load
profiles. For determining the impact on the low voltage network, a fast linear load
flow model is described. The copulas and load flow models are combined in a case
study considering a large real world low voltage network. Results show that risk
profiles can be generated for all cables in the network, resulting in a valuable map
for the district network operator as to where to focus their efforts.

5.1.1. Related work
Traditionally, the impact of load on low voltage networks is determined by evaluat-
ing a single deterministic peak load. This peak load is determined via a Velander
approximation [3] which accounts for peak load covariance between consumers.
While this approach is straightforward and requires relatively little data, it can-
not cope with the uncertain and irregular load profiles caused by the adoption of
new energy technologies [2]. In more recent literature, probabilistic approaches
are the norm for assessing low voltage networks. With a probabilistic peak load,
it becomes possible to make risk-based decisions and consider multiple planning
alternatives [4]. Considering residential load, many probabilistic load models are
designed bottom-up [5–7], starting at individual appliance level and their opera-
tional states, and combining these into a specific model for each house. While
accurate, bottom-up require information on a household level, which is generally
not available by DNOs. Furthermore these models have a high modeling intensity,
i.e. they require many individual variables and parameters to be modeled correctly.
This necessitates the use of additional assumptions and renders them impractical
for application [8]. Conversely, spatial load forecasting methods based on histor-
ical growth data can be employed such as [9]. However, this approach lacks the
possibility to evaluate different future scenarios, due the absence of modeling the
underlying drivers for changes in load.

Other work focuses on probabilistic simulation through random sampling from
measured datasets, e.g. [4, 10, 11]. Either electric load profiles are sampled di-
rectly, or profiles of different variables (e.g. heat demand, or solar irradiance) are
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sampled and converted to electric load. While these approaches allow for ease of
use and low modeling intensity is required, they are very dependent on the actual
values that occurred by chance in the used datasets.

The statistical modeling of measurement data related to electricity networks
and energy technologies such as PV, EV, and HP has been discussed in for instance
[12–17], using various distribution functions. However, all these models show ap-
plicability only to one specific set and no mention is made of generalizability to other
data.

Another major point in the statistical modeling of load profiles is dealing with
the inherent correlation between time steps. This effect can be accounted for by
copulas [18], which are the basis of this chapter. Copulas can be used to model
the correlation structure between different random variables, allowing for separate
modeling of the correlation and the marginal distributions. Copulas have been
successfully applied to modeling loads in power system studies [19–23], most often
focusing on modeling wind power generation.

5.1.2. Contributions
This works adds to the existing research on load and generation modeling by ex-
tending and implementing a flexible modeling method that is able to model the
statistical behavior of load profiles and is applicable to a variety of data. Existing
methods to model stochastic load profiles are often specifically tailored to a single
application, requiring information and data on a very low level to accurately model
the behavior. In low voltage network planning such low level information is usually
not available, making the models infeasible for use without relying on additional
assumptions. Moreover they are difficult or impossible to adapt to different tech-
nologies, limiting their efficient use in large scale network planning which needs
to include many different load components. Our method allows for an accurate
and standardized way to model the electric load behavior of different connections
and technologies, and can therefore be incorporated in existing network planning
processes with relative ease.

Furthermore, stochastic load models are created for residential load, PV, EV and
HP, yielding insight into their electrical behavior and the uncertainties herein. The
profiles are generated by first modeling the statistical behavior present in different
measurement datasets and subsequently modeling the electric load based on the
statistical representation of the data. Additionally, we show that these profiles
are accurately modeled using the proposed methodology. The models also include
different correlations which are, specifically temporal correlations for residential load
and PV generation, correlations between travel distance and arrival and departure
times for EV charging, and the combined correlation with time and temperature for
HP load. We also show that the use of a single combination of probability distribution
functions (Gaussian mixture models with t-copulas) can effectively model many
different datasets.

The stochastic nature of the load models puts a higher computational burden
on simulations using these models. To be able to effectively apply the models in
large scale network simulations, a fast network analysis methodology is therefore
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Figure 5.1: Diagram of the steps for generating the correlated load models.

discussed and applied in the final sections of this chapter. This analysis methodology
allows for fast and detailed analysis of large network areas (e.g. two to three million
connections). We demonstrate that by using this analysis methodology it becomes
feasible to apply more detailed load models also for large scale network evaluations,
which might previously have been limited by unacceptable computation times.

5.1.3. Chapter outline
In the next section first the general profile modeling methodology will be discussed.
Then we show the application, fitting and output of an application of the method-
ology to different sets of measurement data. The methodology is applied to create
individual profile models for current residential load, PV, EV and HP. In the subse-
quent section, the models are applied in a large scale network analysis using a fast
and efficient loadflow algorithm. Here the uncertain impacts of an energy transition
scenario are shown on the real-world LV network area of a distribution grid opera-
tor. Finally, the chapter concludes with several conclusions and recommendations
regarding the proposed models and their application.

5.2. Stochastic profile modeling
5.2.1. Methodology
The modeling of the load and generation profiles is based on a method proposed
by [24]. In this work the original method is extended with several modifications to
allow the generation of load profiles based on measurements of different variables.

The core of the methodology is a two-stage approach to the modeling of stochas-
tic correlated variables. First the marginal distributions of the data variables are
modeled using Gaussian mixture models (GMMs), while the correlation structure of
the variables is modeled separately using copula functions. This detachment of the
marginals and the correlation allows for a flexible modeling method, which can be
effectively applied to a variety of data.

The different steps in the modeling methodology are detailed in Fig. 5.1. In
the first step the measurement data are structured and preprocessed to remove
missing values. Then the data are clustered by quarter hour of the day, per day
type (week or weekend) and per month. Consequently, GMMs are fit to model
the marginal distribution of each quarter hour. The data are then transformed to
uniform distributions using the CDF transform as in [25] and a copula is fit to the
multivariate uniform distribution. To generate profiles first samples are generated
from the copula functions, which are then converted back to the original scale of
the marginal distributions using the inverse CDF transform.

Accuracy of the stochastic models is evaluated by the Continuous Rank Prob-
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ability Score (CRPS), which is an often used score in ensemble forecasts [26]. It
compares the difference between a forecast CDF and the empirical CDF. Additionally
the Root Mean Square Percentage Error (RMSPE) [27] is used to evaluate average
output profiles to the measured average to quantify the level forecast error in the
output model. A relative measure is used to judge the fit to the shape of the profile,
as the absolute values between (15-min) clusters may vary significantly.

More details about the modeling technique can be found in [24], in the next
paragraphs the individual steps will be explained more in-depth by applying the
method to several datasets. The used datasets contain electric residential load
profiles, solar irradiance measurements, mobility data and heat pump electric load
measurements.

5.2.2. Residential load
First we consider the modeling of the base residential load, which is the current
load of households without any PV, EV and/or HP system installed. The dataset
used for this is an open data set of smart meter data of residential loads in 2013
[28]. This dataset contains recorded 15-min average energy consumption values
for 80 households for a whole year. The households in this dataset vary from
apartments to detached houses, with a gas connection for heating and cooking,
and a wide range in yearly electricity consumption varying from 1000 to over 6500
kWh. Moreover, the households also do not have any energy transition technologies
already installed.

Data and preprocessing
To analyze and model the statistical behavior the measurements are first clustered
into groups, based on time of day, day type (week- or weekend day) and month
of the year. This partitioning is based on the seasonality of the load and time of
use behavior of residential consumers [7, 29]. Each cluster now consists of all
measurements for all households for all week- or weekend days in a specific month
at a specific 15-minute time interval (e.g. the time interval of 12:00 - 12:15h for
all weekend days in June). This results in 12 months x 2 day types x 96 quarters
= 2304 clusters with each around 1700 and 700 measurements for week- and
weekend days respectively. Fig. 5.2 illustrates the behavior of the residential load
over time and the stochastic variation at specific time instants. The mean profiles
in Fig. 5.2a show a clear daily cycle, with a peak at 18:00h of approximately 0.9 kW
in the winter and 0.5 kW in summer. The wide confidence interval around the mean
indicates a large spread in individual load values, which is more detailedly displayed
in Fig. 5.2b and 5.2c which show the distribution of the load at two chosen 15-min
intervals.
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Figure 5.2: Load behavior in winter and summer. (a) mean profiles and 90% confidence interval around the mean, (b) and (c) stochastic behavior of load
at specific time intervals.
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Figure 5.3: Fitting of mixture models to measurement data at four time intervals. (a) The BIC values of the GMMs for an increasing number of components,
(b) PDFs of data and model fit using the optimal number of components.
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Figure 5.4: Comparison of measured and generated profiles for two week- and weekend days in January
for 30 (top) and 300 (bottom) households.

Model fitting
Firstly, GMMs are fit to the measurement data to obtain the marginal distributions of
each individual quarter of an hour. The optimal number of components of each GMM
is selected by evaluating at what number the Bayesian Information Criterion (BIC)
is minimal. Fig. 5.3a shows the evaluation of the BIC for GMMs with an increasing
number of components, for several quarter of an hours in January. For all clusters
the optimal number of components varies between 3 and 7 components. Fig. 5.3b
show the fit of four of the mixture models to their respective data, by comparing
the probability density function (PDF) of the GMM to the measured data, indicating
a good fit and showing no signs of overfitting. CRPS values of the different clusters
are also low, 0.01 kW on average, ranging from 0.002 to 0.02 kW.

Next, a transformation is applied to transform the data to (approximate) uniform
distributions with a range between [0,1] by using the probability integral transform
[18]. Copulas are fitted for modeling the dependence structure for all points in time
for a each day-month date-type (e.g. a weekday in January). Different families of
copulas [18, 30] were considered and their ’goodness of fit’ was tested based on
the log-likelihood of the transformed data points. For all studied cases, the t-copula
produced the best overall results. Subsequently, these copula functions can be used
to generate daily load profiles.

Profile generation and evaluation
By using the copulas, correlated samples are generated. The samples are obtained
from day profile with a 15-minute interval resulting in 96 correlated time steps per
day. The generated samples are normalized on a [0,1] range and to transform the
samples back to their original scale (representing their actual power values present
in the data) an inverse CDF transformation with the marginal distributions was
applied. Given that the CDF of mixture distributions cannot be obtained analytically,
we opted for a two-step numerical method. First the marginal CDFs were generated
with small discrete steps. Subsequently a line search was performed resulting in
the correctly scaled power values.
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Profiles can be now generated which represent the statistical behavior and cor-
relations present in the original dataset. Fig. 5.4 shows a comparison of measured
and generated profiles for 30 and 300 random household profiles for four days in
January. By visual inspection, the model appears to represent the time behavior
and peak load well. The probability density distribution of the load for a full year
is shown in Fig. 5.5, indicating a proper capture of the stochastic yearly behavior
by the model. Further, the correlation factors between quarters of an hour of the
measured and modeled profiles are compared in Fig. 5.6, again demonstrating a
good representation of these correlations by the model with a root mean squared
error (RMSE) of 0.05.

Due to the flexibility of the GMMs and copulas, profiles can be generated for PV,
EV and HP technologies in a similar fashion. However, for each of these cases some
technology specific adaptations are required to achieve proper load- or generation
profiles. The next sections will focus on these extensions of the proposed method
for each technology.

5.2.3. Photovoltaics
The power output of a PV system depends on the effective solar irradiance on
the surface of the panels. This is affected by several factors such as the actual
irradiance levels, the changing angle of the sun over the day (and year), and the
orientation and inclination angle of the panels [31]. To model the PV output, we
first model the irradiance profiles and subsequently convert the irradiance values
to an instantaneous power output.

Data and model fit
The modeling of the irradiance profiles is based on measurements of the solar ir-
radiance for a period of 10 years from four weather stations in the Netherlands,
obtained from the openly available meteorological data of the Dutch Royal Meteo-
rological Institute (KNMI) [32]. The data is clustered per 15-minute interval of the
day for each specific month (the distinction between week- and weekend days is
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obviously not made), resulting in 12 months x 96 quarters = 1152 clusters with
each around 1300 measurements. Fig. 5.7 shows the fit of six mixture models to
their respective data clusters for morning, noon and evening clusters in January
and June.

Model fitting
Next we again first model the marginal distributions of each individual quarter of an
hour. Because there is no or negligible irradiance during night we only fit models
on quarters between (nautical) dawn and dusk1. Evaluation of the optimal number
of components showed the optimal performance for 2 to 4 components, depending
on the time of day and year. Fig. 5.7 shows the fit of six mixture models to
their respective data clusters for morning, noon and evening clusters in January
and June. The densities of the fitted mixture models show to track the stochastic
behavior of varying levels of irradiance well, with an average CRPS of 0.011 kW/m2
for summer days and 0.050 for winter days.

To model the correlation between solar irradiance at different time intervals
of the same day copula functions are then fit to the transformed distributions of
the data. The correlation matrices of the solar irradiance are constructed for the
quarters between dawn and dusk for each month and the remaining correlation
values are fixed at 0. Analyzing different model copula function fits showed the
t-copula to also provide the best fit for solar irradiance data.

Profile generation and evaluation
By sampling values from the copula functions and transforming these back using
the GMMs, stochastic irradiance profiles can be generated. Fig. 5.8 shows a com-
parison of averaged measured and generated profiles of 30 and 300 random two
day profiles in summer and winter, indicating the model closely represents the mea-
sured profiles. The respective RMSPE values of the summer and winter profiles are
2.9% and 5.3%.

1Nautical dawn and dusk are the moments when the sun is 12 degrees below the horizon, around this
time the irradiance may become large enough for PV installations to start producing.
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Figure 5.7: PDFs of data and fitted mixture models for irradiance measurements at three time intervals in summer and winter.
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Figure 5.8: Comparison of measured and generated profiles of 30 (top) and 300 (bottom) random two day profiles in summer and winter
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To obtain profiles of the power output of a PV system the global irradiance
profiles are converted to the irradiance on an inclined surface using the calculation
methods from [31],[33] and [34].

5.2.4. Electric vehicles
To model electric vehicle’s charging profiles a modified approach is used, as rather
than fitting the marginal distributions directly to measured charging profiles, we
model arrival times and trip distances and convert to electric load profiles after-
wards. This has several reasons, firstly because data on mobility is openly available
for many countries, this way of building up the models is more generically applicable
than by relying only on measured charging profiles which might not be available or
not representative enough. Secondly, (in absence of some smart charging scheme)
the charging profiles of electric vehicles usually take the form of block shaped curves
with an event-based character, i.e. either charging at full power, or not charging.
A stochastic representation of these profiles would look like a combination of Dirac
(delta) functions at zero and full charging power, which are not well representable
by a gaussian mixture with non-zero variances. Thirdly, the charging profiles would
change with varying charging rates or when implementing smart charging to shift
charging time and alter power consumption levels, this can more easily be inte-
grated in this way.

Data and model fit
The load profiles of electric vehicles are based on surveyed mobility data from
a Dutch Mobility research [35]. The dataset contains over 30.000 journeys by
car, made by over 11.000 individual persons. From this dataset, the arrival and
departure times, and distances traveled are extracted and modeled. To implement
a (from a network perspective) worst-case situation, we order the data such that all
persons are assumed to charge their car battery after the last homebound trip and
the total energy needed is based on their cumulative distance traveled that day.
Hereby it is assumed that the battery capacity in each car is sufficient for the total
distance driven that day. The surveyed and modeled distributions of the departure
and arrival times, and the distance traveled are shown in Fig. 5.9.

Model fitting
The surveyed and modeled distributions of the departure and arrival times, and the
distance traveled are shown in Fig. 5.9. The plots again show a good tracking of the
marginal stochastic behavior of the different variables, which is further supported
by the low Continuous Ranked Probability Score (CRPS) values of 0.11 and 0.08
minutes, and 10.2 meters for respectively departure time, arrival time and distance
traveled.

Profile generation and evaluation
By sampling from the fitted copula functions and applying the previously described
transformation, combinations of departure time, arrival time and travel distance
are generated. Using the average efficiency of currently available electric vehicles,
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Figure 5.9: PDFs of data and fitted mixture models for first departure time, last home arrival time and
cumulative distance traveled.

the power consumption while driving is assumed to be 6 km/kWh [36]. Given the
available information on traveled distance, the total required energy each trip is
calculated. These energies are then converted in profiles by assuming a charge
rate of 3.6 kW, which corresponds to the single phase residential charge power.
With the final assumption that people start charging their car at full power at the
time they arrive at home, representative charging profiles have been be generated.
Figure 5.10 shows individual and aggregated profiles for residential EV charging.
The average charging duration is roughly 2.5 hours, which aligns with the average
travel distance of 54 kilometers. The bottom graph shows a comparison of the
average simulated charging profiles to the average of measured profiles from a
dataset provided by ElaadNL. This dataset contains measurements EV charging at
428 (semi-)public charging stations in the Netherlands for a full year in 2017. From
this dataset the charging stations which are located in residential areas and that did
not show charging peak in the morning (to exclude charging when arriving at work)
were selected for comparison, furthermore the set was filtered to include only day
profiles with at least one charging session.

Overall the general shape of the profiles is similar, however the simulated profile
has a lower peak, which also occurs a bit earlier in the day compared to the mea-
sured profile. The differences may be related to the fact that the measured profiles
are from (semi-)public charging stations, and not from actual residential consumer
connections, this might cause a different charging behavior at individual stations.
For instance, as the charging stations are in the public space multiple cars may
connect on a single day, for usually shorter charging duration, and some stations
are less regularly used than would be expected for a private residential charging
station. Also the driving behavior of the average EV driver in the recent past would
not necessarily resemble the the average overall driving behavior of the current
Dutch car fleet, e.g. the difference in peak suggests that on average current EV
drivers arrive at home a bit later than the overall average driver.
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Figure 5.10: Individual and aggregated profiles for charging of electric vehicles, at a charging rate of
3.6 kW.

5.2.5. Heat pumps
For modeling the electrical loads of heat pumps, measurements from the Your En-
ergy Moment project [37] was used. Because the heating demand is also strongly
influenced by the outside temperature the interdependency between electric load,
time of day and temperature will be modeled to obtain realistic profiles.

Data and preprocessing
The used measurements consist 15 minute intervals of the electric load of 37 heat
pumps during one year, along with the temperature at each time interval. The heat
pumps used in the pilot project had a two-step compressor with two power levels,
1 kW regular heating needs and 1.8 kW for tap water. For households with higher
or lower heating demand we assume the installed power of the heat pump will be
sized accordingly, thus the overall usage profile remains identical only the actual
power consumption changes. The data are again clustered per month, day type
and quarter of an hour of the day.

Model fitting
In Fig. 5.11, the PDF of the electric load of a heat pump is shown for evening time
in winter. Three distinct peaks can be discerned, signifying the three general states
of operation of the heat pump: off, room heating/cooling, and tap water heating.
During the off-state, a small amount of power is still being used to keep the water
flowing through the system. The other two peaks occur around the compressor
steps of the heat pump, the variance being caused by the change of operation
state during the measured 15-min intervals.

Once again, copula functions are used to model the correlations present in the
dataset. For the heat pump case, besides the autocorrelations of the load itself, also
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Figure 5.11: Measured and fitted PDF of heat pump electric load during winter evening, showing three
peaks at the levels of power usage for the different operating states.

the correlation between load and outside temperature will be taken into account.
Fig. 5.12 shows the correlation matrices of the load vs. load (Fig. 5.12a) and the
temperature vs. load (Fig. 5.12b). The autocorrelation of the load is character-
ized by high correlation factors for subsequent time intervals, degrading for time
intervals further away. The correlation between load and temperature is negative
(higher temperature equals lower load), with the largest correlations in late night
and early morning, and late evening time intervals, indicated by the darker shading
in the figure. Notably, the correlation of the load with the temperature during the
afternoon is much lower, and for time intervals further apart virtually non-existent.
The correlation factors between load and temperature appear relatively low. This is
mainly caused by two reasons. Firstly, the fact that only for relatively low temper-
atures (<5 degrees Celcius) the correlation is decidedly higher. For moderate and
high temperatures the correlation quickly drops. Since the correlation plot shows
the average correlations over the entire year, the moderate temperatures make up
a large portion of the dataset, resulting in a low overall correlation. Secondly, The
electric power use of the heat pumps is partially used for tap water heating. This
type of heat demand has a much lower correlation with outdoor temperature and
is much more dependent on the time of day.

Profile generation and evaluation
By sampling from the copula functions random load-temperature profiles can be
generated. Fig. 5.13 shows the average load and temperature profiles generated
with the models compared to the measured averages. The model shows to provide
a good representation of the measurements, with an RMSPE of 2.7% for the winter
load profile and 5.1% for the summer profile. The average aggregated peak load
occurs in the early morning and is approximately 0.65 kW.

To apply these stochastic models for large scale network evaluations they will
be incorporated in a linear network model as described in the next section.
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Figure 5.12: Correlation of power consumption at different time intervals, with darker shading indicating
a larger magnitude of the correlation factor. (a) autocorrelation of electric load, (b) correlation of load
with temperature.
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Figure 5.13: Average heat pump load and temperature profile during winter and summer.

5.3. Evaluating a large low voltage electricity net-
work

This section introduces a linear network model which is suitable to evaluate very
large low voltage distribution networks [38, 39]. Contrary to the models presented
in the previous section, the proposed load flow approach is deterministic. Therefore
a Monte Carlo approach is applied to simulate the impact of the stochastic peak
loads. The general load flow modeling approach is displayed in Figure 5.14 and
is described more thoroughly in [38, 39], where also its accuracy is assessed on
a test bed. Additionally, high-efficiency solvers for this load flow formulation are
considered in [40, 41].

In calculating power flows in distribution networks, it is sufficient to use a steady
state electrical model. The most common way to calculate these properties is by us-
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Figure 5.14: Diagram of the steps for solving the linear load flow problem.

ing a load flow model [42, 43]. The consumer load is traditionally modeled by com-
bining constant power, constant current and constant impedance load models[43].
The constant power model (i.e. the network power load is independent from the
network state) is most commonly used. However, while using a constant power
load the load flow model is non-linear, which makes simulating large networks chal-
lenging due to increasing computational time and convergence problems [41].

To create a load flowmodel which is capable of modeling very large networks, we
only use a constant impedance model. This results in a fast linear model, which is
still sufficiently accurate [38, 40] and over 8 times faster than a non-linear approach
[40].

An example constant impedance network is displayed in Figure 5.15. This net-
work consists of two impedances which represent the consumer loads and a swing
bus which represents the connection to the medium voltage grid. The customers
are modeled as an impedance which is directly connected to the ground. No current
enters/leaves the network at the cable joints and the influence of the transformer
is neglected.

To create the constant impedance model as in Figure 5.15, all load is converted
to an equivalent impedance:

𝑍eq = 𝑈 ,ref/𝑃user ∀𝑛 ∈ 𝒩 (5.1)

In the formula above 𝑍eq is the equivalent impedance representing the load,
𝑃user is the consumer load, 𝑛 is an index which corresponds to the bus to which
the consumer is connected and 𝑈 ,ref is a reference voltage at the location of the
consumer. Given that the actual voltage at the consumer’s location is not exactly
known, the reference voltage is set to the nominal voltage. This assumption intro-
duces a small but acceptable error [38, 40]. The consumer load was assumed to
have a power factor of 1.

The grid is described by a graph. The graph 𝐺 is defined as 𝐺 = (𝒩, ℰ). Here
𝒩 represent the network buses and ℰ are the network edges/lines. The modeling
objective is to calculate the nodal voltages 𝑈𝒩 and the cable currents 𝐼ℰ.

The starting point is Ohm’s law, with which the nodal voltages and bus currents
can be determined:

𝐼𝒩 = �̄�𝑈𝒩 (5.2)
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Figure 5.15: An example low voltage distribution network (left) and its corresponding and ℰ matrices
(right).

𝐼𝒩 is the bus current i.e. the current that enters/leaves the network and �̄� is
the ’admittance matrix’, which can be obtained by [44]:

�̄� = 𝐴𝑍ℰ 𝐴 (5.3)

𝐴 is the network directional connection matrix. Here a matrix row represents a
network bus and a column represents a network line. Each line has no more and no
less than one starting and one end point. These points are denoted by ‘1’ and −1
respectively. Because of the quadratic nature of 5.3, the interchanging the minus
sign between buses will result in the same admittance matrix �̄�. 𝑍ℰ is a diagonal
matrix with a diagonal containing the inverse of the impedance of each line (ℰ).

Since neither 𝐼ℰ and 𝑈𝒩 are completely known, solving (5.2) requires some
extra steps. One way to efficiently solve this problem is to segment the matrices
and solving two separate sub-problems. If one sorts 𝐼𝒩, �̄� and 𝑈𝒩 so that all swing
and ground buses are ∈ 𝑈 , then the problem can be written as:

𝐼𝒩 = [
𝐼
𝐼 ] , �̄� = [

𝐾 𝐿
𝐿 𝑀] , 𝑈𝒩 = [

𝑈
𝑈 ] (5.4)

At regular network buses 𝐼 is equal to 0̄ as no currents enter/leave the network.
𝑈 , which contains all the voltages at the swing/ground buses, is completely known.
This results in the following load flow problem:

[𝐼0̄ ] = [
𝐾 𝐿
𝐿 𝑀] [

𝑈
𝑈 ] (5.5)

A practical way to obtain 𝑈 is:

𝑀𝑈 = −𝐿 𝑈 (5.6)
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This equation can be defined as the standard matrix equation 𝐴𝑥 = 𝐵, which
can be solved by many of-the-shelf solvers. This formulation is efficient enough to
be solve networks with millions of cables as will be demonstrated in Section 5.3. It
is possible to increase the load flow speed with the numerical techniques described
in [40].

Once all voltages are known, the cable currents can be obtained using:

𝐼ℰ = 𝑍 𝐴 𝑈𝒩 (5.7)

A major advantage of the described linear approach is that it is susceptible to
convergence problems which can occur by using non-linear models [43, 45]. These
unfeasible solutions tend to happen more often in large networks with high loads.
Given that network matrices with over 22 million cables always contain some errors
and loads increase due to the energy transition, applying a linear model is a logical
choice.

5.4. Case study: Congestion in a large real-world
low voltage power grid

The objective of this case study is to find the number of overloaded cables and
voltage problems in a large LV grid, using the stochastic peak loads generated from
the copula models. An diagram giving an overview of the case study is presented in
Figure 5.16. An overload problem is defined as a peak load current which is higher
than the rated capacity of the corresponding cable. A voltage problem is defined
as a voltage drop of more than 4.5% of the nominal voltage on the LV network, as
in accordance with DNO policy.

For simulating the impact of new energy technologies on the distribution net-
work, the network of the Dutch DNO Alliander was studied. Alliander DNO is the
largest DNO of the Netherlands serving three million consumers. It is responsible
for maintaining the Medium Voltage and Low Voltage distribution network. The LV
network which is considered in this chapter has more than 80,000 km of cables and
over 38,000 MV/LV transformers. The network spans roughly 1/3rd of the Dutch
distribution network and is described with 22 million cable segments. The low volt-
age network operates on 400V/230V and is modeled as a single phase balanced
network.

The Dutch power grid is very similar to many other European/US grids, but has
a few distinguishing properties, which make this work more relevant. In contrary
to most other countries, almost all electricity cables in the Netherlands are under-
ground. This is mainly motivated by the fact that the Netherlands generally has a
soft, non-rocky soil. While it greatly increases the network’s resistance to stormy
weather, it has as downside that it is very expensive to replace cables, making the
planning methods of this chapter indispensable.

Furthermore, since the Netherlands is very densely populated, the low voltage
part of the power grid is very large. An average MV/LV transformer has over 100
consumer connections, a 120-630kVA power rating and over 2.5km of cable. This is
a major difference to, for example, a rural US network, where a MV/LV transformer
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Figure 5.16: Diagram giving an overview of the steps performed in the case study.

often serves less than five consumers, has a power rating of less than 50kVA and a
few hundreds of meter cable. Because of the vast size of the studied LV grid, this
case study is of great value for DNOs which operate in densely populated areas.

5.4.1. General approach and scenario description
The scenario used in this study is the one provided by the Climate and Energy
Agreement (CEA) [46], which is widely accepted as very plausible and is basis for
the energy policy of the Dutch government.

The year of 2030 was selected for which the CEA provides adoption numbers
for the PV, EV and HP technologies. According to the CEA scenario, in 2030 the
Alliander area contains 4.9 GW of extra solar power generation, 1.2 million extra
EVs and 2.8 million HPs compared to the current situation. This means that 40% of
all low voltage electricity demand will be produced by local solar power, 39% of all
cars will be an EV and 37% of the consumers will have a HP. The current adoption
of PV, EV and HP is 10%, 3% and below 3 % respectively.

In accordance to the diagram in Figure 5.16, the numbers of the CEA scenario
are applied to the copula models described in Section 5.2 resulting in stochastic load
profiles for every consumer. These load profiles were sampled using a Monte Carlo
approach, resulting in a set of customer peak loads. Each set of peak loads was
evaluated using the linear load flow model from Section 5.3, following the diagram
presented in Figure 5.14.

5.4.2. Simulation results
The copula model was implemented Matlab and the load flow model was imple-
mented in the R programming language. By using sparse matrices and a QR de-
composition method calling BLAS/LAPACK routines, the equations of the LV grid
with 22 million cables were solved within 30 seconds using a single processor core
of an Intel i7-6820HQ processor.

A thousand Monte Carlo iterations have been performed on the stochastic con-
sumer peak loads resulting from the models from Section 5.2. For every iteration,
all the currents and voltages in the low voltage network have been calculated. The
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cable currents were compared to the rated power of each cable and the voltages
were compared to the allowed voltage range. This resulted in a thousand sets with
voltage and current problems and their location.

The total number of overloaded cables and voltage problems did not differ much
between scenarios. The number of overloaded cables was found to be 3-4% of the
total number of LV cables. This may seem like a low percentage, but since the LV of
Alliander network spans over 80,000 km of underground cable, the cost implications
are significant.

The number of voltage problems was calculated to be 10-12%. This is a large
number and voltage problems are generally cost-intensive to solve. However, while
this predicts a large future problem from a policy view (i.e. the voltages are outside
the allowed design specifications), it will likely not be noticed by most consumers.
Most household appliances work well within a larger voltage range than the specified
4.5% difference from the nominal voltage, with PV inverters being the exception. It
remains to be seen how much cable replacement will be driven by voltage problems.

Figure 5.17 shows the geographical distribution of the load and the voltage
and current problems. It can be observed that some areas in the Netherlands
are expected to have much more voltage problems than others. The west of the
Netherlands has the oldest network and is the most densely populated. It is not
surprising that most voltage problems are expected in this area. Because Monte
Carlo methods can produce outliers, the top and bottom 5% of the voltages have
been filtered from the results, creating a confidence interval of 90%.

In an attempt to show the local uncertainty between Monte Carlo scenarios,
Figure 5.18 shows the difference between the highest and lowest voltage within
the 90% confidence interval. Darker areas have more variability in the end voltage
of the consumers on average. While this is an imperfect measure of the variability
between voltages because not every area has the same number of consumers, it
gives an indication in which areas the effect of the new technologies is less certain.
This can be used by the DNO to focus their data collection.

5.5. Conclusion
This chapter presented a general framework for modeling the effects of energy
transition on the distribution network. its potential is demonstrated by applying it
to a real world network.

The proposed modeling approach using Gaussian mixture models and copula
functions is shown to be both accurate and flexible, and is therefore an effective
method to represent the stochastic behavior and correlations of a variety of vari-
ables.

The advantages of this methodology over existing methods are that multiple dif-
ferent technologies or datasets can be modeled using the same approach with minor
variations, and a low modeling intensity is required given an adequate dataset. This
also allows the methodology to be automated, for ease of use in practical network
planning situations. Furthermore, due to the parametric nature of the used mod-
els they can be scaled and altered to be adapted to local variations if required.
Lastly the separate stochastic representation of individual technologies allows for



5.5. Conclusion

5

101

Figure 5.17: Geographic distribution of voltage problems in 2030 within 90% confidence. The grey area
is The Netherlands in which Alliander operates the coloured area. The total number of customers with
voltage problems in this figure is 11%.
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Figure 5.18: The difference between the highest and lowest voltage within the 90% confidence interval.
It is a measure for the local variability between scenarios.
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a risk based analysis of the change in electric load under various future scenar-
ios. Limitation of the load modeling approach is the heavy reliance on available
(measurement) data and that the relatively smooth copula functions are limited in
describing very volatile correlation structures with.

A linear approach to modeling large low voltage networks has been described
and applied to a very large network of Alliander DNO. The model was sufficiently
fast to evaluate a the network and provided valuable insights in the impact of the
new technology on the grid. Due to the higher electricity demand, 3-4% of the cable
segments were overloaded and 10-12% consumers are expected to have voltage
problems based on the current grid.

Given the size of the studied LV network, the number of problems is expected
to pose a serious challenge for the DNO in the near future. However, using the
geographical overviews from this chapter, the DNO has a valuable tool as to where
to focus their efforts.

It is the author’s ambition to expand the modeled network to other network
voltage levels (medium and high voltage) and create an integral model for the
entire Dutch electricity network. The theory presented in this chapter makes it
possible to predict problems in the distribution network, which help in maintaining
and securing the distribution grid for the next decades.
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6
Conclusion

The chapter summarizes improvements over existing methods found in lit-
erature. Furthermore, after presenting a brief overview of future research
opportunities, this chapter considers multiple applications of the theory con-
sidered in this thesis.
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6.1. Improvements over literature
This thesis presents several improvements over the available literature which are
summarized in this section. The back bone of these improvements is a fast linear
approach of real time load flow simulations, which is applied to several urgent DNO
problems.

While linear modeling has been well studied, it could still be improved upon by
applying numerical analysis techniques for additional speed and Bayesian interfer-
ence theory for situations with limited sensing. Furthermore the applications in this
thesis, namely large scale network simulations and real time control, are pushing
the state of art in the field of district network operation.

Linear load flows are a powerful tool to speed up electricity network simulations.
Naturally, the linearization has intrinsic limitations. One should exercise caution
when applying linear methods to networks with large voltage drops (over 10%)
and significant phase imbalances. However, even while the linear methods are
not very accurate in these kinds of situations, they can still be applied for certain
purposes. For example, inaccurate simulations will still be able to identify ’weak’
networks with relatively high load.

Community battery control and deployment
Chapter 2 provides a solid foundation for integrating residential and community-
level storage in the existing LV network. A fast linear LV model was developed and
applied to the LV feeder of the community-battery in Rijsenhout. The model was
proven to be sufficiently accurate for network stabilization purposes.

The battery control theory was formulated as a linear optimization problem. A
receding horizon controller was developed to be used in a continuous way. The
controller is suited very well to be integrated with other battery control goals, while
still securing the voltages and currents within the network. It has been shown that
a community battery is able to stabilize and control the loads in a real world low
voltage network to a large extend.

A step-by-step method was proposed for quickly modeling the impact of new
and existing batteries on the LV grid. Both the stabilizing and destabilizing po-
tential regarding steady-state voltages and currents of the battery can be quickly
estimated. By unlocking the potential of battery storage on a DNO level, a fast and
secure energy transition is one step closer.

Numerical methods applied to very large load flow problems
Chapter 3 proposes a fast LPF method using a constant impedance load model to
simulate both the entire LV and MV networks in a single simulation. Mathematical
modeling of power systems and transformers is given and the algorithm of the LPF
approach is explained in detail. The performance of this LPF approach is assessed
by comparing it with the Newton power flow method and a commercial network
design tool (Vision) on various distribution networks.

The results show that this LPF method can be as accurate as classical NPF meth-
ods using a constant power load model and additionally it is much faster than NPF
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computations. In this chapter, it is shown that voltage problems can be identi-
fied more accurately when MV and LV are integrally evaluated. Moreover, Numer-
ical Analysis techniques are applied to the LLPF problem in order to improve the
computation time by studying the properties of the linear system. In the numeri-
cal analysis, reordering techniques (RCM) and numerous direct solvers (Cholesky,
IC, LU, and ILU) and various Krylov subspace methods (CG, PCG, GMRES, and
BiCGSTAB) are chosen and applied to the LLPF problem with both real and complex
components. Finally, the original computation times of LLPF problems with real
and complex components are reduced by 2.8 times and 5.7 times respectively as a
result of the application of NA techniques.

Efficient Bayesian state estimation with limited sensor coverage
Chapter 4 addresses the challenge of formulating a distribution grid state estimator,
for scenarios where fully observed sensor arrangements are not yet feasible, and
load forecasts may be subject to large uncertainties due to lack of access to data.
Building on preliminary work for single-phase networks, we derived an algorithm
that exploits the information in load forecasting and feeder models to construct prior
statistics of relevant voltage variables. We then used a Bayesian approach, in the
form of the linear least squares estimator, to update prior voltage statistics in real-
time based on measured deviations at a limited set of voltage sensors. We applied
the method to a benchmark IEEE network and on a real testbed in the Netherlands
and showed its ability to provide accurate voltages estimates using limited historical
data and real-time sensors. As such, the method is highly applicable in the typical
distribution network setting in which data and sensing will remain limited for the
foreseeable future.

Strategic scenario evaluation using copulas and load flow
Chapter 5 presents a combination of a stochastic modelling approach with a fast
network analysis model which makes it possible to assess in detail the impact of
various future scenarios on large scale low voltage networks. The proposed mod-
eling approach using Gaussian mixture models and copula functions is shown to
be both accurate and flexible, and is therefore an effective method to represent
the stochastic behavior and correlations of a variety of variables. A linear approach
to modeling large low voltage networks has been described and applied to a very
large network of Alliander DNO. The model was sufficiently fast to evaluate the
network and provided valuable insights in the impact of the new technology on the
grid. A geographical overview was shown to be a valuable tool for a DNO to focus
its attention on the postal codes with relatively weak networks. Because of early
problem detection, the methods provided in this chapter will help in securing the
electricity transportation for the next decades.

6.2. Further applications of the presented research
Several real world applications have already been described in this thesis. The most
notable are real time control of a community battery, integral MV/LV simulation for
a better detection of voltage problems, real time Bayesian state estimation applied
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on a network with very limited sensors and simulating the impact of the energy
transition.

This section describes several other applications in which the theories described
in this thesis can be applied to. Some of these applications are already known to
be in active development.

Network losses prediction and network reconfiguration
The power loss in power distribution networks is a significant issue, both financial
and environmental. For example, Alliander DNO, which operates the electricity
distribution for over three million customers in the Netherlands, estimates the total
power losses caused by energy transportation in 2014 of 1.1 TWh [1], with a net
worth of 72 million euros and equivalent to 747 Gigaton of CO2 emissions. It is
estimated that roughly a third of these losses are the result of the resisitive losses
in the medium voltage power grid. Given these numbers, a reduction of a few
percent of power loss will already result in a significant benefit.

The medium voltage distribution network of the Netherlands is to be operated in
a radial tree-like topology for short-circuit detection purposes. However, to ensure
redundancy the network is strongly interconnected and the actual radial topology
is obtained by disengaging power switches. Since there are many possible switch-
ing configurations which yield such a radial topology and the network topology
influences the energy losses, it is possible to save energy by finding the optimal
switching configuration. The problem of finding the optimal network topology by
changing the switching configuration is known as the Distribution Network Recon-
figuration Problem (DNRP).

Generic optimization algorithms are used to solve the DNRP problem [2]. How-
ever, given the binary nature of the problem, the limiting factor of the optimization
is often the number of load flow simulations that can be performed. The linear
approach presented in this thesis is very useful speeding up the optimization algo-
rithms, resulting in better solutions and more loss reduction. Preliminary research
shows that in two case studies the network resistive losses can be reduced by
15%-27% by applying a genetic optimization approach to the network switching
configuration [2].

Network capacity maps for connecting renewable energy generation
Currently, DNOs are struggling to incorporate renewable generation in their network
because of the large number of applications. Requests for new grid connections
are usually considered one-by-one and simulations are performed manually. De-
termining if enough grid capacity is available can be a very time consuming job.

Luckily, the process can be automatized using the load flow algorithms from
this thesis. By exploiting the linear property as described in Chapter 2 and applying
2.15, the available capacity of the network can be determined in a single simulation
iteration. Applying this algorithm for all customers results in a valuable network
capacity map. These maps can be used for many purposes, such as determin-
ing locations with high network load, informing customers and providing data for
making policy decisions.
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Non-invasive low voltage real time network monitoring
Currently, regional network operators have little knowledge about the day-to-day
power flows through their network. Traditionally, measurements in literature are
performed by Power Measurement Units (PMUs) which are assumed to provide
accurate and synchronized measurements of the voltage and its phase angle. In
practice, however, these measurement devices are often too costly to be deployed
on a large scale.

The deployment of smart meters provides the opportunity for a new perspective
on measuring the loads in a MV/LV network. While smart meter measurements are
not close to the level of accuracy PMUs can provide, they are abundantly available.
However, using smart meter data can have severe privacy implications. Data about
electricity consumption is considered sensitive data, since it can be directly related
to the behaviour of the customer.

Instead one can use smart meter voltage data, which cannot be directly related
to the behaviour of the customer. This presents a new opportunity to apply the
state estimation algorithms presented in Chapter 4. Using the (incomplete) smart
meter voltage data and network topology, an estimate can be made of the load on
the MV/LV transformer. Since the MV/LV transformer has over 100 customers on
average, the calculated load cannot be traced back to individual customers. This
way a DNO can obtain valuable data on the network load by using smart meter
data, but without harming the privacy of its customers.

6.3. Suggestions for future research
This section considers some angles for future research expanding on the theory of
this thesis.

Community battery control schemes
Regarding the community battery, many more sophisticated control algorithms can
be studied. For example, it would be interesting to see how a set of distributed com-
munity batteries can stabilize the grid or how to optimally distribute them among
customers [3]. Since real world data connections never have 100% uptime, another
interesting topic is decentralized control of multiple batteries.

Contrary to an example in literature [4], the community battery of Rijsenhout
is not ready for providing backup power in case of a power outage. This is mainly
because of safety reasons. Current practice is that in case of an outage, the af-
fected network is unpowered so the engineers can safely inspect the network assets.
Theory, policy and guidelines have to be developed to make it possible to use local
electricity storage for backup power.

Large scale Bayesian state estimation
Combining the premises of Chapter 3 (Large scale simulation) and Chapter 4 (Bayesian
State Estimation using limited sensing) yields an interesting opportunity for future
research: large scale Bayesian state estimation. Applying the theory of Chapter 4
to large scale networks is not trivial, however. For example, the Bayesian approach
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currently depends on several permutation matrices, which tend to scale badly. Fur-
thermore, the load prediction models in Chapter 4 depend on customer load time
series, which are hard to obtain for both technical and privacy reasons. If these
practical problems can be solved, large scale applications have the potential to be
very valuable to DNOs as they will greatly improve the DNO’s understanding of the
loads in their own electricity network. It will be easier to identify overloaded cables,
allowing for more efficient network operation.

Applications to other types of critical infrastructure
While different, there are many fundamental similarities between the electricity net-
work and other types of critical infrastructural networks, such as the water network,
gas network, sewage network, traffic network and IT network. All these networks
can be described by large graphs and can often be approached by linear equations
with an acceptable accuracy. Furthermore, all these networks are governed by
their own version of ’voltage’ and ’current’. For water, sewage and gas networks,
the equivalent principles are ’pressure’ and ’mass flow’. Similar notions exist in traf-
fic networks and even IT networks, although in the latter ’pressure’ does not have
a straightforward direct physical meaning. The implication of these similarities is
that many of the applied theories in this thesis can be applied to other networks
with minor modifications. The best example of such an application would be the
Bayesian approach on interpreting sensor data in a network with relative low sen-
sor coverage, which is a known problem in most other types of large scale critical
infrastructure.

6.4. Final remarks
Using the theory and applications developed in this thesis, DNOs are able to cope
better with the uncertainties caused by the energy transition. The challenge of
accommodating renewable energy sources in the power grid is very large and will
require a great effort, but can become a bit more manageable by smartly applying
the simulation principles from this thesis.

The subtitle of this thesis is ’Towards a controllable electricity network’. While
this thesis is a step in this direction, the ’controllable electricity network’ is still a
thing of the future. However, once the simulations are in place and large scale state
estimation is deployed, new network control methods can be developed. Measures
such as decentralized congestion management and anomaly detection provide new
ways to maintain the network. Therefore, a controllable electricity network is closer
to realization than it has ever been before.
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The numerical analysis performed in Chapter 3 was applied to the networks dis-
played in this appendix.

Figure A.1: The standard IEEE 33 bus network. Picture taken from [1].
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Figure A.2: The standard IEEE 69 bus network. Picture taken from [2].

Figure A.3: Case 991, also known as substation Rauwerd. The lines of the MV network have been
plotted on a map of the Rauwerd area, located in Friesland, The Netherlands.
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