
 
 

Delft University of Technology

Policy Sandboxing
Empathy As An Enabler Towards Inclusive Policy-Making
Mauri, Andrea; Hsu, Yen-Chia; Verma, Himanshu; Tocchetti, Andrea; Brambilla, Marco; Bozzon, Alessandro

DOI
10.1145/3686908
Publication date
2024
Document Version
Final published version
Published in
Proceedings of the ACM on Human-Computer Interaction

Citation (APA)
Mauri, A., Hsu, Y.-C., Verma, H., Tocchetti, A., Brambilla, M., & Bozzon, A. (2024). Policy Sandboxing:
Empathy As An Enabler Towards Inclusive Policy-Making. Proceedings of the ACM on Human-Computer
Interaction, 8(CSCW2), Article 369. https://doi.org/10.1145/3686908

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1145/3686908
https://doi.org/10.1145/3686908


Policy Sandboxing: Empathy As An Enabler Towards
Inclusive Policy-Making

ANDREA MAURI, Université Claude Bernard Lyon 1, France
YEN-CHIA HSU, University of Amsterdam, Netherlands
HIMANSHU VERMA, Delft University of Technology, Netherlands
ANDREA TOCCHETTI, Politecnico di Milano, Italy
MARCO BRAMBILLA, Politecnico di Milano, Italy
ALESSANDRO BOZZON, Delft University of Technology, Netherlands

Digitally-supported participatory methods are often used in policy-making to develop inclusive policies by
collecting and integrating citizen’s opinions. However, these methods fail to capture the complexity and
nuances in citizen’s needs, i.e., citizens are generally unaware of other’s needs, perspectives, and experiences.
Consequently, policies developed with this underlying gap tend to overlook the alignment of multistakeholder
perspectives, and design policies based on the optimization of high-level demographic features. In our contri-
bution, we propose a method to enable citizens understand other’s perspectives and calibrate their positions.
First, we collected requirements and design principles to develop our approach by involving stakeholders
and experts in policymaking in a series of workshops. Then, we conducted a crowdsourcing study with 420
participants to compare the effect of different text and images, on people’s initial and final motivations and
their willingness to change opinions. We observed that both influence participant’s opinion change, however,
the effect is more pronounced for textual modality. Finally, we discuss overarching implications of designing
with empathy to mediate alignment of citizen’s perspectives.
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1 Introduction
When designing participatory solutions to societal problems in policy-making – i.e., wicked prob-
lems such as climate change and healthcare – it is crucial to have a complete and nuanced un-
derstanding of citizen needs and how the solution will affect them, as people may have different
perspectives and concerns on the same issue [23, 111].
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However, current approaches to participatory policy-making often leave citizens unaware of
other people’s perspectives, circumstances, constraints, needs and experiences. This does not allow
citizens to adjust their own perspectives and positions in response to the experiences of others, and
leads to biased solutions [50]. Consequently, it is difficult to achieve broad acceptance of a policy
decision because people with different opinions may not understand why it was made [75]. Conven-
tional tools such as surveys and questionnaires are widely used by policymakers to capture citizens’
perspectives, needs, opinions and concerns about policies. In addition, technological solutions
powered by artificial intelligence (AI) and the Internet of Things (IoT) hold promise for enabling
policymakers to access and make sense of vast amounts of data about the communities for whom
policies are intended [22, 49, 69]. The data resulting from these approaches have been observed to
favor decision makers rather than a balanced consideration of the needs of diverse stakeholders,
which in turn can contribute to non-inclusive policies and a lack of trust among citizens [18, 67].
Furthermore, these solutions are mainly used to optimize policies using “one-size-fits-all” means,
where quantitative metrics such as efficiency [66], environmental and economic indicators [12], or
criminality [76, 109] are prioritized while overlooking the subjective experiences and concerns of
citizens. For example, policies designed to limit the spread of a pandemic would resort to complete
lockdown, with devastating effects on citizens’ well-being and economic prospects [10, 110].
To address the aforementioned issues of citizen participation and the consolidation of citizens’

nuanced needs and concerns in informing policymaking, past research within the social and po-
litical sciences has extensively investigated the role of deliberative democracy and participatory
policymaking. It entails facilitating broad engagement in policy discourses aimed at consolidating
local knowledge and diverse opinions to inform inclusive policies (e.g., [37, 61, 65, 91]). This schol-
arship has manifested itself in the development of tools, such as DemocracyOS1 and ConsiderIt2,
that enable broader citizen participation and engagement in policymaking. These platforms have
since been adopted by various communities and elected bodies and integrated into participatory
democracy processes. Such platforms, including some social media platforms, have been observed
to be advantageous in (a) supporting “constructive rather than confrontational discourse” [62], (b)
persuading large-scale engagement on policy issues through voting and sharing of perspectives,
concerns and needs [40, 102, 113], (c) facilitating awareness and analysis of diverse perspectives
and opinions [17, 40, 41, 62, 120], and (d) promote critical consciousness and action (especially
among youth) on socio-political issues [17]. Moreover, recent research has also examined the
communicative ecologies of politicians and how policymakers of different ideologies and partisan
affiliations collaborate on legislative matters [117].
Although the existing research on participatory policy-making has predominantly sought to

support discursive aspects at scale, i.e., by eliciting the diverse opinions, concerns, and experiences
of general populace. Still, there is little evidence for the use of participatory policy-making platforms
to collectively test and adjust policies with the intended communities before they are
implemented, and provide policy-makers with a nuanced understanding of policies’ impact
on different social strata [100]. Our work extends the research on participatory policy-making
platforms and practices, exemplifying means of collectively yet rapidly “sandboxing” new policies
andmodifying them based on community feedback, while mitigating opposing (or rather conflicting)
positions within different factions of the community. Specifically, we examine how exposing citizens
to the experiences, concerns, perspectives, and perceptions of others regarding a policy proposal
can facilitate their ability to find common ground and adjust their respective positions, while
providing policymakers with nuanced insights into citizens’ evolving public perceptions of that

1DemocracyOS: https://democraciaos.org/en/ (last visited on 22/04/2024).
2ConsiderIt: https://consider.it (last visited on 22/04/2024).
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policy proposal. This thesis is supported by recent empirical evidence, which, although lacking
consensus, highlights the role of empathy–expressed across affective and cognitive dimensions–in
political discourses, especially in making citizens aware of other people’s positions and opinions,
which may be similar or opposite to their own. Muradova and Arceneaux [78] observed that in
a politically polarized environment, actively considering the perspectives and feelings of others,
especially in disagreement, enables attitudinal change and promotes critical reflection on political
issues. In addition, Vanman [114] found in his systematic review that although people often
empathize with others with similar perspectives and characteristics, explicit awareness of others’
opposing perspectives also leads to reduced prejudice. However, Klimecki et al. [60] observed
that the effect of empathy on sensitive political issues, such as immigration, is not homogeneous
across people with differing partisan associations or political beliefs. In this way, we aspire to (a)
enable policy-makers to test new policies before implementing them, (b) capture a nuanced and
detailed understanding of how each policy is likely to affect different members of society and how
perceptions evolve before and after citizens are exposed to opposing positions, and (c) visualize the
differential perceived impacts of policy proposals on different subgroups and how they can enable
citizens to meaningfully negotiate and adjust their respective positions and opinions with respect
to the proposal.

We refer to this process as policy sandboxing, deriving it from the notion of “sandboxing” from
computer science [87], where software components are isolated with limited system resources and
tested so as to mitigate or prevent likelihood of risks and failures. Unlike regulatory sandboxes [4,
5], which are defined as “regulatory tools allowing businesses to test and experiment with new and
innovative products, services or businesses under supervision of a regulator for a limited period of
time” [71, p.2], policy sandboxes refer to tools or services that enable participatory engagement at
scale of policy-makers and citizens to collectively, yet rapidly, test and adapt new policies at varying
scales and levels of governance. Policy sandboxes do not enforce the presence of the regulatory
entity, as their purpose is to enable the collection of a nuanced understanding of citizens’ needs
and concerns, provide opportunities for citizens to develop a better awareness of others’ needs and
experiences, affording a means to adjust one’s own position in response to the exposed position of
others, and subsequently foster the development of policies that meaningfully address their diverse
concerns.

In this article, we contribute by exemplifying the realization of policy sandboxing by presenting
and evaluating a web-based tool that allows policymakers to make policy proposals and invites
citizens to express their initial positions and perspectives in response to the proposed policy.
Subsequently, citizens are exposed to the diverse – and often contrasting – ways in which the policy
proposal affects others, and are asked to reconsider their previous positions3. In this way, we also
empower policymakers to improve their policy proposals through participatory engagement with
affected communities, soliciting the evolving perspectives and positions of citizens. The rationale
for exposing citizens to the different ways in which the same policy affects various subgroups is
supported by previous work on online deliberation platforms, in particular [6, 39, 62, 84], which
has shown that shared awareness of others’ concerns and positions – especially on sensitive social
issues – provides opportunities to develop deeper understanding and grounds for negotiating one’s
own position. We also believe that in this way it can potentially lead to greater policy acceptance
by citizens.

We present the co-design of the aforementioned web-based policy sandboxing tool with relevant
stakeholders. Moreover, we are also interested in understanding how citizens can be exposed to the

3Thorough the paper we will use the terms perspective, stance, position, and opinion interchangeably with the meaning “the
attitude of a person towards an argument”.
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perspectives and positions of others, potentially leading them to negotiate their initial opinions and
positions on a particular policy proposal. While it is known that combining different media, such as
images and text, helps to convey a richer set of information [118] and may contribute to the ability
to understand the perspective of others [21, 86], it is unclear how it can be leveraged to mitigate
potential conflicting positions within a community. Therefore, through a crowdsourced online
study, we investigate whether different modalities, either textual or pictorial, or a combination
of both, used to (re)present the divergent and contrasting opinions and positions of others affect
changes in one’s own stance following this exposure.
It is worth noting that we don’t aim to replace existing practices of policy discourse and de-

liberation, and we don’t claim that our approach replaces the testing of a policy through its
implementation. Instead, we envision our tool –or its design principles– as complementary to the
policymaking and testing process, regardless of how and where it takes place.
In the remainder of this article, we situate our work within the existing literature, framing the

research gap in Section 2. Next, we present the co-design of the policy sandboxing tool in Section 3,
followed by the crowdsourcing study in Section 4. The analysis of our experiment and the results
are presented in Section 5, while in Section 6 we draw the implications of our research and discuss
them in relation to previous literature, followed by the conclusion in Section 7.

2 Related Work
In this section, we discuss works related to online deliberation and how it can be supported by
(Web) technology. In particular, we start presenting works from both social/political science and
HCI discussing how to design online deliberation, then we move to existing deliberation platforms.
Finally, we focus on works more directly related to ours that support and promote deliberation
either by making people reflect on others’ opinions or, in general, by nudging/priming them into
less polarized views.

2.1 Design Principles Underlying Online Deliberation
Research on online deliberation dates back to the beginning of Web 2.0. As soon as platforms

such as public online forums gave voice to the public, researchers started to investigate how they
could be used to promote online deliberation. Karlsson [52] analyzed different online forums to
understand which characteristics of the platforms contribute to successful deliberation, identifying
factors such as number of participants, diversity of starting opinions, and level of engagement.
Similar considerations are drawn by Towne at al. [111].

Coleman et al. [19] – with a more top-down approach – elaborated on what is the role of online
deliberation in the democratic process and argued that to enhance it (and not replace it), the
deliberation should stop looking to achieve consensus at all cost. Similarly, Wright [119] argues
that researchers should stop trying to mimic political deliberation in online platforms, but focus on
the design of specific tools, because – on the Web – the discussion happens on unofficial channels
(i.e., spontaneous discussions on online forums).

Friess et al. [34] provide a framework to analyze online deliberation based on the design of the
deliberation, the quality of the communication, and the expected result. An interesting outcome of
their systematic review is the recommendation to keep the communication asynchronous, to give
time to the participants to reflect and motivate their contribution.
More recently, researchers have also explored ways to promote engagement in deliberative

contexts. For instance, Hassan et al. [47] investigated how gamification elements can be included in
the deliberation process. They argue that, while gamification can be used to make more accessible
the deliberation process, it can exclude part of the population that is not technologically savvy or
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interested in the deliberation. Kwak et al. [64] investigated the effect of persuasion in the deliberation
process, specifically how it can make people more engaged in deliberation. Interestingly, they found
persuasion can hinder the deliberation process if people are exposed to information too far from
their point of view, but that it can beneficial to it if such exposure is more modest.
The HCI community [81] focused on how technology can contribute to participation, investi-

gating the collaboration between HCI and political science, in terms of empirical, conceptual, and
constructive works (i.e, studying and developing systems, see the following Section 2.3 for more
works relevant to ours). Palacin et al. [85] discuss the concept of pseudo-participation – i.e., when
peoples’ choices are limited – arguing that identifying those types of participation is a first step
towards proper empowerment of the citizen.
In the latest years, people have investigated how to extend this deliberation process in specific

environments [1]. Interesting is the work of Biedermann et al. [13], where they experiment on how
technology can improve deliberation by shifting the control of the process to the citizen.

2.2 Deliberation Platforms
While our work is not meant to be a deliberation platform – but an approach that can be applied

within an existing deliberation process or platform – we share with this line of research the belief
that adequately designed technology can give voice to the people regarding important aspects of
society.

One of the first examples of an online deliberation system is Deliberatorium [59], an argumenta-
tion system to enable large-scale deliberation. The idea is to structure the discussion in an argument
map having issues, ideas (to solve those issues), and argumentation (to support the ideas). Users
cannot change an argument, but can only create new ones to support (or contrast) other people’s
ideas.
In the same years, e-Liberate [97] was developed, designed by following the Robert’s Rules of

Order principle (i.e., a set of guidelines designed for parliamentary procedure ) [44]. The tool
was developed before web technologies became pervasive in our everyday life, and it was not
designed to be used by everyone, as it required to be familiar with Robert’s Rules. In this way,
the tool imposed strong control over the deliberation process, requiring an individual to chair the
deliberation session. However, it is important to recognize that the e-Liberate system has proposed
several design guidelines that are still relevant today. First, online deliberation systems should avoid
facilitating the collaboration process that focuses on only the content of the messages. Second,
such systems should also avoid imposing a top-down protocol to control the collaborative process
and remove agency from the people.
Furthermore, a significant amount of research in recent years has attempted to investigate

how online platforms can foster constructive discussion on issues related to societal challenges.
Net Democracy Foundation4, a not-for-profit organization, launched an open-source web-based
platform called “DemocracyOS5” in 2012 to enable dialogue between citizens and policy makers that
extends beyond the periodic voting [72]. Moreover, aiming to foster citizen collaboration and public
deliberation on aspects related to policy-making, another web-based platform called “ConsiderIt6”
allows for elicitation of people’s opinions and perspectives, and encourages consideration of trade-
offs by supporting or opposing shared proposals [62, 101]. They present an important underlying
design philosophy to encourage and enable participants to reflect on views that disagree with them.
The design intends to promote persuasive points while encouraging diverse views.

4Net Democracy Foundation (Democracia en red): https://democraciaenred.org (last visited on 24/04/2024).
5DemocracyOS: https://democraciaos.org/en/ (last visited on 24/04/2024).
6ConsiderIt: https://consider.it (last visited on 24/04/20243).
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DebateHub [88] is a collaborative platform aiming at increasing the quality of online debate
based on argumentation. It does so by promoting reflection and reducing echo chambers and
homophilic thinking by utilizing different visualizations to show peoples’ perspectives. They found
that visualization helps user experience, in terms of mutual understanding.

LiquidFeedback [9] is a platform based on the concept of LiquidDemocracy [51]. It allows complex
decision-making by mixing elements of direct and representative democracy, with a special focus
on giving voice to minorities by using different weighting mechanisms.
Based on DebateHub [88] and LiquidFeedback [9], Verdiesen et al. [116] developed MOOD, a

deliberation platform focusing on differentiating and validating facts and opinions, and mapping
both the social acceptance and the moral acceptability of debate outcomes. Another example
is Decidim, an online deliberation platform that supports users’ dialog with discussion threads
and comment labeling (neutral, positive, negative) [6]. Decidim hypothesizes that combining
conversation threading and comment alignment should promote cognitive dissonance in users,
leading to a higher willingness to discuss the proposals and, thus, to deliberative practices of
decision-making. Both of these online deliberation systems are based on the idea that by making
people reflect on others’ perspectives, for example, through discussion or using social media
mechanics (e.g., likes, dislikes, and comments), it is possible to promote a more democratic decision
process. Similarly, in [68], the authors investigate how an interactive visualization—affects group
consensus. By changing how people see others’ decisions of a topic the authors found it is extremely
beneficial to highlight where disagreement occurs and to show the arguments of both side.
Another example is the California Report Card [2], a mobile application that allows citizens

to inform the state of California about important issues that need to be discussed. Participants
can both propose new ideas and vote on existing ones. The participants see the suggestions on a
two-dimensional space [31] and can vote on the ideas on two dimensions - how important it is
and how good are the current solutions. Interestingly, they found that once the median score for a
specific suggestion is shown, participants tend to move towards it in their decisions.

2.3 Enhancing Deliberation though Technological Means
Several tools have been developed to improve deliberation processes, by either making people

reflect on others’ opinions and points of view, inviting people to participate, or persuading them to
take a less polarized stance. Typically, these works investigate how different ways of presenting
and interacting with people’s opinions (or different stances about a topic) change how they reflect
on them and ultimately how they lead to opinion change.

OpinionSpace [31] is a user interface where users can navigate others’ comments about a topic
in a 2d map based on their stance on the topic, In their findings, the authors report that with this
type of interaction, users felt more engaged, agreed with, and respected other points of view.
In their research, Gao et al. [36] experimented with a recommender system that alternatively

suggested articles agreeing and disagreeing with the opinion of the user. By alternating the articles,
the authors aim at sparking the curiosity of the users. In the end, this system was able to make
people aware of their own stances and made them more willing to read more articles.

Gao et al. [8], explored how natural language processing techniques can be applied to promote
critical thinking by highlighting the connection between different articles presenting different
political views. In this way, the users broadened their exposure by seeing articles from sources they
would never inspect otherwise, by making them read about new topics, and by showing different
perspectives.

A more interactive approach was proposed by Kriplean et al. [63], where the authors propose a
web tool that allows readers to write short bullet points summarizing a comment/post on the Web
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Policy Sandboxing 369:7

written by an author. The author can then review the bullet points and verify that his message was
understood correctly. This system allows from one side the reader to reflect on what the author
wrote, and on the other side the author feels he is being “listened to”.

In a similar fashion, but in the context of social networks, Garrido et al. [42] propose a rec-
ommender system to make users explore profiles of people having different political views than
their own. The system makes use of data portraits - i.e., user portraits built with data published by
them. They show that, while the homophilic behavior - i.e., in this case, the tendency to follow a
profile similar to you - did not disappear when the recommender system recommended non-diverse
profiles, it however increased users’ exploration of the different profiles.

Another example is DebateBot [57], a conversational agent designed to structure the discussion
and ping participants who do not contribute. This work showed the positive impact of chatbot-
moderated discussions on the quality of group conversations. Encouraging less active participants
to engage, it promoted opinion alignment, equal contribution levels, and higher overall satisfaction
among group members.
Yeo at al., [120] investigated how to use LLM to generate different types of reflective textual

nudges finding that persona-oriented ones can generate a more deliberative environment. Similarly,
Gover et al. [41], used a bot to implement different conflict resolution strategies [107], finding that
cooperative strategies work better than forceful ones.
However, some works also highlight that simply showing diverse opinions is not enough [77],

but that a systems needs to be designed with the objective of make people reflect [96].
Previous works in persuasive design have investigated how user interface elements can influence

people’s behavior [33, 82]. Also, there exist strategies that rely on implicit elements of the user inter-
face to trigger attitude change without the conscious participation of the user [38]. Generally, these
methods are based on the concepts of priming [53], nudging theory [103], and self-reflection [58].
For instance, Seering at al. [98] designed user interface elements to improve the quality and

civility of discourse in online commenting behaviors. In particular, they used hand-crafted captcha
to prime users’ positive emotions and mindset. Similarly, in relation to harassment on social media,
Royen et al. [92] explored how the user experience could be designed to change user behavior by
employing a reflective interface. The interface notifies the users of the harmful nature of their
comments, makes users reflect on the comments, and asks users to reconsider sharing them.

2.4 Summary
Deliberation platforms, are currently designed to replicate deliberation processes [51, 91] -

consisting in proposing a topic, voting and achieving consensus - and highlight that it is extremely
beneficial to allow citizens to reflect and discuss each other perspectives.

These works inspired our design, both in term of how the online deliberation process should be
and the characteristics the system should have. They also highlight interesting gaps. As mentioned
in the Introduction, it’s not clear how these type of digital platforms can be designed and used
to test and adjust policies. Second, reflective interfaces typically either provide an overall view
of people opinions or shows their preferences in term of votes or text - while, persuasive design
works shown the power of visual cues to change people’s perspectives. Thus, it’s not clear in this
context if and to what extent combining different media could be used to achieve a more inclusive
deliberation process
3 Human-Centered Design of the policy-sandboxing tool
In this section, we describe the participatory processes that led to the first design of the system
employed in the rest of the study. Specifically, the design of the tool – a gamified web application
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promoting citizen engagement and co-creation in public decision-making – underwent three
different design steps.

3.1 Initial System Design
We borrowed the initial design of the tool from Tocchetti et al. [108] since they developed a
framework through which community members can express their opinions and thoughts about a
topic in a co-design fashion. Interestingly, their focus is to enable crowdsourcing and co-design
campaigns to move from traditional, short-term objectives to long-term visionary ones typical of
policymaking, such as societal and economic changes. Intentions that align with the ones belonging
to the idea of policy sandboxing.

Fig. 1. A schematic representation of the process presented by Tocchetti et al. [108] to engage citizen
communities in shaping and refining policies.

In particular, their tool involves a series of steps through which a policy is shaped, refined, and
finalised into a concrete policy to be applied. The process (represented in Figure 1) involves several
steps.

• The policy-maker designs a new policy to test before its implementation.
• The policy-maker creates various variants that could be applied to different citizen communi-
ties.

• One or more citizen communities are engaged and presented with the proposed policy
variations.

• Citizens interact with each other through the gamified activities available on the platform,
sharing their thoughts on the policies they are presented with.

• The citizens’ feedback and thoughts are collected and analysed.
• The policy is refined using the collected feedback. Then, the policy-maker decides to refine
further or finalise the policy.

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW2, Article 369. Publication date: November 2024.
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In their paper, they performed two workshops with policy-making experts and citizens to evaluate
the applicability of the wisdom of the crowd to support the policy-making process. The main
elements highlighted during their workshop which strongly inspired our design are the following.
Engagement and Gamification. In order to maintain the interest and active participation of

citizens and domain experts, it is crucial to design engaging activities. One widely utilized method
for achieving this is Gamification, which aims to enhance people’s motivation towards various tasks
by incorporating game elements and design techniques[94]. By focusing on intrinsic motivation,
which revolves around self-improvement, can lead to a sense of engagement resulting in sustained
commitment. Conversely, extrinsic motivation is employed to initially stimulate engagement and
incentivize individuals through tangible rewards or outcomes. In the context of public engagement,
we have explored different gamified approaches and their impact, as detailed in studies such as
[11, 26, 46, 104–106, 115].
Community. One of the primary objectives of a policy sandboxing tool should be to develop

a proactive community of citizens and domain experts. To achieve this, it is crucial to prioritize
collaborative and interactive activities. By fostering a sense of unity within the community, the
overall quality of user-generated content can be significantly enhanced, along with their dedica-
tion towards common objectives [45]. Notably, the inherent psychological need for connection
and belonging, known as relatedness, has been identified as one of the fundamental motivating
factors [94].
Empathy. A policy sandboxing tool should leverage empathy to engage users. We expect

citizens to empathize with the thoughts shared by others to expand their opinions on the subject of
discussion. This principle influences the design of most activities on the platform by establishing
emotions as one of the most relevant elements to engage citizens.
The insights gathered from the experiment served as the foundation for designing and imple-

menting the first version of the web-based application [108]. Subsequently, the application was
tested in the second workshop involving groups of citizens in discussions on topics defined by
policymakers, thus evaluating the final outcome of the design process.
In conclusion, the presented tool [108] is strongly aligned with policy sandboxing as it enables

policy-makers to collect citizens’ reactions by exposing (selected) communities of citizens (b, c) to
policies (a), consequently shaping them based on people’s reactions (c), finally developing a policy
proposal achieving common consent.

3.2 Current Design of the system
The system design was inspired by the framework developed by Tocchetti and Brambilla [108],
which combines crowdsourcing and data science to enhance citizen engagement and contribution to
policy making. In addition, we embodied the principles of the ContextMapping design method [118]
to facilitate citizen engagement. The latter was chosen because it is a participatory method that
considers fostering empathy among diverse stakeholders by engaging them in generative sessions
and discussions where they create artifacts describing their point of view.

As consequence, the system’s current design incorporates gamified activities that enable citizens
to express their thoughts and emotions regarding a particular topic using pictures, keywords,
and text. Through these gamified activities, citizens are encouraged to exchange opinions. Policy-
makers introduce the topics to be discussed on the platform, aiming to gather user perspectives
and sentiments. The collected data is then analyzed and presented as aggregated information to
policymakers, ultimately contributing to the decision-making process on relevant subjects.

Notably, our tool facilitates structured and simplified communication between local communities
and policymakers, introducing innovation to the conventional citizen engagement process and
reducing the effort required from both sides.
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Figure 2 shows how the users are guided in sharing their opinion as a combination of an image,
a textual description, and an emotion (a concept called vision). The process is composed of the
following steps:

(a) (b) (c)

Fig. 2. Three main parts of our tool: (a) sensitivation with a survey, (b) content creation, and (c) content
guessing.

Sensitization. Figure 2(a) shows the first step where users are presented with a survey. In this
survey, they are requested to evaluate a series of statements using a 5-point Likert scale, ranging
from strongly disagree to strongly agree. This phase serves two purposes: first, it allows us to gather
the user’s initial opinion, and second, it prompts them to reflect on the topic at hand. This is a
direct mapping to the first phase of the ContextMapping method [118].

Content Creation. In this step, shown in Figure 2(b), users are engaged in generating visions, a
digital artifact composed of an image, a textual description, and a mood. To facilitate image selection,
we utilize the Unsplash API7, which allows users to perform keyword-based searches within a
dataset of images. The selection of a mood is facilitated through the Pick-A-Mood toolkit, a validated
tool in previous studies that employs character-based pictorial scales for reporting and expressing
moods [28]. This step allows users to shape their opinions using a more empathy-oriented approach,
conveying their thoughts through a combination of text and pictures rather than text only. This is
a way to recreate a digital version of the generative sessions in ContextMapping [118]. The idea is
that in this way we can tap into peoples’ thoughts, feelings, and ideas.
Guessing Game. The final phase, shown in Figure 2(c), involves users participating in a game

where they attempt to guess the mood associated with a vision created by another user. This
step serves the purpose of, firstly, fostering a sense of empathy among users as they strive to
comprehend each other’s visions; and, secondly, enhancing user engagement through interactive
gamified elements. This step is greatly inspired by the discussion phase in ContextMapping [118],
and by the various works on reflective interfaces previously described in Section 2. We decided to
design it as a game (instead of a full discussion session) because we wanted a faster interaction
that could happen ideally in a serendipitous way.

7Link to the Unsplash API – https://unsplash.com/developers
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3.2.1 Implementation. The implementation of the platform can be found on GitHub, made available
under the MIT license8. The README file in the documentation provides detailed information
about the techniques and packages utilized in building the platform, which is divided into two main
components: the front-end web client and the back-end server. The front-end is developed using
HTML, CSS, JavaScript, and the jQuery library9. On the other hand, the back-end is constructed
using Python, leveraging the Flask web framework10 and the PostgreSQL database11. Deployment of
the platform is achieved using uWSGI12 in conjunction with an Apache Web server13. The GitHub
repository also contains further details and instructions on how to access and utilize the platform.

3.2.2 Preliminary Evaluation. To evaluate how the tool could be used to facilitate brainstorming
on different societal challenges, we performed a small study adopting an ethnographic observation
approach. The observations revealed that students had no difficulties using the tool to submit
their answers. About 50% of students used the tool during initial discussions, but usage dropped
to 20% during group brainstorming. Notably, students using pen and paper tended to keep the
tool open more than those using digital whiteboards. The study highlighted the need for better
integration of the tool into existing brainstorming processes and suggested further research to
enhance support throughout the entire brainstorming session. More details about the study are
reported in Appendix A

4 Crowdsourcing Empirical Study
The design phase in the previous section focused on determining the main features of a tool to
enable policy-sandboxing, as well as studying its feasibility and limitations. The next phase focuses
on understanding how we can use our approach to allow policy-makers to design more inclusive
policies.
We investigated how the modality of showing other people motivation about a choice may

influence their stance about a topic. The ideas is to allow people to reach a consensus on a policy
that could be less beneficial for the single but more inclusive for the community as a whole. To do so,
we investigates the effect of showing other people’s motivations with textual and visual elements in
decision-making. The effectiveness of combining different types of media (e.g., image and text) for
conveying information is well known in user-centered design approaches. For example, designers
organize workshops and ask participants to describe their experiences regarding a phenomenon by
creating physical artifacts such as pictures and newspaper cut-outs [118]. However, it is unclear
how different forms of presenting information influence people’s attitudes in opinion changes.

This study focuses on two aspects, which correspond to two analysis pipelines (discussed later in
section 4.4). First, does presenting other people’s choices and motivations using different modalities
(text and image) influence the decisions to change opinions? Previous work [62] has investigated the
effect of showing other people’s choices and opinions. Also, previous works in design and digital-
mediated empathy have highlighted how images can convey richer meaning [21, 86], allowing
people to express their perspectives more profoundly [118]. Thus, we hypothesize that showing
other people’s motivations (compared to not showing them) plays a crucial role in attitude changes.
We also hypothesize that using a richer depiction of the motivations can lead to more changes in
opinions and make people with extreme opinions shift theirs to a neutral one.

8Link to our code – https://github.com/TUD-KInD/COCTEAU-TUD
9Link to the jQuery framework – https://jquery.com
10Link to the Python Flask package – https://flask.palletsprojects.com/en/2.0.x/
11Link to PostgreSQL – https://www.postgresql.org/
12Link to the uWSGI tool – https://uwsgi-docs.readthedocs.io/en/latest/
13Link to the Apache web server – https://www.apache.org
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Fig. 3. This figure shows the research procedure. Participants are first presented with survey questions
that collect demographic information and measure empathy levels. Next, there are three configurations
with different presentation forms regarding people’s motivations for a hypothetical scenario (Figure 1). All
configurations ask people to choose their opinions and later revise the opinions with pre-defined votes
(Figure 5). Configuration 1 shows motivations using both image and text (as shown in Figure 4.a). On the
other hand, configuration 2 uses only text for the motivations (as shown in Figure 4.b). Configuration 3 serves
as the control condition that does not display people’s motivations. Finally, there is a post-study survey that
collects user feedback about the study.

Secondly, we are interested in exploring factors that may be related to opinion changes. For
example, previous works in psychology suggested that people’s empathy may affect their deci-
sions [35, 79, 89, 90, 93], which could be reflected in the number of selected motivations that they
agree with the others. Also, we would like to inspect whether different behaviors of choosing
motivations are linked to opinion change or the final decision. Particularly, we are curious about
the dynamics and behaviors around the most balanced opinion compared to other more extreme
ones, as the findings could offer insights into designing interaction modalities that can lead to
inclusive solutions.

4.1 Procedure
We designed and performed a controlled experiment on Prolific14, a crowdsourcing platform
specifically for researchers to conduct large-scale user studies. The experiment is a between-
subject study where different users participate in three different system configurations following
a predefined research procedure (Figure 3). In the study, participants are asked to choose their
opinions in a hypothetical scenario, presented with different forms of other people’s motivations for
their opinions, and then asked if they would change their opinions. There are pre-surveys (before
the experiment) and a post-study survey (after the experiment). The experiment is anonymous and
does not collect personal identifiers. This section explains the procedure, which is approved by the
Human Research Ethics Committee at our institution. Materials (e.g., surverys) are described in the
next section.
Figure 3 illustrate the experiment procedure. We use a modified version of our tool shown in

the previous section. Also, since the user-contributed data involve political opinions, which can

14https://www.prolific.co
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Table 1. Description of the Hypothetical Scenario in the Study

Back to Campus from COVID

The COVID-19 situation is still full of uncertainties. Even with vaccinations and other
measures, the growth of the number of cases is not slowing down enough. Universities
have decided to keep in place agile working approaches. While suggesting work and
study from home as much as possible, they allow people to return to the shared workplace.
However, facility managers and people responsible for on-campus activities need to define
working policies that both satisfy people’s needs and government guidelines. To do so,
they asked people working and studying on campus to express their opinion on this
matter.

Table 2. Description of the Available Opinions

Code Description

O1 The university should not allow people to work on campus, and all
activities should be online.

O2 The university should only allow fully vaccinated people to enter the
campus.

O3 The university should support the hybrid setting to enable both phys-
ical and virtual presence (for example, using scheduling systems or
masks).

O4 The university should only allow education activities on campus, and
no other activities are allowed (e.g., social gatherings).

O5 The university should allow people to work on campus without re-
strictions.

potentially be sensitive, using our own tool enables us to store and manage all user data on the
server in our institution without relying on third-party web-based software.

At the beginning of the study, the web interface displays an informed consent form. Only those
who provide consent can proceed to the study. After the informed consent, participants fill out two
pre-surveys that asks demographic information and measure empathy levels.
Next, we present a hypothetical scenario (Table 1), which is related to the debate regarding

student activities in universities during COVID. We decided to use the scenario since it matches the
social context at the time when we conducted this research, where organizations were dedicated to
understanding how to implement policies related to the COVID pandemic. For instance, in the case
of regulation of the work and study conditions after COVID, students may miss the in-presence
lectures as they allow them to socialize with their peers; some teachers may prefer giving lectures
physically, as it facilitates the engagement with the students. On the other hand, some people may
have become used to online lectures and remote work since they realized they could have a better
work-life balance.

Besides the scenario, participants are evenly assigned a random stakeholder role (bachelor
student, master’s student, Ph.D. student, researcher, and professor), each with different descriptions
of the roles (Appendix F). Participants are also asked to choose an opinion (Table 2 and Figure 5.a)
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representing their stance on the scenario. Moreover, to be consistent with the next step of selecting
motivations, the tool asks the participants to create a motivation (by choosing an image and writing
a few words) that explains why they choose the opinion. We explicitly remind people that the text
can be creative with the choice of the image and the text, and the text should not merely describe
the image.

Then, depending on the system configuration, participants are either asked to select motivations
(i.e., configurations 1 and 2 in Figure 3) or not (i.e., configuration 3). We specifically explain that
participants should select the ones that resonate with their perspectives or make them understand
other people’s points of view. Each opinion has eight motivations (Figure 4 and Appendix G), either
presented with both text and image (i.e., configuration 1) or with only text (i.e., configuration 2).
Participants need to go through all the motivations for all opinions (even those that they did not
choose) in these two configurations. The motivations and opinions are created by reseachers, and
their order is randomized when being shown to the users.

Finally, participants are presented with the scenario description again and asked to revise their
opinion regarding the scenario (Figure 5.b). Our tool explicitly reminds people to select their opinion
again after looking at other people’s motivations for choosing opinions in the previous step. At
the step, the interface also shows hypothetical votes for each opinion, which is designed to keep
the control condition (i.e., configuration 3) consistent with all other configurations. Afterward,
participants fill out a post-study survey.

4.2 Materials
4.2.1 Informed Consent and Pre-surveys. The informed consent form can be found in Appendix B.
The pre-surveys asks demographic information (Appendix C) and measure empathy levels (Appen-
dix D). Demographic questions include gender identity, age range, and education level. Empathy
questions are adapted from the Perspective Taking and Empathic Concern items in the Interpersonal
Reactivity Index questionnaire [24, 25]. Perspective Taking means the ability to step outside the self
to change perspectives when dealing with other individuals, while Empathic Concern indicates the
degree to which the participant experiences feelings of concern for others. Each empathy question
can be answered on a 5-point Likert scale from 1 (strongly disagree) to 5 (strongly agree). We
tweaked some words to make the question gender-neutral For example, “guy” is replaced with
“person”, and “his” is replaced with “their”.

4.2.2 Available Opinions and Motivations. The available opinions and motivations are pre-defined
based on the consensus of four researchers, who iteratively created a pool of diverse opinions and
motivations, and merged similar ideas. We design the opinions and motivations to cover different
stances to our best, specifically on a spectrum ranging from entirely restrictive (i.e., allowing no
activities in universities) to completely liberal (i.e., allowing all activities in universities). Regarding
opinions, each researcher first came up with a list of opinions. Then, all researchers worked together
to sort the opinions based on how restrictive the COVID measure is. Similar ones were grouped
together and further refined into one representative opinion. This step resulted in five opinions
(see Table 2). Next, each researcher crafted several motivations for each opinion. The motivations
contain text and images. Images for the motivations are obtained using the Unsplash API15. After
crafting motivations, the researchers discussed them together to merge similar ones and select
eight motivations in total. The selection criteria were based on having a diverse range of views.
However, researchers are not representative of various groups of people, and in this case, we used
the motivations and opinions that appeared in social debates during the COVID pandemic.

15Link to the Unsplash API – https://unsplash.com/developers
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4.2.3 Post-study survey. The post-study survey (Appendix E) asks questions about user feedback
and the degree to which each element of the interaction (images, text, and votes) contributed to
their choice. The post-study survey also asks the participants to indicate the importance of the
images, text, and votes separately using Likert scales.

4.2.4 Quality Control. For quality control, we employ attention checks (one instructional manipu-
lation check and two reversed question checks) in the pre-surveys. These questions can be found
in Appendix D. Also, at the step of revising opinions, we ask participants to enter “I confirm my
opinion” in a text box as another instructional manipulation check.

4.3 Variables
We now describe the dependent variables 𝑌 , independent variables 𝑋 , and confounding variables 𝑍 ,
in the context of𝑌 = 𝐹 (𝑋,𝑍 ) for analysis. We also describe control variables that remain unchanged
in this study.

4.3.1 Independent and Dependent Variables. Our independent variable is system configuration,
indicating if and how the motivations were shown to the participants. There are three types of
system configurations. Among them, two configurations display other people’s motivations after
selecting the initial opinion using different presentation forms. The first form shows both text and
image (similar to the meme), and the second form shows only the text part. The third configuration
serves as the control condition, which does not show the motivations for choosing a specific
opinion.
Our dependent variable is change occurrence, (true/false) that indicates whether people revise

their opinions or not. If change occurrence is true, it means that the participant changed the opinion
after the intervention (i.e., the system configuration).
We focus on opinion change because it indicates that a participant carefully considered others’

motivation - ideally moving to a less egoistic stance [30, 80]. Later in the analysis we also considered
the direction of the opinion change (i.e., if the participant chose a more or less restrictive opinion).
Also, the change of opinions can be seen as a facet of the constructiveness concept, that relates to
the attempt of the deliberation process to arrive at a common ground [112].

4.3.2 Confounding Variables. There are two sets of confounding variables: demographics, empathy
levels, and vote importance (whether the participants think seeing other people’s votes is important
in choosing opinions), which we collected in the post-study survey. Demographics include gender
(male/female), education status (has a higher education degree or not), location (is in European
countries or not), student status (is a student or not), job status (has a full-time job or not), and
age range. The gender, location, student status, and job status information are obtained from
Prolific demographics data. Empathy levels are measured using the Interpersonal Reactivity Index
questionnaire [24, 25], which has the Perspective Taking and Empathic Concern items. After flipping
the corresponding values correctly, depending on whether the item is a revered question, we take
the mean value (Likert scale) of the empathy items as the final score for each participant.

4.3.3 Control Variables. We decide to hold the following variables as constant: available opinions
andmotivations to choose, as well as the votes of the opinions. The available opinions andmotivations
are created by researchers before conducting the experiment. Also, we manually assign the votes
for each opinion. The control of opinions, motivations, and votes ensures consistent content for
each participant during the study.

4.4 Analysis
We conduct the following two analysis pipelines.
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(a) (b)

Fig. 4. This figure shows the user interface for system configuration 1 and 2 (i.e., those that showsmotivations).
Figure (a) displays motivations for a specific opinion using both image and text, while figure (b) shows the
motivations using only text. We provide 8 motivations for each opinion.
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(a) (b)

Fig. 5. The left (a) and right (b) images in the above figure show the list of opinions on the user interface that
participants can choose and revise, respectively. Notice that the interface for revising opinions shows the
pre-assigned votes.
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4.4.1 First Analysis: Effectiveness of Showing Motivations and the Confounding Factors. First, to
determine if showing people’s motivation is effective in change occurrence, we apply Fisher exact
test in three contingency tables, to verify that there is statistical significance difference between
the number of opinion changes among the different configurations. Each table has size 2×2, which
represents a combination of two system configurations. More specifically, we use the Fisher exact
test of independence to check whether the proportions of these two variables are significantly
different. We compare the difference among three pairwise groups of system configurations with
Bonferroni correction, which means that the adjusted significance level is 0.017 (instead of the
original 0.05). Rejecting the null hypothesis suggests evidence that system configuration somehow
explains change occurrence, which also means the relative frequencies of change occurrence are
not identical over different system configurations. We use Fisher’s exact test of independence due
to our small sample size, according to McDonald [74] with two-sided alternative hypothesis. We
choose to report Cramer’s V as the effect size since it can be compared across studies, With a range
between 0 and 1, it can be interpreted as how strong two categorical variables are associated with
each other [3].
Besides the hypothesis testing approach, we use descriptive statistics to support our findings.

Also, we apply logistic regression to examine the effect of confounding factors that can affect both
the independent and dependent variables. Change occurrence is used as the response variable in
this regression analysis. We use a zero coefficient test (i.e., Wald test) and calculate the confidence
interval to determine if a coefficient is unlikely to be zero. Variance inflation factors are also
computed to checked multicollinearity (i.e., each predictor cannot be easily predicted by using the
others).

4.4.2 Second Analysis: Characteristics of Opinion Change Related to Other Factors. For the second
analysis pipeline, we further inspect the characteristics of two different pairs of participant groups
among system configurations 1 and 2. First, we want to understand what is the combination of
factors and system configurations that may be related to opinion change. This first pair is about
change occurrence: one group that changes their opinions, and another group that does not change
opinions. For the first pair of groups, we are interested in the total number of selected motivations,
Empathic Concern levels, and Perspective Taking levels. Second, we want to inspect if there is
a relationship between the type of selected motivations (middle vs. non-middle on the political
spectrum) and the final opinion that the user landed. The second pair is about the final opinion:
one group that chooses their final opinion as the “middle one” on the liberal-restrictive spectrum,
and another group that chooses the non-middle opinion as the final one. For the second pair of
groups, we want to inspect the number of motivations that these two groups choose for each
opinion, separated by system configurations 1 and 2. The middle opinion is “The university should
support the hybrid setting to enable both physical and virtual presence (for example, using scheduling
systems or masks)”, as shown in Figure 5. When comparing the differences between pairs of groups,
we use the two-sided Mann-Whitney U test since our data is not normally distributed, which is
a non-parametric form of the unpaired t-test. We also report the absolute vale of Cliff’s Delta
(calculated using the test statistics) as the effect size, which is a typical measure for Mann-Whitney
U test and can be interpreted as the degree of overlap between two distributions. Cliff’s Delta is
directional and ranges between -1 and +1, with -1 and +1 meaning no overlap and 0 means complete
overlap [70].

4.5 Participants and Sample Size
We use the Prolific platform to recruit online participants to conduct the study. Participants are
screened using the platform’s demographic pre-screening feature to be adults (18 years of age and
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older) fluent in English and have a task approval rating over 90% on the Prolific platform. We also
restrict participation to only desktop devices (no mobile or tablet). Also, we apply the balanced
sampling feature on Prolific to distribute the study evenly among female and male participants.
Participants are paid based on the hourly wage of 7.5 GBP (about 10.3 USD), indicated as a good
pay by the Prolific platform. Participants took 16 minutes on average (with a standard deviation of
9 minutes) to complete the study.

We use the G*Power software [32] to estimate the sample size. From the controlled experiment
point of view, we have three system configurations, which means three groups.

For a two-tailed Fisher’s exact test, using significance level 𝛼 = 0.017 (after Bonferroni correction),
power 1− 𝛽 = 0.8, change occurrence proportion 𝑝2 = 0.12 for the system configuration that shows
motivations, change occurrence proportion 𝑝1 = 0.02 for the control condition, and allocation ratio
1 (ratio between system configuration groups), we obtain a sample size 140 for each group.

During the study period, we recruited a total of 450 participants. After filtering out the responses
that are incomplete, do not provide consent, and have insufficient data quality (failing more than one
instructional manipulation check and more than one reversed question check), we have 420 valid
responses for analysis. We have 137, 140, and 143 responses for the three system configurations,
respectively. Table 9 summarizes the participants’ demographic data, which shows that female
and male participants are balanced (due to the balanced sampling method provided by Prolific),
as well as the student status. However, most of the participants have age below 45 and are from
European countries. Besides, slightly more participants have a higher education degree (including
Associate’s, Bachelor’s, Master’s, and Ph.D. degrees) and no full-time job.

Details regarding the demographics are reported in the Appendix H.

5 Results
We found that showing peoples’ motivations help in shifting opinions when compared to the control
condition, even after adjusting for confounding factors. Moreover, the crowdsourcing empirical
study identified that empathy (both the Empathic Concern and the Perspective Taking levels)
is unrelated to opinion change. Regarding behavior, participants who change opinions tend to
choose more motivations. Also, participants who choose the middle opinion tend to select more
motivations corresponding to the middle opinion and fewer motivations corresponding to the
non-middle opinion. Below we explain these findings in more detail.

5.1 Effectiveness of Showing Motivations and the Confounding Factors
As shown in Table 3, showing motivations to users results in more opinion changes (12.9% for the
text-only configuration, and 10.2% for the text-with-image configuration) than the control condition
(2.1%). To demonstrate the differences among system configurations in opinion changes, we show
the result of the Fisher’s exact test in Table 5. Regarding change occurrence, there is statistical
significance in both the text-only and text-with-image configurations when compared with the
control condition. Cramer’s V indicates a small to medium effect size (based on the interpretation
of Kim [55]). However, there is no statistical difference between the text-with-image and text-only
configurations.
To further inspect the opinion change pattern, we plot Sankey diagrams (Figure 6) that show

how people change their opinions from one to another among all three system configurations,
excluding those who do not change opinions. From these diagrams, the control condition shows
an apparent difference visually when compared to the configurations that show other people’s
motivations. Also, for the configurations that show motivations, Table 4 shows that a large portion
of the participants who change opinions choose the middle one on the liberal-restrictive spectrum
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Table 3. The table below shows the contingency table for change occurrence. For example, 14 (10.2%) partici-
pants changed their opinions when the system showed other people’s motivations using text with images.

Configuration No Opinion Change Has Opinion Change Sum Percentage of Change

Text with Image 123 14 137 10.2%
Text Only 122 18 140 12.9%
Control Condition 140 3 143 2.1%

Sum 385 35 420 8.3%

Table 4. The tables below show the cross-tabulation of change occurrence and whether the final opinion is the
middle one on the liberal-restrictive spectrum. This result suggests that showing other people’s motivations
is related to more opinion changes toward the middle (i.e., centrist). The blue-marked cells correspond to the
blue paths regarding the opinion change patterns in Figure 6.

Text with Image No Opinion Change Has Opinion Change Sum

Final Opinion is Middle 84 10 94 (68.6%)
Final Opinion is not Middle 39 4 43 (31.4%)

Sum 123 (89.8%) 14 (10.2%) 137 (100%)

Text Only No Opinion Change Has Opinion Change Sum

Final Opinion is Middle 87 13 100 (71.4%)
Final Opinion is not Middle 35 5 40 (28.6%)

Sum 122 (87.1%) 18 (12.9%) 140 (100%)

Control Condition No Opinion Change Has Opinion Change Sum

Final Opinion is Middle 88 1 89 (62.2%)
Final Opinion is not Middle 52 2 54 (37.8%)

Sum 140 (97.9%) 3 (2.1%) 143 (100%)

Table 5. The tables below show the Fisher’s exact test result for system configuration pairs on the variables
of change occurrence. Each pair is a 2×2 contingency table (transformed from Table 3). The control condition
does not show motivations, while others show the motivations. The p-values that are marked using the
asterisk symbol (and in a highlighted row) show statistical significance using the 0.017 significance level, after
the Bonferroni correction. Cramer’s V is used as the effect size. The abbreviation “DoF” means the degree of
freedom.

Fisher’s Exact Test with Change Occurrence

Group 1 Group 2 Test Statistic p-value DoF Cramer’s V

Text with Image (n=137) Control Condition (n=143) 0.1883 0.0051* 1 0.1550
Text Only (n=140) Control Condition (n=143) 0.1452 0.0005* 1 0.1918

Text with Image (n=137) Text Only (n=140) 1.2963 0.5742 1 0.0300
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Fig. 6. This figure shows the Sankey diagrams of the opinion change patterns for all configurations (except
those participants that do not change their opinions). The labels at the left and right indicate the counts. For
example, in the image-with-text configuration, 10 people changed their opinions to the middle one. According
to Table 4, many people stays at the middle opinion (84 out of 137 for the image-with-text configuration, 87
out of 140 for the text-only configuration). This suggests that opinions tend to converge to the middle one
(i.e., the one in the middle of the liberal-restrictive spectrum) in system configuration 1 and 2. In Table 8, we
further confirm the influence of the number of selected motivations on opinion change. The blue paths mean
that the opinions are changed to the middle one from other opinions. The gray paths mean that the opinions
are changed to either the more liberal or restrictive ones. The descriptions of the opinions are in Table 2. The
numbers that summarize the blue and gray paths are in Table 4.

as the final opinion (10 out of 14 for the text-with-image configuration, and 13 out of 18 for the
text-only configuration).

Table 6 shows the result of logistic regression using change occurrence as the response variable.
All the demographics are included as the predictor variables, as well as the system configuration
(which is the independent variable), empathy levels (including perspective-taking and empathic
concern), and vote importance. The variance inflation factors of the predictors are all below 1.5,
which means low multicollinearity. The result indicates that vote importance has a confounding
effect (𝑝 < .05, and the confidence interval does not include zero).

Notice that showing motivations in the system configuration has a positive impact (i.e., coefficient
larger than zero) on change occurrence. Regarding vote importance, the positive coefficient indicates
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Fig. 7. The above figure shows the distribution of the number of selected motivations (as shown in Figure 4)
by system configurations between the groups that change and do not change their opinions.

that participants who think other people’s vote is more important tend to change their opinion.
This is in line with previous works in online deliberation [62, 101]

5.2 Characteristics of Opinion Change Related to Other Factors
Regarding the group pairs of change occurrence (no opinion change vs. with change), the result is
in Table 7. In the text-only configuration, people who change opinions select more motivations
(statistically significant) than the other group of people who do not change opinions (median 14.5
vs. 10 selected motivations). This finding is also illustrated in Figure 7, suggesting evidence that
people who change opinions tend to select more motivations. This could also imply that people
who change their opinions spend time checking other people’s motivations. However, there is no
statistically significant difference in the Perspective Taking and Empathic Concern levels for the
system configurations that show motivations.

Regarding the group pairs of whether the final opinion is the middle one, the result is in Table 8.
The middle opinion is considered the most balanced one (i.e., centrist), which is the hybrid education
setting (refer to “O3” in Table 2). Specifically, the result shows that participants who ended up
choosing the middle opinion tend to select more motivations corresponding to the middle opinion
(statistical significance for both configurations) and fewermotivations from the non-middle opinions
(statistical significance for the text-only configuration). This finding suggests that the participants
are, to some degree, coherent with their choices of opinions and motivations.

6 Discussion
Our work contributes to the domain of HCI and participatory policy-making with a specific focus
on the emerging notion of empathic-centric design at scale. In the next sections, we discuss our
findings with respect to other related works, derive implications for the design of tools and methods
to support participatory methods, and elaborate on the deep ramifications and consequences of the
empathic-centric design of policies.

6.1 Implications for Deliberation Platforms
Our analysis found that showing other people’s motivations helps shift opinions, even after adjusting
for confounding factors. There is a statistically significant difference in the occurrence of opinion
change between the control condition and both the one that showed text together with images and
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Table 6. The following table shows the analysis result of confounding factors using a logistic regression model
(using the change occurrence dependent variable). The pseudo R-squared value for fitting the model is 0.13
(which is treated as the effect size). All the variance inflation factors (except the intercept) are below 1.5,
showing low multicollinearity. The p-values that are marked using the asterisk symbol (and highlighted)
indicate statistical significance using the 0.05 significance level. Abbreviations “Coef”, “Std”, and “CI” mean
the coefficient of the variable, the standard error, and the 95% confidence interval respectively. The Std, Z
statistic, p-value, and CI come from the Wald test on the coefficient.

Logistic Regression Using the Change Occurrence as the Response Variable

Predictor Variable Coef Std Z statistic p-value CI

Intercept (the constant in regression) -4.60 1.85 -2.48 0.013 [-8.23, -0.97]
Does the system configuration show motivation? 1.72 0.62 2.75 0.006* [0.49, 2.94]
Sex 0.73 0.40 1.82 0.068 [-0.05, 1.51]
Education Status 0.73 0.43 1.71 0.088 [-0.11, 1.57]
Location -0.71 0.38 -1.84 0.066 [-1.46 0.05]
Student Status 0.62 0.44 1.39 0.163 [-0.25, 1.48]
Job Status 0.26 0.41 0.65 0.516 [-0.53, 1.06]
Vote Importance 0.88 0.41 2.16 0.031* [0.08, 1.69]
Perspective Taking Level (empathy) 0.30 0.47 0.63 0.527 [-0.62, 1.21]
Empathic Concern Level (empathy) -0.16 0.37 -0.45 0.655 [-0.89, 0.56]
Age Range 0.06 0.26 0.22 0.828 [-0.45, 0.56]

Table 7. The table below shows the result of hypothesis testing (using the Mann-Whitney U test) on factors
between the change occurrence groups. The “No Opinion Change” and “Has Opinion Change” columns show
“median±semi-interquartile range” of the factors. The “n” value in the parentheses of these two columns
indicates the group size. We use Cliff’s delta as the effect size. The p-values that are marked using the asterisk
symbol (and highlighted) indicate statistical significance using the 0.05 significance level.

Mann-Whitney U test on the Total Number of Selected Motivations (see Figure 7)

Configuration No Opinion Change Has Opinion Change U Statistic p-value Cliff’s Delta

Text with Image 9.00±4.00 (n=123) 9.50±3.75 (n=14) 917.0 0.693 0.07
Text Only 10.00±3.00 (n=122) 14.50±5.00 (n=18) 661.0 0.006* 0.40

Mann-Whitney U test on the Empathic Concern Level

Configuration No Opinion Change Has Opinion Change U Statistic p-value Cliff’s Delta

Text with Image 4.00±0.36 (n=123) 4.07±0.43 (n=14) 846.5 0.920 0.02
Text Only 3.93±0.50 (n=122) 4.00±0.27 (n=18) 990.5 0.504 0.10

Mann-Whitney U test on the Perspective Taking level

Configuration No Opinion Change Has Opinion Change U Statistic p-value Cliff’s Delta

Text with Image 3.71±0.29 (n=123) 3.79±0.29 (n=14) 699.5 0.250 0.19
Text Only 3.71±0.34 (n=122) 3.79±0.29 (n=18) 1023.0 0.641 0.07
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Table 8. The table below shows the result of hypothesis testing (using the Mann-Whitney U test) on factors
between the “Final Opinion is not Middle” and “Final Opinion is Middle” groups.

Mann-Whitney U test on the Number of Selected Motivations for the Middle Opinion (see Figure 8)

Configuration Final Opinion is not Middle Final Opinion is Middle U Statistic p-value Cliff’s Delta

Text with Image 2.00±1.00 (n=43) 3.00±1.38 (n=94) 1565.5 0.031* 0.23
Text Only 2.50±1.13 (n=40) 3.00±1.00 (n=100) 1573.0 0.045* 0.21

Mann-Whitney U test on the Number of Selected Motivations for the Non-Middle Opinions (see Figure 8)

Configuration Final Opinion is not Middle Final Opinion is Middle U Statistic p-value Cliff’s Delta

Text with Image 8.00±2.50 (n=43) 7.00±3.50 (n=94) 2151.5 0.545 0.06
Text Only 8.50±2.00 (n=40) 7.00±2.50 (n=100) 2513.5 0.018* 0.26

Fig. 8. The above figures show the distributions of two factors by system configurations between the groups
that end their opinions on the middle one (on the liberal-restrictive spectrum) or not. These two factors are
the number of selected motivations for only the middle opinion or others.
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only text. This finding is aligned with the literature where showing other people’s motivations
has the potential to evoke empathy, which can lead to attitude changes [6, 62]. However, there is
no statistically significant difference between the image with text configuration and the text-only
configuration. This finding is inconsistent with previous works, as the literature suggested that
a richer representation of the information can be better [21, 86]. In contrast, our result indicates
that using richer media – in our case, text together with images – to represent information is not
always the best design choice. These results may imply that, when designing the representation
form of the motivations, we need to be careful about potential information overload. It is possible
that the configuration of images with text takes more time for people to process information and
make the communication of motivations overly complicated [43, 83]. Our finding also suggests that
the text-only configuration is more effective than the images with text configuration. For example,
there is no significance in the number of selected motivations between the groups that change and
do not change opinions for the text with image configuration, while there is significance in the
text-only configuration. Similarly, this behavior difference also exists in the number of selected
motivations for the non-middle opinion between the groups that select the middle opinion as the
final one or not. These behavior differences may indicate that participants primarily spent time
processing the information in the images instead of the motivations themselves. For future works,
it would be interesting to measure the real time spent on each section of the study, and investigate
if there is some correlation. Also, investigating if the the type of motivation chosen relates with
their final decision. However, a large portion of the participants did not change their minds in our
study, implying that we may need an even larger sample size to confirm whether the text-only
configuration is more effective.

We have to point out that this research does not aim to make people change their minds but to
understand how people change their minds, especially in reaching a more inclusive opinion. We
found that the behavior of selecting motivations is, to some degree, related to opinion changes,
especially for the middle opinion. Specifically, people who change their minds tend to select more
motivations, meaning people who pay more attention to other people’s motivations may tend to
understand others’ perspectives. Also, participants who change their minds may be coherent in
choosing the motivations corresponding to their final opinion. In general, these findings agree with
previous works related to digital-mediated empathy and persuasive system design that shows how
motivations help people to empathize with other and reflect on other points of view [21, 58, 86].
Also, this phenomenon can happen in a relatively short period (i.e., the duration of the experiment)
and a small piece of text, which means this type of intervention has the potential to be easily
embedded in existing tools. We believe this finding suggests a promising path that could lead to
inclusive solutions and be worth using control experiments to inspect further ways of enabling
people to interact with other people’s opinions and how they affect opinion changes. This finding
may be applied in two situations. First, in the situation when the policy-makers are not expecting a
predefined solution, using a specific interaction design and information representation can lead to
convergence of opinions, which may benefit policy-makers in making urgent and timely decisions.
The second situation is that the decision-makers already have an inclusive solution and seek to
push out the policy for public communication. In this case, the interaction modality can help
policy-makers efficiently communicate with the public and engage a large group of people with
access to digital technology. However, it is vital not to fall into the trap of manipulating people’s
opinions by explicitly pushing a policy that can harm minority groups, as there is a risk that the
majority can converge to a decision that only benefits the majority group. Also, our approach
should not be used alone and needs to be integrated with the current opinion polling process. Our
goal in this work is not to develop a new method to replace the current policy-making process but
rather to support it by obtaining a broader view of social issues from the citizens.
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6.2 The Role of Empathy in Deliberation
While we begun our work with the assumption empathy would play a critical role, our analysis
indicates no statistically significant effect regarding participants’ empathy levels (neither Empathic
Concern nor Perspective Taking scores) on opinion changes. The statistics show that the result is
not borderline; instead, they are highly likely to be unrelated. This seems to contradict previous
works in the psychology domains that show how empathy plays a role in the decision-making
process [35, 79, 89, 90, 93]. We think that this contradiction could due to the following reasons. First,
it is possible that other types of empathy could affect opinion changes. In our experiment, we only
consider Empathic Concern and Perspective Taking. Also, it could be that the online environment
requires more nuanced interaction design approaches to evoke empathy. Our approach only enables
participants to browse and select their motivations. Furthermore, the hypothetical scenario that we
choose may not evoke much empathy, as participants can already have strong opinions on how
students and teachers should return to school to work. Our scenario is not described as a social
dilemma, as it does not offer choices that could explicitly lead to conflicts among different groups
of people or significant bias toward a particular social group. It may require using other specific
contexts to evoke empathy at the level that could be measured. We leave the exploration of more
types of empathy items, more interaction design approaches, and more scenarios to future work.
However, on the other hand, the fact we observe that opinion change occurs independently from
the empathy scores could mean that showing peoples’ motivations in this way allows participants
to understand other perspectives regardless of their intrinsic ability to empathize. It could be that a
design intervention as simple as showing people’s motivation for a choice (using text or images) is
sufficient to trigger a change of perspectives, which requires further studies to confirm.

6.3 Policy Sandboxing: Future Directions and Positioning in Existing Participatory
Practices

Through our contribution, we have exemplified the means of conducting policy sandboxing, i.e. the
rapid and participatory evaluation of policies with citizens who have different and often conflicting
needs, experiences and perceptions regarding a policy proposal. Not only does policy sandboxing
involve testing policy proposals and adjusting them based on the numerous perspectives of citizens
who will be the potential beneficiaries of that policy, but we also explored how exposure to others’
motivations and perspectives regarding a given proposal enables citizens to find common ground
by changing their own initially held position. We particularly sought to understand how varied
representations of citizens’ perspectives (text and images in our case) enable individuals to calibrate
and adjust their opinions. Although empathy has been a central tenet in numerous design research
methods, these methods have been observed to be hyper-local and fail to scale-up [16]. Moreover, the
role of empathy in participatory policy-making has led to mixed results, where empathy evoked by
exposure to the experiences and concerns of others has been observed to increase attitudinal change
and critical reflection among citizens [78], at the same time, this effect has not been homogeneous
among people with divergent political beliefs [60]. Although our study did not take into account
the partisan associations of our participants, our observation of the change in participants’ opinions
after exposure to the motivations of others is consistent with the earlier findings of Muradova and
Arceneaux [78], suggesting that empathy may have been a contributing factor. However, we found
no evidence to support the role of empathy in participants’ opinion change.
Furthermore, existing deliberation platforms, which afford for the participation of citizens at

scale, and expression of one’s perspectives and experiences, do not necessarily embody empathy as
an enabler for grounding mutual expectations and perspectives and, more importantly, consolidate
other’s worldviews with one’s own. These issues have resulted in the development of policies that
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either fail to capture the complexities and nuances of citizens’ needs leading to imbalanced focus,
or seek to optimize high-level demographic indicators resulting in policies that are disconnected
from citizens’ needs and experiences altogether. In past years we have seen an increased interest in
assimilating empathy as a design lens in HCI, which is evident from the recent discourses, such as
the Empathy-Centric Design workshops at CHI [27, 29, 73] which sought to reframe the emerging
themes around empathy and devised the future research agenda to examine empathy and its role
in design and evaluation of systems and interventions. Based on these emerging discourses on
the role and importance of empathy in HCI and CSCW, we believe it is crucial to incorporate and
empirically evaluate how empathy could mediate (if not directly influence) constructive discussions
around policy making and the participatory development of inclusive policies.
Our research has sought to expose the participants to diverse visions, which not only evoke

emotional responses but also afford for cognitive perspective taking. In this way, we have aimed
for a balanced internal assessment of the problem at hand in relation to others. Our results have
also demonstrated that even though participants’ empathetic tendencies –measured in the pre-
study questionnaire– did not statistically explain participants’ change of opinions, the interplay
of exhibited visions and participants’ initial motivations was found to influence their change in
opinions, which was not the case in the control condition. Considering participants’ change of
opinion as an indicator of empathetic alignment (i.e., updating one’s position through consolidating
others’ experiences and visions), we can argue that our intervention demonstrates the ways of
conducting rapid “usability tests” of policies at scale with multiple stakeholders. Moreover, our
choice of crowdsourcing as a crucial instrument that underpins stakeholder engagement, on the
one hand, enables policy-makers to engage many participants from diverse geographical regions.
On the other hand, similar to survey research, it makes our approach susceptible to sampling bias
(higher or lower representation of certain sections of the population) and coverage errors (missing
citizens who do not use such platforms) [20]. Still, our work presents a viable proof-of-concept for
Policy Sandboxing that embodies empathy-centric design.
We further ask ourselves about the positioning of Policy Sandboxing: when and how often

it can be employed, and how it relates to existing HCI approaches. In our conception of inclu-
sive and participatory policy-making, our contribution offers an instrument, i.e., a means to an
end, to engage diverse communities and a large number of citizens in examining if the specific
policy is attuned to their needs. Policy-makers, civic bodies, or concerned citizens can employ
Policy Sandboxing rapidly and frequently to assess and/or identify the most fitting policies. In
addition, diverse stakeholders can independently conduct their sandboxing experiments while still
engaging multiple stakeholders and, at a later stage, compare the divergences and consolidate the
commonalities. Moreover, we can argue that our approach is not isolated from other approaches
in participatory policy-making and can be utilized in tandem with other methods. For example,
contextmapping [99, 118] and co-design methods can be employed to contextualize the problem and
frame it in collaboration with specific community representatives, followed by community citizen
science (for example, [7, 48]) with a broader population to corroborate the extent of the problem
and its impact on concerned communities. Finally, Policy Sandboxing can be applied at a much
larger scale with the general populace on a contextualized and well-defined set of perspectives
and experiences, which were collected through other prior means. In this way, the example above
illustrates that Policy Sandboxing is complementary to other local participatory policy-making
approaches within HCI and beyond to identify and capture opinions and experiences.
Future research should explore ways to integrate Policy Sandboxing into the policymaking

process and examine whether the policy proposals tested through our approach are implemented
and accepted (and to what extent).
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Finally, despite our arguments in favor of designing with empathy for fostering inclusive policy-
making, we must consider the ethical implications of designing with empathy. On the one hand,
empathy as a design lens can empower citizens to understand better the perspectives and experi-
ences of diverse stakeholders and thus proactively shape policies in the making. On the other hand,
the choice of biased and imbalanced opinions and experiences as visions may render empathy an
instrument for citizen manipulation at large scales. Recent past works in persuasive system design
within online and social media platforms have underlined the ethical implications of designing
with empathy and persuasion (for example, [14, 15, 54]). Consequently, it is imperative to check
and mitigate the negative implications of empathy-centric design through the following. First, we
need to enable policy-makers, civic societies, and communities to independently monitor and audit
the implemented visions, motivations, opinions, and outcomes of the sandboxing process. Second,
Policy Sandboxing needs to be embedded within participatory policy-making workflows so that
it cannot be dissociated from other complementary approaches (as discussed above). Finally, we
have to engage diverse stakeholders and interdisciplinary scholarship more broadly in examin-
ing the overarching impact of empathy-centric design and guide future discourses in inclusive
policy-making practices.

6.4 Limitations
This study has some limitations in the research procedure. First, participants are assigned roles
representing different stakeholders, which is our design choice to place people in various contexts.
But there is no statistically significant difference among the groups with different roles in opinion
change occurrence, change patterns, the number of selected motivations, starting opinion, and
the final opinion. This limitation may imply that our role assigning mechanism does not enable
participants to immerse themselves into the assigned roles. Future work is needed to recruit various
local stakeholders or explore other methods to make the participants identify themselves with
different stakeholders.

Second, we tried to be as unbiased as possible when creating the opinions and their motivations
based on the conversations around the scenario that had already happened at the time of conducting
the experiment. But it is undeniable that participants could have been affected by our cultural
background and beliefs that we implicitly added to the study materials. When creating the materials,
our goal is not to list all possible opinions and motivations but instead to provide options that
cover various perspectives, from the most to the least restrictive Future research can thus explore
different hypothetical scenarios and apply an iterative procedure to first collect materials from a
set of stakeholders and then later use the materials in the experiment.
We acknowledge that the interaction presented in our study looks like a form of pseudo-

participation as described in [85], however, this was just because we needed to control that
dimension of the experiment. In the same way, asking the participants to take a role can be
seen as a form of priming, however, this is required just for the study, and it would not be included
in a real-world deployment.

We also acknowledge that using empathy in the deliberation process could emphasize the role of
emotive reactions instead of rational thinking. This could lead to situations where our approach can
be misused to manipulate the deliberation process [56], as previous literature argued that emotions
do not make the process more democratic [95]. Future works in Policy Sandboxing needs to take
this into account.

Finally, the participants we recruited are limited to people who are on the Prolific platform, have
access to digital technology, and are fluent in using it. Our sampled participants may not reflect
completely the population that is involved in policy-making and affected by the problem. The study
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can be further extended to involving citizens and stakeholders at the city scale, thus obtaining a
genuinely diverse view of a social issue in a local region.

7 Conclusion
In this work, we investigated how to bring empathy to participatory policy-making at scale. In
particular, we studied how using text and images to represent people’s motivation behind a choice
can influence how others empathize and understand different views. Our crowdsourced empirical
study on Prolific revealed that simply exposing people to others’ motivations, using text and images,
has a significant effect on people’s ability to understand and empathize with other perspectives,
leading them to change opinion, often towards a more balanced and inclusive one. This opinion shift
not only appears to be independent of the empathy score of the participants, but also it happens
coherently. People who select many motivations related to the most inclusive opinion choose the
opinion as their final one.

We further reflected on the overarching implications of our approach, Policy Sandboxing, on the
existing policy-making practices and outcomes, including its positioning and relationship with
existing participatory policy-making approaches within HCI and beyond. A design method based
on our approach could allow policymakers not only to engage with a large number of individuals
to quickly run studies on policies but also to embody empathy-centric design in their process
enabling them to design more inclusive policies. Finally, we discussed the ethical dimension of
leveraging empathy in designing policies. While empathy can empower citizens, it can also be
instrumentalized for large-scale manipulation and provide viable pathways for mitigating the risks
and enabling multi-stakeholder contestation in policy-making workflows.
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A Preliminary Evaluation of the Policy-Sandboxing Tool
In this preliminary study, we adopt a light ethnographic observation approach to understand how
our tool can be used in a teaching environment to facilitate idea brainstorming (with the approval of
our Human Research Ethics Committee). The study involved engaging students in a design studio,
which is part of a course where students need to deliver a data-driven solution for urban challenges
related to health, mobility, sustainability, and tourism. The objective of the design studio was to
explore and brainstorm initial concepts for the solution. We chose the design studio setting since
it resembles the situation when citizens brainstorm potential policy solutions to address urban
challenges. One author of this paper conducted this study while being the design studio coach to
observe how students worked with the tool. This is not a controlled experiment, and thus, we did
not ask students to act like study participants.
The design studio consisted of 25 second-year industrial design Bachelor students, organized

into five groups of five students each. The gender distribution was roughly equal. Each group was
tasked with producing a 200-word text that described the challenges, topics of interest, and the
data necessary to support the design process in addressing these challenges.
The structure of the studio followed a think-pair-share approach; students were first asked to

come up with individual ideas, then discuss the ideas with their neighbors, and finally share the
ideas with the entire classroom. Students were required to consider multiple perspectives, including
those of policy-makers and citizens, by expressing their opinions and discussing the collected
perspectives. A scenario was set up using the tool, with questions related to urban challenges.

At the beginning of the studio, the researcher introduced the tool, and all students were asked to
individually answer a questionnaire for 15 minutes on the platform.

The questionnaire includes the following questions, and each answer is limited to 500 characters.
(1) What are the societal challenges that you are interested in (health, sustainability, mobility, or

tourism)?
(2) What topics do you want to explore and are related to the challenges you picked (for example,

water pollution for the sustainability challenge)?
(3) For the topics of the challenges that you pick, what data can help you design solutions, in-

cluding problem framing, concept generation, artifact creation, result validation (for example,
sensor data for water pollution)?

(4) What are your learning expectations about what you would like to learn about data?
After all the students submitted the answers, the researcher instructed students to take 15

minutes to read all submitted answers and discuss the answers with their neighbors. After that,
the researcher put the learning expectations that students submitted on the large screen in the
workshop room and went through all the points and questions. Then, the researcher asked students
to take 15 minutes to start the group discussion of the challenges. After that, there is a 15-minute
break.

When the students came back from the break, the researcher asked students to take 15 minutes to
use the tool to create visions (image with caption) related to their group’s chosen urban challenge
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using the tool. The researcher demonstrated how to explore other users’ visions within the tool.
Next, students were instructed to work in interactive discussions to brainstorm ideas within their
groups based on the content that others submitted using the tool. Students were given the freedom
to choose their preferred ways of sketching ideas, such as a a digital whiteboard (e.g., Miro),
pen-and-paper, or a combination of these two with our tool. Thirty minutes before the class ended,
the researcher asked students to start writing the 200-word text.
The researcher talked to students in each group during the final 30 minutes. Based on the

ethnographic observations rom the researcher, students had no difficulties using the tool to submit
their answers using the platform; all groups submitted answers and created visions. Approximately
50% of the students opened the tool while submitting their answers and used it to support their
discussions with group members. However, during the group brainstorming stage, the percentage
of participants using the tool dropped to around 20%. Interestingly, most groups that used pen and
paper had the tool open during the brainstorming session, while this was not the case for groups
using Miro. After being instructed by the coach to create visions using the tool, about 30% of the
participants chose to do so. Notably, one group showed frequent engagement with the tool, and
one student within that group actively played many guessing games without specific instructions
from the coach. The student expressed emotions explicitly when guessing the mood correctly or
incorrectly.

The ethnographic observation revealed two key findings. First, students who used pen and paper
for brainstorming tended to use our tool more often than those using digital whiteboards. However,
it remains unclear whether this was due to our tool’s effectiveness or the need to switch between
different browser tabs when using a digital whiteboard. Future studies should explore how our tool
can be integrated into existing design and decision-making processes. Second, during the "share"
phase, where students engaged in discussions and idea-sharing, our tool received less attention
compared to the "think" and "pair" phases. This could be attributed to students’ concentration on
discussions using multiple tools (e.g., pen-and-paper with our tool) at the same time. Additionally,
while the content generation phase was well-designed, showing the decision-makers’ perspective in
our tool is still under development. Future studies should investigate ways to enhance the system’s
support for the entire brainstorming process.

B Informed Consent
Below is the informed consent that we present to the users before the study.

B.1 Researchers
This part contains the list of research names with email addresses.

B.2 Purpose of the study
You are being invited to participate in a research study from [anonymous institution]. Participation
is limited to adults (18 years of age and older). The purpose of this research study is to understand
if our approach can effectively engage stakeholders in discussions of societal issues at scale. This
study will take you approximately 15 minutes to complete. The data will be used to derive empirical
design implications that can guide the development of our citizen engagement tool.

B.3 Study procedure
You will use a web-based tool to provide opinions about predefined scenarios and interact with
other people’s opinions. At the beginning and the end of the study, you may be asked to fill out
surveys. Please avoid putting personal identifiers in the web-based tool and survey.
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B.4 Benefits and risks of participation
The risks associated with participation in this study are no greater than those ordinarily encountered
in daily life or during other online activities. There may be no direct benefit to you. However, the
research result that comes from your data can contribute knowledge to humanity.

B.5 Procedures for withdrawal from the study
Your participation in this study is entirely voluntary and you can withdraw at any time. You are
free to omit any question.

B.6 Data collection and processing
We will not collect personal identifiers. When you interact with our tool, it will collect system
usage data anonymously. We will process the anonymous data you contribute to the web-based
tool and surveys. Your user ID (returned by the crowdsourcing platform) will be anonymized (by
assigning an unidentifiable ID like a random string) as soon as possible. The raw demographic data
that you provide will be deleted after the research is done. Only the aggregated demographic data
will be kept. Since all data are anonymized, it is impossible to retract your data after the study is
done.

B.7 Data usage and privacy
The analysis results and the data collection methodology may be published in research papers or
technical reports. We will aim for open access publication. During the active phase of research,
the project leader from [anonymous institution] will oversee the access rights to data (and other
outputs), as well as any requests for access from external parties. Sharing of data with others
will only be done in such a manner that subjects will not be identified. We will host data on
password-protected storages.

B.8 Research participant rights
If you have concerns or questions about this research study, or if you believe that you have been
harmed due to participation in this study, please contact the researchers, listed at the beginning of
this informed consent form.

B.9 Provide your consent
I have read and understood the study information. I consent voluntarily to participate in this study
and understand that I can refuse to answer questions and I can withdraw from the study at any
time, without having to give a reason. I understand that taking part in the study involves using a
web-based tool and taking surveys. I understand that information I provide will be used for data
analysis, and the anonymous data and the results may be released publicly in research papers or
technical reports. I agree that the data I provided in the study can be quoted in research outputs.
I give permission for the non-identifiable data that I provide to be archived into an anonymized
dataset so it can be used for future research and learning.

• Please kindly let us know if you agree with all the above statements. We will only proceed if
you answer YES.

C Demographic SurveyQuestions
Below are the questions in the demographic survey and their corresponding options.

• What is your gender identity? [Female; Male; Non-binary/non-conforming; Transgender;
Others; Prefer not to say]
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• What is your age range? [18-24 years old; 25-34 years old; 35-44 years old; 45-54 years old;
55-64 years old; 65-74 years old; 75 years or older; Prefer not to say]

• What is your education level? [No formal educational credential; High school diploma or
equivalent; Some college, no degree; Postsecondary nondegree award; Associate’s degree;
Bachelor’s degree; Master’s degree; Doctoral or professional degree; Prefer not to say]

D Empathy SurveyQuestions
Below are the questions in the empathy survey that measures perspective taking and empathic
concern. These questions are from the Interpersonal Reactivity Index questionnaire [24, 25]. Each
question is answered on a 5-point Likert scale from 1 (strongly disagree) to 5 (strongly agree).

D.1 Perspective TakingQuestions
• [PT1] Before criticizing somebody, I try to imagine how I would feel if I were in their place.
• [PT2] If I’m sure I’m right about something, I don’t waste much time listening to other
people’s arguments.

• [PT3] I sometimes try to understand my friends better by imagining how things look from
their perspective.

• [PT4] I believe that there are two sides to every question and try to look at them both.
• [PT5] I sometimes find it difficult to see things from the other person’s point of view.
• [PT6] I try to look at everybody’s side of a disagreement before I make a decision.
• [PT7] When I’m upset at someone, I usually try to put myself in their shoes for a while.

D.2 Empathic ConcernQuestions
• [EC1] When I see someone being taken advantage of, I feel kind of protective toward them.
• [EC2] When I see someone being treated unfairly, I sometimes don’t feel very much pity for
them.

• [EC3] I often have tender, concerned feelings for people less fortunate than me.
• [EC4] I would describe myself as a pretty soft-hearted person.
• [EC5] Sometimes I don’t feel sorry for other people when they are having problems.
• [EC6] Other people’s misfortunes do not usually disturb me a great deal.
• [EC7] I am often quite touched by things that I see happen.

D.3 Quality ControlQuestions
Below are the reversed question checks for quality control in the empathy survey.

• [Reversed EC5] Sometimes I feel sorry for other people when they are having problems.
• [Reversed PT1] I do not try to imagine how I would feel if I were in somebody’s place before
criticizing them.

Below are the instructional manipulation checks for quality control in the empathy survey.
• Please select the option Strongly Agree from the list of choices below.

E Post-study SurveyQuestions
Below are the questions in the post-study survey with 5-point Likert scale from 1 (strongly disagree)
to 5 (strongly agree).

• Seeing other people’s votes plays an important role in my decision.
• Seeing other people’s motivations plays an important role in my decision.
• Seeing images in other people’s motivations plays an important role in my decision.
• The tool has been easy to use.
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Below are other questions and their corresponding options in the post-study survey.

• Have you used similar digital tools before? [Yes; No]
• Do you have any comments for this study (e.g., problems in using the digital tool)? [Open-
ended question]

F Roles
Below are the descriptions of the roles that are evenly and randomly assigned to the participants
for choosing an opinion.

F.1 Imagine you are a Bachelor Student
• You are a new Bachelor’s student enrolled in Miskatonic University.
• You just moved into a dorm on campus.
• You still keep in touch with high-school friends who live close to the campus.
• You have a private room and a shared common area for socializing.
• You have a part-time job on campus to help with the tuition fees.

F.2 Imagine you are a Master Student
• You are a new Master’s student enrolled in Miskatonic University.
• You come from abroad, and you don’t know anyone.
• You live in a shared apartment with the other three tenants.
• In this semester you have lessons 4 days a week, all starting at 9 am.
• After lectures, you like to study in the public spaces of the campus.

F.3 Imagine you are a PhD Student
• You are a PhD student just enrolled in the graduate program of Miskatonic University.
• You have weekly meetings with your supervisor and with the other PhD candidates.
• While the university provided you with a working laptop, you still need to access some
facilities on campus to carry out your work (e.g., using laboratory equipment).

F.4 Imagine you are a Researcher
• You are a researcher working at Miskatonic University.
• Your duties mainly include conducting research, meeting with colleagues, and doing small
teaching activities, such as coaching students.

• You don’t require any specific facility to carry out your work, but you do like the desk, chair,
and monitor provided by the university (and the free coffee).

F.5 Imagine you are a Professor
• You are a professor working at Miskatonic University.
• Your duties on campus include attendingmeetings with both colleagues and students, teaching
courses, and conducting research.

• During the past year, you learned how to use several software tools to carry out your work
in a remote setting.

G Motivations
Below are the pre-created motivations listed under each opinion, including both the text and the
link to the image.
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G.1 The university should not allow people to work on campus, and all activities should
be online.

• Home is the best place
(https://unsplash.com/photos/DUmFLtMeAbQ)

• Stay home, stay safe!
(https://unsplash.com/photos/HJgaV1qjHS0)

• I prefer working from home and not getting infected
(https://unsplash.com/photos/RvPDe41lYBA)

• Remote study for a better study.
(https://unsplash.com/photos/_jw7pZVwFrg)

• Safety first!
(https://unsplash.com/photos/7xmmnBTOATY)

• We’ve done this for the past 2 years, people are doing just fine.
(https://unsplash.com/photos/HF-WpYPeqZU)

• This is not the time to interact with other people
(https://unsplash.com/photos/DBiExzhMt3E)

• We shouldn’t have lifted restrictions. This little maneuver’s gonna cost us 51 years.
(https://unsplash.com/photos/R-EYaqOjhlo)

G.2 The university should only allow fully vaccinated people to enter the campus.
• Enough with the social distancing
(https://unsplash.com/photos/GsuoClhxMDE)

• It’s the only way
(https://unsplash.com/photos/IPe4SIIKuno)

• Vaccines and masks for a safe education.
(https://unsplash.com/photos/A44EW3n2PgM)

• Is this... Irresponsiblity?
(https://unsplash.com/photos/_mmronFYaMg)

• I believe in the science of the vaccine to protect us
(https://unsplash.com/photos/YCVUR2JgfHA)

• You get out and you get out! No-Vax get out!
(https://unsplash.com/photos/B1RsVgAoODU)

• Investing for a better future!
(https://unsplash.com/photos/7jjnJ-QA9fY)

• Vaccination is the way to get all of us out from lockdown
(https://unsplash.com/photos/69zVsGRejY4)

G.3 The university should support the hybrid setting to enable both physical and
virtual presence (for example, using scheduling systems or masks).

• Balanced as everything should be.
(https://unsplash.com/photos/YGBYROFge3c)

• Safety, Happiness, simply Schedule.
(https://unsplash.com/photos/18mUXUS8ksI)

• Sometimes I just want to stay home and not go to campus for education
(https://unsplash.com/photos/xKJUnFwfz3s)

• We have computers in our pockets, c’mon!
(https://unsplash.com/photos/_PoOFXAMy24)
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• Freedom of choice
(https://unsplash.com/photos/3iPKIXVXv_U)

• I want to work with my colleagues safely on campus with masks
(https://unsplash.com/photos/LyF5jsdcYW0)

• Better than only ZOOM
(https://unsplash.com/photos/smgTvepind4)

• One does not simply have a lab in their living room.
(https://unsplash.com/photos/gKUC4TMhOiY)

G.4 The university should only allow education activities on campus, and no other
activities are allowed (e.g., social gatherings).

• Still better than nothing.
(https://unsplash.com/photos/4nKOEAQaTgA)

• I love asking questions
(https://unsplash.com/photos/Qs_Zkak27Jk)

• I do not want to learn alone at home (sad)
(https://unsplash.com/photos/gH5yrgiw4Xw)

• Less teamwork = Worse performances.
(https://unsplash.com/photos/hCb3lIB8L8E)

• I miss my colleagues
(https://unsplash.com/photos/YloghyfD7e8)

• I miss both in-person education and social activities, but we should open things one at a time
(https://unsplash.com/photos/QckxruozjRg)

• Ight imma head to class.
(https://unsplash.com/photos/YRMWVcdyhmI)

• We should avoid useless gatherings.
(https://unsplash.com/photos/cPWUODAvXjk)

G.5 The university should allow people to work on campus without restrictions.
• A university is more than just lectures
(https://unsplash.com/photos/z8XO8BfqpYc)

• Campus life is an important part of a university.
(https://unsplash.com/photos/p85-MG66GRY)

• Finally a quiet place
(https://unsplash.com/photos/e3Uy4k7ooYk)

• People know how to behave.
(https://unsplash.com/photos/FN7pEVoDphc)

• Enjoy your life!
(https://unsplash.com/photos/jI3PmZZscBs)

• Life is too short, let’s go drinking!!!
(https://unsplash.com/photos/W3SEyZODn8U)

• I hate lockdown when nothing is open
(https://unsplash.com/photos/DGoWFMB1LM0)

• Back to a real life!
(https://unsplash.com/photos/6bKpHAun4d8)
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H Additional Data from the Prolifc Study

Table 9. The tables below show participants’ demographic information, including sex, age range, education,
location when conducting the study, student status, and job status. Higher education means Associate’s,
Bachelor’s, Master’s, and Ph.D. degrees.

Sex/Age 18-24 25-34 35-44 45-54 55-64 65-74 75+ Sum

Female 89 89 23 4 1 0 0 206 (49.0%)
Male 92 84 27 5 5 1 0 214 (51.0%)

Sum 181 (43.1%) 173 (41.2%) 50 (11.9%) 9 (2.2%) 6 (1.4%) 1 (0.2%) 0 (0%) 420 (100%)

Education Has a Higher Education Degree Others

Count 247 (58.8%) 173 (41.2%)

Location European Countries South Africa Other Countries

Count 268 (63.8%) 128 (30.5%) 24 (5.7%)

Student Status Is a Student Not a Student

Count 200 (47.6%) 220 (52.4%)

Job Status Has a Full-time Job No Full-time job

Count 172 (41.0%) 248 (59.0%)
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