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Picture on the cover; critical opalescence

Some binary fluid mixtures show a critical temperature. Above Tc the fluids are miscible, but below Tc 
they separate into two phases of different composition. As a binary fluid is cooled towards Tc from 
above, the fully mixed phase is constantly fluctuating into phase-separated volumes and back again. 
As Tc is approached the length scale of the fluctuations grows and eventually reaches the scale of ä 
fraction of a micron, i.e. of the same order as the wavelength of the light. If there is a difference in the 
refractive index of the different liquid phases, then light will be strongly scattered and the mixture of 
the phases appears cloudy. This phenomenon is called critical opalescence.
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Summary

A system near its critical point exhibits long-range fluctuations in the order parameter 
associated with the critical-point phase transition. In the case of binary liquids these 
critical fluctuations, i.e. concentration fluctuations, lead to an enhancement in 
properties like the susceptibility and the heat capacity in a very large range of 
temperatures and concentrations. The size of the long-range fluctuations near the 
critical point is very large compared to the molecular size. This makes that the 
behaviour of a system near and at the critical point is not determined by the type of 
molecule but by its collective, critical behaviour.

Asymptotically close to the critical point, the thermodynamic properties satisfy 
scaling laws with universal critical exponents and universal scaling functions. The 
range of validity of the asymptotic scaling laws is extremely small. On the other 
hand, critical effects on the thermodynamic properties of fluids are observed in 
practice in a large range of temperatures and concentrations around the critical 
point. Farther away form the critical point correction-to-scaling terms should be taken 
into account. However, even scaling laws with a large number of correction-to- 
scaling terms do not make contact with the classical region. On the other hand* there 
are many closed-form equations of state, which provide a reasonable description of 
the thermodynamic behaviour far away from the critical point, but fail close to it. 
Hence, it becomes important to develop a thermodynamic description for the global 
thermodynamic critical behaviour, which not only satisfies the asymptotic critical 
scaling laws and leading corrections-to-scaling terms, but also incorporates the 
crossover to regular thermodynamic behaviour far away from the critical point. A 
theoretical procedure to account for the effects of the long-range fluctuations is 
provided by the renormalisation group theory of critical phenomena.

In this work a crossover model, based on the renormalisation group theory of critical 
phenomena, is applied to the Non-Random Two-Liquid equation in order to be able 
to describe liquid-liquid equilibria both in the classical and the critical regions. The 
Crossover-NRTL model is based oh the work of T. A. Edison et at. Edison's model 
contains some fundamental errors. The errors were found by comparing Edison's 
Crossover-NRTL model with a simplified 2T-Landau model (without kernel term and 
implicit dependence of the crossover variable Y on the order parameter A4) and with 
a normal 2T-Landau model (with kernel term and implicit dependence of Yon M).

The capability of the Landau models to give estimates for the crossover parameters 
and NRTL parameters, needed for data regression with the Crossover-NRTL model, 
has been investigated. The simplified 2T-Landau expansion gives rather good 
estimates for the crossover parameters. The normal 2T-Landau expansion can also 
give rough estimates for the NRTL parameters b and d, but they are not particularly 
good.

The optimisation routines for the optimisation of the crossover parameters and the 
NRTL parameters have been written in Matlab®. The optimisation routines are much 
more flexible than the common optimisation routines because they require neither 
calculation of the crossover variable Y in an inner loop nor the calculation of the 
propagated error.
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The corrected Crossover-NRTL model is used to describe the phase boundaries of 7 
different binary liquids. The model is able to describe rather asymmetric coexistence 
curves. The transformed Gibbs energy of mixing has the universal scaling behaviour 
near the consolute critical point and has a smooth crossover to classical behaviour 
far away from the critical point. The model is able to predict the divergence in the 
supercritical heat capacity Cpx. A caloric background function, which is analytic in 
temperature, must be added to the regular part of the Gibbs energy of mixing to 
account for a background contribution to the heat capacity. In the present work, the 
Cpx-values in the subcritical region could not be represented adequately. The 
calculations of the thermal response function in the 2-phase region, usually split into 
a frozen phase-equilibrium response and material relaxation to the new equilibrium 
state, need to be improved.

A short survey of the significance of the obtained NRTL parameters and crossover 
parameters is given. The relation between the NRTL interaction energies and the 
local mole fractions is very clear. The crossover parameter w decreases with an 
increasing range of intermolecular interactions. This increasing range of 
intermolecular interactions enlarges the range of validity of the classical theory, 
which is expressed in a larger Ginzburg number. For the analysed systems, the 
exponent equals the Ising exponent asymptotically close to the critical point, 
farther away from the critical point it increases towards the mean field value but, 
before reaching that limit, it drops steeply. The results for ü and the effective 
exponent ß^ point out that all considered binary liquids in this work can be 
considered as 'simple'.

The results of the Crossover-NRTL model seem to be very promising. However, 
there are very little data sets with both accurate data in the critical region and an 
extended range in temperature. The validity of the Crossover-NRTL model should be 
tested with data sets with more extended ranges in temperature than the ones that 
are used in this work.
The calculation of Cpx was only a prediction from the NRTL parameters and 
crossover parameters that were calculated from data regression of the Crossover- 
NRTL model to the phase-boundary. A better value for A and ü, and maybe a better 
representation of the coexistence curve can be obtained by optimising the NRTL 
parameters and crossover parameters to both heat-capacity data and phase­
boundary data simultaneously.
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1 Introduction

1.1 General overview on liquid-liquid equilibria in the critical region

A system near its critical point exhibits enhanced values of susceptibilities. The inverse 
of these susceptibilities, related to the curvature of the thermodynamic potential, 
determines the ability of the system to react to external perturbations or to internal non­
equilibrium configurations.
As a liquid-liquid system approaches its critical point, the restoring force that drives a 
microscopic system into the equilibrium state vanishes. Configurations different from the 
equilibrium configuration become long-lived, and the systems displays patches where 
local values of concentration differ from the equilibrium values. As the critical point is 
approached, the average value of this difference, the concentration fluctuation, 
increases. Also the average size of the patches, or correlation length, diverges close to 
the critical point, reaching values of several thousand Angstroms very close to the 
critical point, while at the critical point they become infinite and a second phase forms. 
The correlation length near the critical point is very large compared to the molecular 
size. Therefore, different system types involving distinctly different materials share a 
common universal critical behaviour near the critical point. The behaviour of a system is 
not determined by the type of molecule but by its collective, critical behaviour.
Asymptotically close to the critical point, the thermodynamic properties satisfy scaling 
laws with universal critical exponents and universal scaling functions, i.e. sufficiently 
close to the critical point the properties vary as a simple power of the temperature 
difference or concentration difference from the critical point, apart from a regular 
classical part. The power laws are incorporated by the fundamental postulate that, close 
to the critical point, the Helmholtz energy density assumes a scaled expression. The 
universal exponents depend on the thermodynamic property, on the path of approach of 
the critical point, and on the universality class. Binary fluid mixtures belong tot the 
universality class of 3-dimensional Ising-like systems. Liquid-gas systems, uniaxial 
ferromagnetism, polymer-solvent solutions, and protein solutions all belong to this 
universality class.

The exponents of the power laws can be calculated for classical models. However, the 
classical models do not reproduce the universal exponents of the universality class of 3- 
dimensional Ising-like systems because they do not account for the long-range 
fluctuations near the critical point. The classical equations remain analytic at the critical 
point and fail to describe the singular behaviour of some thermodynamic properties.

The range of validity of the asymptotic power laws is extremely small. On the other 
hand, critical effects on the thermodynamic properties of fluids are observed in practice 
in a large range of temperatures and concentrations around the critical point. Farther 
away form the critical point correction-to-scaling terms must be taken into account. 
These corrections to the asymptotic scaling laws are often referred to as Wegner 
corrections. The agreement with experimental data deteriorates very rapidly as soon as 
the asymptotic scaling laws with Wegner corrections are extrapolated outside their 
limited range of validity. Hence, it becomes important to develop a thermodynamic 
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description for the global thermodynamic critical behaviour, which not only satisfies the 
asymptotic critical scaling laws and leading Wegner corrections, but also incorporates 
the crossover to regular thermodynamic behaviour far away from the critical point.
A theoretical procedure to account for the effects of the long-range fluctuations is 
provided by the renormalisation group theory of critical phenomena. Based on the 
renormalisation group theory, different crossover models have been developed. The 
crossover models incorporate the correct asymptotic behaviour near the critical point as 
well as the classical behaviour far away from the critical point.

1.2 Objectives of this graduation project

The NRTL equation is a well-known excess Gibbs energy model in engineering 
applications. Alike all classical equations, the NRTL model neglects long-range 
fluctuations near the critical point. Therefore, it cannot describe the critical region, does 
reproduce the wrong critical exponents and fails to describe the singular behaviour of 
some thermodynamic properties.
In this work, the crossover model of Chen et al. [1], is applied to the Non-Random Two 
Liquid equation in order to be able to describe liquid-liquid equilibria in the global critical 
region. The Crossover-NRTL model, is based on the work of T. A. Edison et al. [2]. 
Edison's model contains some fundamental errors. The main goal of this graduation 
project is to correct these errors and to check the limiting behaviour of the calculated 
phase boundaries.
Furthermore, Edison described only one liquid-liquid phase boundary. Another objective 
is the application of the Crossover-NRTL model to different liquid-liquid mixtures with 
more asymmetric coexistence curves.
Finally, the capability of the 2T-Landau model to give festimates for the NRTL 
parameters and crossover parameters that are needed in the optimisation of the 
Crossover-NRTL model to phase-boundary data can be investigated.

1.3 Structure of the report

The structure of this graduation report is the following. The basic theory of the critical 
point and crossover theory will be dealt with in chapter 2. Chapter 2 gives an indication 
of what is, in general, wrong in the classical equations and how the behaviour near the 
critical point can be corrected. Part of the theory of liquid-liquid equilibria and the Non- 
Random Two Liquid model is given in chapter 3. Chapter 4 contains the results of the 
modelling of liquid-liquid equilibria with the Non-Random Two Liquid model and the 
discussion of these results. Chapter 5 describes the different programs and subroutines, 
which are needed to optimise the different parameters of the crossover-NRTL equation 
to phase-boundary data. This chapter is followed by conclusions and recommendations.
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2 Basic theory of critical phenomena and crossover theory

2.1 The critical point

Critical phenomena are second order phase transitions in which the quantities 
describing the macroscopic state of the system vary continuously but present an 
angular point corresponding to the divergence of the derivatives. The second order 
phase transition is illustrated in Figure 2.1.

Figure 2.1: Second order (critical) phase transition

The variable 6 controls the phase transition. For the gas-liquid critical point its critical 
value, ^c, corresponds to the critical temperature. The control or order parameter M is 
a parameter that vanishes in the fluid phase B (T>TC), and is non-zero in zone A 
(T<Tc). The order parameter, M, is continuous at T=TC, however, its derivative 
diverges, as can be seen in Figure 2.1 [3]. The concept of order parameter was 
introduced when critical behaviour was studied in magnetic systems [4], The 
spontaneous magnetisation of a magnetic material at zero magnetic field H 
diminishes with temperature and disappears at the Curie point. Below the Curie 
point, an ordered state exists in which the atomic spins are at least partially arranged. 
Above the Curie point no such order exists. Therefore, spontaneous magnetisation is 
called the order parameter. In uniaxial ferromagnets and in the Ising model, spins 
can only assume the ‘values’ up and down and are therefore represented as scalars. 
The behaviour of a fluid in its weak direction is reminiscent of that of uniaxial 
ferromagnets. Below the critical point, there are two states of different density 
corresponding to the states of aligned spins pointing up or down. Above the critical 
point the density difference has disappeared. Therefore, a scalar order parameter is 
ascribed to the critical behaviour of fluids. In one-component fluids this order 
parameter is often assumed to be the density difference between the actual and the 
critical density. The choice is dictated principally by the observed symmetry of the 
property with respect to the critical density.

According to the phase rule of Gibbs, a one-component fluid has two degrees of 
freedom. When two phases coexist, only one degree of freedom is left. Therefore, 
the condition of coexistence defines a curve in the space of the two independent field 
variables. In the two coexisting phases all field variables are equal. Extensive 
properties or densities are generally not the same in the coexisting phases. The gas- 
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liquid critical point is an endpoint on the coexisting curve at which not only all fields 
but also all densities are the same. The result is that at the critical point the two 
coexisting phases can not be distinguished anymore [5].

2.2 Divergences and power laws

In experiments, the properties Kt, ap, and Cp (equation 2.1) show a strong 
divergence in a broad temperature and density region around the critical point.

(2.1)

where KT= isothermal compressibility
V = volume
p = pressure
T = temperature
ap = isobaric expansivity
Cp = isobaric heat capacity
Cv = isochoric heat capacity

[Pa1] 
[m3] 
[Pa]

[KT1]
[J/(mole-K)] 
[J/(mole-K)]

Experiments also show that the isochoric heat capacity Cy diverges at the critical 
point, however the divergence is less pronounced than that of Cp.
It is assumed that the thermodynamic properties near and at the critical point can be 
described by power laws. To define a power law five parameters or variables are 
needed:

The property in question Q, measured with respect to its critical value Qc, if it 
does not diverge;
An independent variable a, measured with respect to its critical value ric;
The path of approach, in the form of other independent variables ra held 
constant;
A non-negative critical exponent e;
A critical amplitude E.

In the case of a diverging property the property is made dimensionless by an 
appropriate combination of critical parameters. If the property is expressed in 
reduced units the critical amplitude becomes a dimensionless number. The power 
laws for non-diverging and diverging properties are of the following form [6]:

Q-Qc = E n-rle
+s

|<?|=ß 'i-'ïc
—E

at r2 = constant (2.2)
Qc ^c ^ic

It is clear that only dimensionless groups can be scaled in a physically realistic way. 
The variables are often reduced in the following way [7]:
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~ P Tc ~ ■ PCTC P z ATC ~ p Tcp = — T = ~— A =---- — p=-^—^-Pc T pc T Pyr *TPc

Af=f+1 Ap=p-1
VPc Pc Tc

where A = Helmholtz energy
p = chemical potential
pyh = analytic background function of AT subject to the condition that at the critical

(2.3)

[J/mole] 
[J/mole]

point, A/i = 0 [J/mole]
% = symmetrized isothermal compressibility [mol2/(J-m3)]
Pc = molar critical density [mol/m3]
Pc = critical pressure [Pa]
Tc = critical temperature [K]

The exponents of the power laws depend on the thermodynamic property, the path 
along which the critical point is approached, and the way the distance from the critical 
point is measured [5]. A number of power laws with accompanying critical 
amplitudes, critical exponents, and paths of approach are given in Table 2.1.

Table 2.1: Power laws and paths of approach
Property Power law Path of approach Exp.

Chemical potential A/z =Do (&p)\Ap 1*’ Critical isotherm (T=TC) 8

Symm. isothermal 
compressibility

%=r0\AT F Critical isochore (T>TC, p=p0)

Symm. isothermal 
compressibility

Z^o’IAfF Coexistence curve (T<TC, p=px>ex)

Isochoric heat capacity CF =(A)7^I AT r Critical isochore (T>TC, p=pc) a

Isochoric heat capacity Cv =(A)’i/a') 1 AT I’“' Coexistence curve (T<TC> p=p:oex) a'

Isochoric heat capacity Cv^Ao'n/a'^lAfr0" Critical isochore (T<TC, p=p^ a"

Density ^=±^^71^ Coexistence curve (T<TC, p=px>ex) ß

dzpcoeJdfzx\Af\'äp Coexistence curve (T<TC) Op

Coexistence curve (T^Tc) Op

Pressure Ap=Do (Ap) 1 Api*’ Critical isotherm (T=TC) Ö

2.3 Exponent equalitiës and exponent inequalities

The critical exponents introduced in Table 2.1 are not all independent of each other. 
The laws of thermodynamics impose several inequalities between combinations of 
the thermodynamic exponents [8,9,10]. The exponent inequality of Griffiths and 
Rushbrooke reads [8,11]:

a"+^+l)>2 (2.4)

The exponent inequality of Liberman is given by [12]:
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ß{S-\}<r' (2.5)

The exponent inequality of Rushbrooke and Fisher is the result of the combination of 
the exponent inequalities of Griffiths and Liberman [13,14,15]: 

an+2ß+Y’>2 (2.6)

Another exponent inequality, related to the heat capacities in the one-phase region 
and in the two-phase region is:

a'<a” (2.7)

The different paths and exponents in the Ap -AT -plane are given in Figure 2.2.

a, Y, ß

XT

a,

a”

a', y', ß

Figure 2.2: Paths and exponents

The exponents of the following derivatives,

_ iAT*rö"
coex

d2p 
dr2 coex

iAr*rö' d2p
A (2.8)

are constrained by [9,16]:

Op<a"+ß O^a'^ß (2.9)

The scaling hypothesis for thermodynamic properties, to be introduced in this 
chapter, leads to the following exponent equalities [5]:
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a = a' = a" = 0p 
2-a = ß(ö + l)

r=r'
r = ß^-i)

(2.10)

Relation (2.10) contains 8 exponents and 6 exponent equalities. Therefore, it is clear 
that only two thermodynamic exponents can be chosen independently.

2.4 Classical theory

Characteristics of classical or mean-field equations are an analytic dependence of 
the Helmholtz energy density or the pressure on volume and temperature while the 
conditions for the critical point are given by relation (2.11).

= 0
SVJT av2

= 0
Jr ^3Jr (2.11)

It is possible to explore the characteristic pattern of the critical anomalies of the 
classical equations by studying a Taylor series expansion of the equation of state 
near the critical point [5]. If the power laws also hold for the classical equations of 
state, the critical exponents and amplitudes can be determined by comparison of the 
scaling laws with the Taylor series expansion. The expansion procedure is often 
called the Landau theory [17], but in fact it is the work of Van der Waals and Van 
Laar. The Taylor series expansion in the vicinity of the critical point is given by:

X(Ap, AT) = 

w ^m+n Y

where X = Ä, p, ü and =------- =-
dpmdTn

(2.12)

The reduced variables are given by equation (2.3). The amplitudes Xmn in equation 
(2.12) do completely specify the thermodynamic behaviour of the system.
Using the Taylor series expansions mentioned above, expressions for several 
thermodynamic properties can be given. Comparison of the classical expansions and 
the power laws in Table 2.1 results in values for the critical amplitudes and critical 
exponents. The behaviour of the Van der Waals equation of state in the limit 
(Ar->0, Ap-»0) can be written in terms of power laws with the following critical 
amplitudes [5]:

I = P30 =2. r" = n 1 =— r1 ' — Pn — J.
0 3! 2 0 A1 3 0 2 6 Bo =

P30
= 2 (2.13)

The following critical exponents are generally valid in the classical theory:

= 3 / = /' = ! a = a, = an-0 (2.14)
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The exponent a = 0 means that Cv does not show an anomalous increase in 
approaching the critical point from within the one-phase region. The classical 
exponent ß = 1/2 indicates that the top of the coexistence curve is quadratic. In the 
classical theory, the critical exponents obey the exponent inequalities (2.4), (2.5), 
and (2.6) as equalities:

a"+ +8) = 2 a"+2)0+/=2 ß(8 -1) = /' (2.15)

2.5 Incorrect description of the critical region with classical models

Unfortunately, the classical equations do not predict correctly the asymptotic shape 
of the coexistence curve and the critical isotherm of real fluids since classical critical 
exponents differ from the experimental ones [5,6,18]. The classical critical isotherm 
has a cubic shape with horizontal inflection point since the exponent equals 3 for all 
equations of state that can be expanded at the critical point and have two derivatives 
zero. The exponent ß = 1/2. The exponent a = 0 means that the heat capacity Cv 
remains finite at the critical point and shows a jump on crossing the phase boundary 
at the critical density. The exponent /for the isothermal compressibility KT equals 1. 
The correlation length in the classical theory of Ornstein and Zernike diverges with 
an exponent v= 1/2, so that the correlation length £2 diverges as the compressibility 
[19].
For real fluids the coexistence curve is flatter than parabolic with a roughly cubic 
shape with critical exponent ß = 0.326. The heat capacity Cv shows a weak 
divergence with an exponent a = 0.11. The value of the exponent /for the isothermal 
compressibility Kt equals 1.24. The critical isotherm is flatter than predicted by the 
classical theory with an exponent 8 = 4.8. The exponent for the correlation length, v = 
0.63, is slightly larger than in the classical case [6].
The classical or mean-field approximation for the attractive interaction between 
molecules is rigorous in the limit of weak long-range intermolecular forces. In real 
fluids, however, the attractive forces are usually not long-ranged. This is the reason 
why the mean-field theories fail to represent the observed thermodynamic behaviour 
near the critical point [5].
The shortcomings of a classical equation of state that obeys statistical mechanics 
can be investigated by an analysis of the partition function. The thermodynamic 
properties of a system can be calculated from its partition function. The partition 
function is given by:

4 A Ï er ƒ TT A
ZN=exp —— =——— |...fexp---- ärp-dr^ (2.16)

\ k3T) N\X3N J < RT) N

where ZN = Grand canonical partition function [-]
N= number of molecules [-]
A = Helmholtz energy of a system consisting of W molecules in a volume Vwith 

potential energy [J]
Boltzman constant [J/K]

A = thermal or De Broglie wavelength [m]
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The potential energy, Un, is separated into the potential energy of an unperturbed 
(reference) system, Un(0), and the potential energy of a perturbation, Un(1):

U =rj w+U (1)

where Un(0) = potential energy of the reference system with N molecules 
Ui(1> = potential energy of the perturbation for a system N molecules

Now, the partition function is given by:

z = z (0) exp---- -—. I
7 (0) - *

N AT! A3"
U (0)>l

[j] 
[Ji

(2.18)

The average <>o is taken over the reference system. Now, the Helmholtz energy can 
be written in the following way:

= ln(ZN(0))+In /exp 
kb7 \ k^T kBT

(2.19)
-U 1 

kBT

where A<0>= Helmholtz energy of the reference system 
= Helmholtz energy of the perturbation

[Ji 
ui

It is assumed that Zn(0> is known and that Un(1) is small enough to expand the 
exponential in equation (2.18) in terms of UN(1)/(kB7):

exp -U 1 U N

k3T 'I o

= 1_W^+^/(tZN(nV\
kBT 2l(kBT)2V Uo (2.20)

Expansion of the natural logarithm in relation (2.19) results in:

In
Wn ) 11-X - -----i—

kBT 2\(kBT}2

1 1

rr (1)\
/o I 1 

k^T 2\k3T)2o

2L(W2' /o 4(*Bn4' N /o (jtBn3

______ 10.

k3T nk3T)2\y
u -ku (,)n2 

• N } /o 7o
V""' ' 

fluctuation

U^bT)3

(2.21)

1
+ 0

1

0

In the mean-field theory, higher-order terms like <(t/N(1))2>o are neglected. However, 
this second-order term is positive and important close to the critical point. By 
neglecting contributions from the second-order term, the mean-field theory fails to 
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account for fluctuations. Therefore, the mean-field Helmholtz energy gives only a 
lower bound on the true Helmholtz energy.

2.6 Weak and strong directions and divergences

Griffiths and Wheeler designed a theory that leads to a classification of the types of 
divergences to be expected in certain thermodynamic derivatives. The simplest form 
of the theory describes a one-component fluid in terms of field variables with p and T 
as the independent and p as the dependent variable. The pressure, chemical 
potential, and temperature are equal in both coexisting phases. The slopes 
(dpldl)n=s and {dpldp}v=p vary discontinuously when the coexistence line is crossed. 
Therefore, this coexistence line is a fault in the thermodynamic surface with different 
slopes on both sides. The difference between the slopes decreases at higher 
temperatures and vanishes at the critical point. The tangent to this coexistence line 
at the critical point is called the special or weak direction [5,13]. The exponents a and 
/ are defined on this path. This direction refers to variables that are distinct in the 
coexisting phases. Griffiths and Wheeler called such variables densities and 
examples are volume, density, enthalpy, and entropy.
According to Griffiths and Wheeler, the special direction is the only direction that 
characterises the nature of the phase transition at the critical point [20]. Therefore, 
the singular character of the thermodynamic functions will depend on the way in 
which the critical point is approached. Approaching the critical point in a direction that 
is asymptotically parallel to the special direction or approaching the critical point in a 
direction that crosses the special direction changes the singular behaviour. Any path 
that intersects the special or weak direction in the p-T-plane is called strong. All 
strong directions have the same singular behaviour. Examples are the critical 
isotherm and the critical isobar. The strong direction refers to variables that are equal 
in the coexisting phases, i.e. fields. The following derivatives show divergences with 
the same critical exponent:

f ë1 p 
k ar2

CP 
T

d2py
<dP2 )t

= VKt (2.22)

If the role of p and T in the second order derivatives of p(p,T) is changed, the 
singular behaviour does not change, while the co-ordinate axes of p and Tboth cross 
the special direction [16]. In the p-T-plane, the strong and the weak direction are 
reversed. Curves of constant volume, enthalpy, and entropy intersect the 
coexistence curve at the critical point, while the isotherm, isobar, iso-chemical 
potential curve, and gravity curve are tangent to the coexistence curve.
The values of the critical exponents depend on the dependent and independent 
variables chosen and on the path of approach to the critical point, i.e. along a weak 
or a strong direction. The dependence of the exponent value on the path of approach 
is called exponent renormalisation. If, for example, the path of approach is the critical 
isobar instead of the critical isochore, the critical exponent of the compressibility is 
renormalised from / to y !{ßd). Likewise, the exponent a is renormalised from a to 
aJ(ßö). See for exponent renormalisations of the isothermal compressibility and the 
isochoric heat capacity Table 2.2 [6]:
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The second derivatives,

Table 2.2: Path dependence of divergences
Exponent value

Property Divergence Path of approach Exponent Classical Non-classical
Kt^T) strong Grit. Isochore weak Y 1 1.239
Kt^T) strong Grit. Isobar strong 2/3 0.792
Kt(^) strong Grit. Isotherm strong yW 2/3 0.792
Kt(^p) strong Grit. Isotherm strong Tlß 2 3.8

weak Grit. Isochore weak a 0 0.110
weak Grit. Isobar strong cdißS) 0 0.070

Cv(Ap) weak Grit. Isotherm strong a/(ß3) 0 0.070
C^p) weak Grit. Isotherm strong alß 0 0.337

rr aM =r^ =s 
lör2Jp larjp t

( d2fi "I (dv}
\SpSr) \&i)r

where V= molar volume 
S= molar entropy

Jt

f dvj

<dP )t
= vkt

(2.23)

[m3/mole] 
[J/(mole-K)J

diverge strongly at the critical point. These derivatives are called susceptibilities. A 
susceptibility is a response of a density to a change in the conjugate field, with other 
fields held constant [19]. It is concluded that second derivatives of the dependent 
field variable with respect to the independent fields, which are first derivatives of 
densities with respect to fields, in directions that are oblique to the coexistence 
surface (strong field) are strongly divergent.
Griffiths and Wheeler state that second derivatives of the dependent field variable 
with respect to the independent ones or first derivatives of a density to a field 
variable, taken along the coexisting curve, which is the weak direction, are in fact 
derivatives in which a density is kept constant. These derivatives diverge weakly at 
the critical point [5]. For example the adiabatic compressibility Ks=-'\/V(dV/dp)s and 
the isochoric heat capacity Cy=T(dSldl)v diverge weakly. These derivatives remain 
finite in the classical theory.
Derivatives of densities with respect to densities at constant field or derivatives of 
fields with respect to fields at constant density are generally well behaved and finite 
at the critical point. For example (dSldV)r={dpldT)v. The latter derivative is the slope 
of the vapour pressure curve, which is known to have a finite limiting value at the 
critical point [19].
Griffiths and Wheeler also gave a description of the critical phenomena in fluid 
mixtures by investigating the geometry of the critical region in the space of the field 
variables. The critical behaviour of a binary- or multi-component mixture is a 
generalisation of the one-component fluid critical behaviour. This is a requirement of 
the critical-point universality because it states that the critical behaviour of a n- 
component fluid must be in the same universality class as that of one-component 
fluids and the Ising model [21].
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For a binary mixture, the 2-dimensional coexistence surface terminates in a 1- 
dimensional critical line. In the one-component fluid, the critical point could be 
approached along the special direction determined by the coexistence curve, or 
along the strong direction, which is at an angle with the special direction. In multi­
component mixtures three directions exist; the one intersecting the coexistence 
surface, the one parallel to the coexistence surface but not parallel to the critical line, 
and the one asymptotically parallel to the critical line or critical surface. In binary 
fluids critical lines are smooth curves in field space and therefore derivatives taken in 
this direction are expected to be non-divergent. For this direction, a new type of 
exponent renormalisation occurs. This type of renormalisation is called Fisher- 
renormalisation. On such a path, where two densities are kept constant, the 
exponents 8, and ß are renormalised by a factor 1/(1-a) [6]. An example of such 
derivatives is the adiabatic compressibility at constant composition:

dV = ~VKSx (2.24)

where Ks* = adiabatic compressibility at constant composition [Pa'1]

These derivatives diverge weakly for one-component fluids and in general remain 
finite for mixtures. Derivatives of densities with respect to densities at two constant 
fields remain, in analogy with one-component fluids, finite. An example is the partial 
molar volume:

vkTXi (2.25)

where KTx = isothermal compressibility at constant composition [Pa1]

In analogy with the one-component fluid, a derivative of a density with respect to a 
field with one field and one density constant is taken along a path asymptotically 
parallel to the coexistence curve and diverges weakly with an exponent cc.

k =-vkTx
ST2

= ^17

<S^Tk

(2.26)

where Cpx = isobaric heat capacity at constant composition [J/(mole.K)]

These derivatives remain finite in the classical case. In general properties that 
diverge strongly in one-component fluids only diverge weakly in binary mixtures of 
constant composition or constant molar density of one of the components.
In analogy with the one-component case, a derivative of a density with respect to a 
field with two fields constant intersects the coexistence surface and is taken in a 
strong direction. The potential p2(A=^2.^,p,l) leads to the strongly diverging second 
order derivatives:
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SA2 JpT
= -vkt a th. _ r /£ 27)

^2Aa T

where KTa = isothermal compressibility at constant chemical potential difference 
CPA = isobaric heat capacity at constant chemical potential difference

[Pa1]
[J/(mole-K)J

These derivatives diverge with an exponent / along the weak path and with a 
renormalized exponent y/fßö) along a strong path. There are exceptions to the 
general rules mentioned in this paragraph, for example when the critical surface or 
the coexistence surface has a special direction with respect to the co-ordinate axes.

The theory of the gas-liquid critical point can be changed to also describe the critical 
phenomena near the critical point of a binary liquid by using the fundamental 
differential relation at constant pressure (J=/zi-x/2):

= -SdT—xdk (2.28)

where x= mole fraction [-]

On comparing this relation with the differential relation -dp=-sdT-pdju for a one- 
component fluid, it can be concluded that the behaviour of the fundamental equation 
]U2(T,A) for binary liquids at constant p near the critical mixing point is analogous to 
that of p(T,]u) near the critical point of a one-component fluid. The concentration or 
mole fraction x is now the order parameter, analogous to the magnetisation of a 
ferromagnet near the Curie point and the density of a fluid near the gas-liquid critical 
point [5]. Some thermodynamic properties showing analogous behaviour in vapour­
liquid systems and liquid-liquid systems are listed in Table 2.3:

Table 2.3: Analogy between gas- iquid critical points and consolute points
‘One-component’ ‘Binary liquid at constant pt

Fundamental Equation P(T,n) P2(T.A)
Order parameter p=(dpldn)T x=-(d/^/dA)TD
Coexistence curve P(T) XT)
Equation of state P(P,T) J(x,7)
Susceptibility (strongly divergent) X^pld^r X^Ad^pzIdA^Tp
Specific heat (weakly divergent) cdv^d'pidr),, C^-Ttd^dr)^

Now, the critical exponents a, ß, / and 8 respectively refer to the power-law 
behaviour of Cpx(7), the composition difference between the coexisting phases as a 
function of temperature, the osmotic susceptibility as a function of temperature and 
the critical isotherm of pz as a function of concentration. A comprehensive review of 
critical exponent values for binary fluids has been given by Scott [22]. The close 
agreements between the experimentally found values of ß and y for binary liquids 
and the ones calculated by the renormalisation group theory do support the 
hypothesis of universality for critical behaviour of binary liquids.
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2.7 Postulate for the homogeneity of the Helmholtz energy density

In the former paragraphs it has been shown that there is experimental evidence for 
the existence of power laws. Whether there is also theoretical evidence or not will be 
investigated in this paragraph.
The critical or singular part of the Helmholtz energy density is assumed to be a 
generalised homogeneous function of AT and Ap. In a homogeneous function, one 
variable can be eliminated by a proper scaling. This postulate of homogeneity is 
based on the known properties of the lattice gas. However, since the lattice gas is a 
highly artificial model of a fluid, the assumption of homogeneity and the choice of 
variables for real fluids remain empirical postulates. If it is assumed that the chemical 
potential is antisymmetric with respect to the critical point, that the critical exponent 

equals zero, and that the critical exponents satisfy the exponent equalities, the
Helmholtz energy density can be written in the following way [5]:

Ä = 4(AT) + pp0(Af) + A4ing(Af,Ap) (2.29)

where ^(Af) = mechanical background, analytic in temperature [-]

p0(Af) = caloric background, analytic in temperature [-]

AÄj^g = singular part of the dimensionless Helmholtz energy density [-]

AÄ^g is a symmetric function of Ap, which follows from (dA^üg/öAp)^ = Ap. All 

critical anomalies are accommodated in the term A4ing. The postulate of 
homogeneity results in [13]:

^gC^Atr-Ap) =^AÄsing(Af, Ap) (2.30)

where ap = exponent in homogeneity relation [-]
aT= exponent in homogeneity relation [-]
2 = scaling parameter in homogeneity relation [-]

The exponents ay and apcan be expressed in the known exponents [13]:

a =-±-=J- 
p (J + l) 2-a

11 
ar~ ß(8+ l)~2-a (2.31)

A scaling law with the new scaling variable xcan be made:

^ingC^l) with x (2.32)

The coexistence curve can be described by defining:

xo=Bol/ß or B^Xo'P with -x0=x (2.33)
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Equations (2.29) and (2.32) can be rewritten as:

xÄ = 4 (f) + pftQ (T)+1 Ap l^' Da —

where a(x/X3) = scaling function

In the same way:

p = p0(f)+Ap I Ap I*-1 Dh —

with

with Dh — =Ap(x,l)
I xn J

(2.34)

H

(2.35)

where h(xlx$ = scaling function

Universality predicts that, for example, plots of Ap/AplAp^-1 versus x/xö must 
coincide for different fluids with proper choice of D and xö. [6,23].
The homogeneity property of A4ing means that the derivatives of A^ to Ap or AT 
also are generalised homogeneous functions of Ap and AT. Differentiation and 
redefining 2 results in scaled expressions for different thermodynamic properties.

The anomalous contributions along every curve of constant x vary as a power law. 
The curves of constant xin the AT-Ap-plane are indicated schematically in Figure 
2.3. The curve with x= -xö is the coexistence curve, the curve with x=oo is the critical 
isochore and the curve with x=0 is the critical isotherm.

AT

Figure 2.3: Curves of constant x in the AT - Ap -plane
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2.8 Universality of critical behaviour

The key idea in the development of scaled expressions for the critical behaviour of 
fluids and fluid mixtures is that of critical-point universality. To characterise the 
behaviour of the thermodynamic properties of systems near a critical point, systems 
are grouped into universality classes that are defined in terms of the dimension of the 
system, the dimension of the order parameter, and the range of intermolecular 
interactions. Systems within a universality class have the same universal critical 
exponents and scaling functions. Fluids are expected to belong to the universality 
class of 3-dimensional Ising-like systems (3-dimensional systems with a 1- 
dimensional order parameter and with short-range forces) for which the universal 
quantities have been calculated with considerable accuracy. Many detailed 
theoretical predictions have become available for the Ising-like universality class, the 
major part by the RG-Theory of critical phenomena applied to spin systems. Recent 
theoretical critical exponents for the universality class of Ising-like systems are [21 ]:

a = 0.110 ±0.003 = 0.326 ±0.002
r = 1.239±0.002 J=4.80±0.02

(2.36)

Within the accuracy of the measurements the critical exponents satisfy the following 
exponent equalities:

a = a' = a" = 0n a + 2B+y = 2P P f (2.37)
a + ß(ß + 1) = 2

The hypothesis of universality also implies universality of the amplitude ratios of the 
power laws in Table (2.1), roiro, roDoB^1, AJ/Aq', A^r^lBo2, and FoOq Bq8'1, so 
that only two amplitudes are independent of each other. Examples of universal ratios 
of amplitudes are [7]:

^- = 4.95+0.15 ^2_ = 0.52±0.01 =0.058±0.001 r°XD,° =1.67 (2.38)
V B02 Bos~l

The scaling laws are only valid in a very small range around the critical point and it 
can be concluded that corrections to asymptotic scaling should be present in the 
entire temperature range. These corrections may vary from fluid to fluid. The 
thermodynamic scaling law for the pressure is given by [5]:

uh 
I 1^ W J

(2.39)
j

where ut = scaling field, analytic functions of and T 
uh = scaling field, analytic functions of fl and T

[-1

H

Suppose that the scaling fields uh and ut are properly defined and that the hypothesis 
of scaling is made. As stated above, this hypothesis will only be valid in a limited 
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range around the critical point. Away from the critical point, corrections to scaling 
have to be made. The RG-theory also provides estimates of the sizes and forms of 
the correction terms beyond the asymptotic range. Instead of retaining only the 
scaling fields Uh and ut in (2.39), also irrelevant scaling fields must be retained, 
resulting in a so-called Wegner expansion [24,25]:

Äing(«A’W,’WpW2>-)=|M,|2 “ ƒ
(2.40)

where Ut,2 = irrelevant scaling field
Äing = singular part of the reduced pressure

H 
H

Unlike the relevant scaling fields, the irrelevant scaling fields do not approach zero at 
the critical point and scale with the so-called gap exponents. These exponents are 
expected to be universal. Estimates for the 3-dimensional Ising model are J;=0.50 
and J5=1.5 [26]. The irrelevant scaling fields do not contribute to the critical 
anomalies but they only lead to corrections to the asymptotic scaling laws. 
Universality of the correction-to-scaling functions also implies some ratios of 
correction-to-scaling amplitudes to be universal. Values for the amplitude ratios of 
the first correction-to-scaling terms are [7]:

— = 0.72 A = o.87 ^ = 0.83 (2.41)

2.9 Crossover theory

2.9.1 The need for a crossover model

To be able to describe the whole thermodynamic surface one is forced to supplement 
the singular limit in the asymptotic critical region with a classical global Van der 
Waals-like equation outside the critical region. However, this causes discontinuities 
in the thermodynamic properties in the intermediate region. A theory, which 
describes the crossover between these two limits, is needed. Many crossover 
models have been developed. Most of them are based on the renormalisation group 
(RG) theory of critical phenomena. In the RG-Theory, the co-operative effect of 
fluctuations with all wavelengths down to a minimum cutoff wavelength of the order 
of the range of the molecular interaction is taken into account [27,28]. To obtain the 
critical behaviour, the effects due to the cutoff are neglected because the correlation 
length near the critical point is much longer than the range of molecular interaction. 
By linearisation of the RG-equations the Wegner expansions are obtained. However, 
to solve the crossover problem the non-linear RG-equations have to be solved. They 
must be solved to effectively sum the Wegner series expansion, including the cutoff 
effects, to ensure that the theory reduces to the proper molecular theory at distances 
far away from the critical point where the correlation length becomes of the same 
order as the range of molecular interactions [5].

17



How close to the critical point should one expect the asymptotic scaling laws to be 
applicable? How close can one approach the critical point neglecting the effects of 
critical fluctuations and continue to use classical theories for the thermodynamic 
properties? Answers to these questions can be formulated using a classical 
approach. A rough estimate for the range where fluctuations can be neglected is 
given by the Ginzburg criterion. To deduce this criterion a first order estimate of the 
fluctuations, based on the classical theory, is made.
To account for critical fluctuations, a local order parameter 0(f), which is a function 
of position and whose average value in the volume 1/ corresponds to the reduced 
density difference Ap, is introduced:

< (r ) >= 1 ƒ ^(r )dr = Ap

where ^(r) = position-dependent order parameter

(2.42)

[-1

The local Helmholtz energy density, a(0(f)), and the local ordering field, 
h(0(f)) = da/50(f), are related to the corresponding macroscopic quantities by:

<a(0(r))>= AÄ </i(0(r))>=Ap (2.43)

where a(^(f)) = position-dependent Helmholtz energy density H
h(0(f)) = position-dependent ordering field

In the classical theory, the fluctuations are neglected and the variables equal their 
average values. The local Helmholtz energy density and the ordering field can be 
written in the form of a Landau expansion [30]:

a(0(f))=^a^0\F)+±  ̂ .... h(0(r)) = aoAf0(r)+^uo03(r)+  (2.44)

where ao, Uo = Landau amplitudes [-]

The inverse compressibility at the critical isochore, (p=pb, AT >0), will asymptotically 
vary as:

f ai. A
Z1(pc,Ar>0)= =a^T (2.45)

The finite jump of the isochoric heat capacity at the critical isochore upon crossing 
the critical temperature is given by [5]:

O 2
ta [Cr(pc,T S Tj-Cv{p,,T arj] = (2.46)
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If the fluctuations are not neglected, the order parameter becomes a function of the 
position r. In the classical theory this dependence is given by the square gradient 
(vtf. Equation (2.44) for the local free Helmholtz energy density to lowest order 
becomes:

= (2.47)

where cb = system-dependent coefficient related to the square of a so-called short- 
range correlation length [-]

The Omstein-Zemike theory yields for the correlation function of the order parameter
0 between positions and :

W <2-48)
where vb = volume per molecule [A3]

= correlation length [A]

The correlation length in equation (2.48) is related to the susceptibility by:

^=CoZ = Co/ao|Af|_1 (2.49)

Now, the fluctuation contribution to the susceptibility and the heat capacity along the 
critical isochore can be determined [31]:

^_1(pc,ArsO) = «0AT 
L &

ACl,(A,Af>O)=-^=T|Afr,'S
16^0 1 1

where = mean-field correlation-length amplitude 

ACV = jump in the reduced heat capacity

(2.50)

o 
[A]

H

Comparison of the classical heat capacity and susceptibility with the same properties 
when fluctuations have not been neglected results in a criterion for the range of 
validity of the classical theory. Such a criterion is to require that the fluctuation 
contribution to the heat capacity (2.50) be small compared to the classical jump of 
the heat capacity (2.46) or that the fluctuation contribution to the compressibility be 
small (2.45, 2.50) [31]:

64^-2a04
(2.51)

From these equation it follows that the effects of fluctuations can be neglected when:
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at»ng ng =
2

“o

64^flo4^03J

where Ne = Ginzburg number

(2.52)

H

Here, the Ginzburg number is related to the susceptibility in the one-phase region. 
Since the susceptibility is closely related to the correlation length (2.49), it can serve 
as a measure of the distance from the critical point in the one-phase region [1,32]. 
The Ginzburg number can be estimated by the Van der Waals parameters ao and uo 
and by the assumption that vo=4k^o3/3. These values result in Gi^O.01. Thus, as a 
rough approximation, classical equations of state for fluids will be applicable as long 
as AT »0.01.

2.9.2 Asymptotic crossover by renormalisation-group matching

A crossover approach based on the work of Nicoll, Albright and Chen, is given here 
[1,33-39]. The Landau theory asserts that along the path ^0, the thermodynamic 
potential, , can be expanded as a power series in the order parameter 0. The 
Landau expansion is given here in physical variables:

Ä(A7',Ap) = Ä(A7;,0)+ dÄ 
dAp

Ap2 +
Ap=0

1 S3Ä 
V.dAp3

(2.53)Ap3 + ...
hp=0

The derivatives in equation (2.53) may in turn be expanded into powers of AT:

A(Af,Ap) =
~*~Äo^T+~Ä2qA7’ +...^ +

+Ä1AT+—Ä2iAf2+...^Ap +

~ ~ 1 ~ ~ A 
An +Ai2AT+—A^AT2 + ... Ap2 + ...

(2.54)

In principle, this.series expansion contains an infinite number of terms. In order to get 
a practical thermodynamic potential, the series expansion is terminated after a 
certain number of terms. The conditions for incipient immiscibility at the critical point 
requires the derivatives and to be zero. Mechanical stability requires to 
be positive. Decomposing the thermodynamic potential into a background or regular 
part and a critical or singular part can further reduce the number of terms. The terms 
that are zero order in Ap are referred to as the mechanical background and the 
terms that are linear in Ap are referred to as the caloric background.
The property kz is a measure of the distance from the critical point. In the classical 
theory this property can be calculated by differentiating the Helmholtz energy density 

20



two times to the reduced density difference Ap. It is clear that both the mechanical 
and the caloric background do not contribute to k2 and therefore, do not play a role 
in the critical behaviour of fluids. The decomposition of the Helmholtz energy density 
in physical variables is again given by:

A = \ (Af) + App0 (AT) + A4ing (AT, Ap) (2.55)

The term A4ing(Af,Ap) in equation (2.53) represents the remaining, higher-order, 

terms in equation (2.52). In the classical theory, AT along the coexistence curve 
varies to lowest order as Ap2:

7 1 7 a-
1 Am + •, Ajs Ap 1 ƒ 4

AT = - Ap2-------41--------—i Ap5 (2.56)
6 Äj+^ÄjAp

Therefore, terms like &Tkpz are expected to have the same magnitude as Ap4. 
Bearing this in mind, all terms of higher order than four are ignored. The resulting 
expansion is called the Two-Term Landau Expansion for the critical or singular part 
of the Helmholtz energy density:

AÄi,(Ar,Ap)=lÄ2ATAp2+14Ap-' (2.57)
I

Note that equation (2.57) is still a classical expansion! AA,ing will become a singular 
function after the effects of critical fluctuations are taken into account. The classical 
Landau expansion for the critical part of the Helmholtz energy density (2.57) is 
written in the following form [1,38]:

a4s =\m , = cAf M ~C Ap
4! p (2.58)

where Ct, cp = system-dependent rescaling amplitudes H
A = dimensionless cutoff wave number H
ü = rescaled coupling constant H
if = fixed-point coupling constant for 3-dimensional Ising-like systems [-]
M = order parameter Ht = temperature-like variable H

Note that a0 and u* in equation (2.44) equal Ä12 and in equation (2.57) 
respectively. The order parameter in equation (2.44) is called M in equation (2.58). 
The coefficient a0 in equation (2.44) has been absorbed in ctCp . ü=u/u* is the ratio of 
the actual coupling constant of the system over u*. u* is the so-called fixed-point 
coupling constant for 3-dimensional Ising-like systems. Its value is 0.472 [40]. A is a 
dimensionless cutoff wave number, which is related to the maximum cutoff 
wavenumber, /to, of the critical fluctuations.
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The expansion of the classical isothermal compressibility is proportional to köi2- It is 
given by [31,39]:

------- 1 2

dM2
= t+—u*uAM2 2

2 b (2.59)

Because of the long-range fluctuations, the Helmholtz energy density satisfies a RG- 
equation that shows how the Helmholtz energy density changes with a change in 
length scale. To obtain a complete crossover expression from the non-linear 
renormalisation equations one considers the solution for a special value of the length 
scale that is called the match-point value [33,35,41]. The non-classical, renormalised 
Helmholtz energy density AAR is related to the singular part of the classical 
Helmholtz free-energy density, AÄ^, by the following transformations and the 
addition of a kernel factor [39]:

t-^tTU-1'2 -~t2K
2

(2.60)

The classical expansion (2.58) is transformed by the renormalization-group matching 
procedure to:

MR=-tM2TD+^^M4'D2U--t2]C..... (2.61)
2 4! 2 K 1

where = renormalised singular part of the Helmholtz energy density [-]

And equation (2.59) is transformed into:

K2
k dkM^'2)2 )t

= tT+-u*üAM2VU 
2 (2.62)

The rescaling functions and ZTcan be calculated from the RG-coefficients but 
it is easier to represent them by closed-form approximates [42]. There are several 
closed-form approximates varying in complexity and accuracy. The approximates of 
crossover model II, as developed by Chen etal. [1,42], and the crossover equation in 
terms of the parametric variable Kare given by:

__y(2v-l)/A 25 _ y(r-2v)/A v/A /c=^-(y-“/A-i) 

auX

i-(i-w)y = w—
K 

where = rescaling functions 
Y = crossover variable

(2.63)

[-1 
H

U = Y

The asymptotic critical limit and the classical limit are given by:
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( \A/v

lirn K = lim K = 1 (2.64)
A/k->co A/k->1

In the asymptotic critical limit the asymptotic scaling laws, including the correction-to- 
scaling contributions, are recovered and in the classical limit the classical Landau 
equation (2.58) is recovered [31,39].

2.9.3 Non-asymptotic crossover behaviour

The crossover from asymptotic singular critical behaviour to asymptotic classical 
critical behaviour has been considered. However, the crossover from singular 
behaviour near the critical point to the actual non-asymptotic classical behaviour far 
away from the critical point is needed. Chen et al. introduced a solution to the non- 
asymptotic crossover problem by introducing a number of additional effects [1].
The correlation length, £ in the Landau theory refers to the correlation length 
associated with the critical fluctuations only. As a result, the classical limit is not 
reached when ^4/zc—>1 (2.64) but when A/k->0. This effect can be incorporated by 
replacing AIkin equation (2.63) by [33]. Instead of (2.63), the crossover
equation becomes [39]:

1 - (1 - Ü )Y = w (1+A2 / K2 )1/<D‘ Yv^ (2.65)

where = crossover exponent [-]

After this modification, the parameter A is the actual microscopic cutoff wavenumber 
Ao. The classical theory will not be valid unless one moves far away from the critical 
point. However, far away from the critical point an asymptotic two-term expansion 
(2.61) will no longer be adequate. Chen etal. extend the classical Landau expansion 
(2.57) to a six-term classical Landau expansion [1 ]:

Mb,=T«2 +t;Ä4«m4 +^-Äat2M2 +... (2.66)
Z 3’ o’ 4; z!2!

The renormalisation transformation can be generalised to include the higher-order 
terms in the Landau expansion. M5 is to be replaced by [31]:

M5 ^M5V5/2W V = y(2A<,-v)/2A ,2 67)

where Ja= crossover exponent 
V = rescaling function

[-] 
H

The exponent Aa equals 1.323 and is an additional critical exponent associated with 
the leading term asymmetric in the order parameter [34,43-45]. The renormalised 
Helmholtz energy density becomes [1 ]:
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AÄr =^tM27V+^^M4'D2U+^Ä0SM5T>5,2W +

—A^M6^3'2 +—\^'rD2UX12 +—Änt2M2T2'DU-xl2-~t2lC.
6! 4! 2!2! 2

(2.68)

While the 3-dimensional Ising model and a magnetic system near the critical point 
are symmetric in the magnetisation M, a fluid is not symmetric in the reduced density. 
Thus, equation (2.68) is valid for a hypothetical symmetric fluid. The term 
proportional to M 5 and the exponent Aa partially account for this lack of symmetry. 
The lack of symmetry can be accounted for by the following mixing of the relevant 
scaling fields [1,34,38,46]:

(2.69)

where c, = system-dependent coefficients [-]
A4 = renormalised singular part of the Helmholtz energy density for a 

symmetric system [-]

2.10 Global crossover behaviour

Even the non-asymptotic crossover model of Chen et al. fails to make connection 
with the behaviour of fluids very far away from the critical point. One would like to 
have a simple closed-form equation, which would describe the behaviour of a fluid 
accurately over the entire thermodynamic surface. There are many classical closed- 
form equations of state which, depending on their quality, provide a reasonable 
description of thermodynamic properties far away from the critical point but fail close 
to it. Attempts have been made to correct some of these closed-form equations of 
state for the effects of critical fluctuations. Such corrected equations should provide 
both the universal critical behaviour near the critical point and the non-critical regular 
behaviour far away from the critical point. Kostrowicka Wyczalkowska et al. applied 
the crossover theory to the Van der Waals equation of state, Van Pelt et al. applied 
the crossover theory to the Carnahan-Starling-DeSantis equation of state, and 
Edison et al. applied it to the NRTL excess Gibbs model [2,47,48].
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3 Liquid-Liquid Equilibria

3.1 Calculation of liquid-liquid equilibria

Insight in liquid-liquid phase equilibria is best obtained by an analysis of the Gibbs 
energy, G. The Gibbs energy of an ideal mixture, Gid, is given by:

N N

(3.1)
i i

where = Gibbs energy of an ideal mixture [J/mole]
Gi= Gibbs energy of pure / [J/mole]
Xi= mole fraction of component / [mole/moletot]
N = number of components H
R = universal gas constant [J/(moleK)]

Many liquid mixtures do not show ideal mixing behaviour and are partial miscible or 
immiscible at normal temperatures. According to the second law of thermodynamics, 
the total Gibbs energy of a closed system at constant temperature and pressure is at 
its minimum at equilibrium. Therefore, the total Gibbs energy of liquid phases that are 
in equilibrium must be lower than the Gibbs energy of a homogeneous liquid mixture. 
Deviations from ideal mixing behaviour can be accounted for by a correction factor like 
the activity coefficient 77:

NN N

G = Xx.G, +RTXXI WxJ+RTZ* ln(r,) (3.2)

The third part of equation (3.2), which accounts for the non-ideality, is called the 
excess Gibbs energy, GE, of the mixture. The second and the third term form the 
Gibbs energy of mixing, AG. Liquid-liquid phase equilibria can be calculated by 
equality of the activities, or chemical potentials, of both coexisting phases:

r n 
=^i (3.3)

where 77 = activity coefficient of component / in phase1
chemical potential of component / in phase1

H 
[J/mole]

In order to calculate the activity or the chemical potential, one needs a model to 
describe the excess Gibbs energy. One such a model is the Non-Random Two Liquid 
model.

3.2 The Non-Random Two Liquid (NRTL) theory

Excess functions have commonly been expressed by algebraic expansions of mole 
fractions with arbitrary temperature-dependent coefficients, which are obtained by 
fitting experimental data. In order to represent the experimental data, as many terms 
and parameters as necessary are introduced.
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Wilson showed that the excess Gibbs energy could be conveniently expressed by an 
algebraic expression of local composition [49]. Local composition models take into 
account the non-randomness in liquid mixtures. The local compositions are different 
from the overall compositions. They account for the short-range order and the non­
random molecular orientations that are the result of differences in molecular size and 
differences in molecular forces between molecules of different components. Wilson 
suggested the following relation between local mole fraction Xu of molecules 1 and 
local mole fraction of molecules 2, which are in the immediate neighbourhood of 
molecules 1:

X21_X2 exp(-g21/j?r) ^2 _ Xi exp(-g12//?r)

Xu X! cxp(-gu/RT) x^ x2 exp(-g22/RT)
(3.4)

where gq = interaction energy between an i-j pair of molecules [J/mole]
gu = interaction energy between an i-i pair of molecules [J/mole]
xq = local mole fraction of molecule / in the immediate neighbourhood of 

molecule / [-]

The NRTL theory, as proposed by Renon and Prausnitz, is a modification of the 
relation given by Wilson. Renon and Prausnitz introduced a non-randomness factor 
«12 in the relation of Wilson [50]:

x2i _ x2 expC-^g^/RT) x12 Xi exp^-^g^/RT)
xn X! exp(-«12g11//?7’) x22 x2 ^(-^g^IRT)

where «12= non-randomness parameter [-]

The local mole fractions are related by:

x2i 1 X[2 + x22 — 1 (3.6)

According to equation (3.5) and (3.6), the local mole fractions are given by:

_ x2exp(-a12(^21-gn)//?T) _ ^exp^^g^-g22)/RT)
Xj +x2exp(-«12(g21 -giJ/RT) x2 +X1 exp(-«i2(g12 - g22)/RT)

To obtain an expression for the excess Gibbs energy, Scott's two-liquid theory of 
binary mixtures is used [51]. Scott assumes that there are two kinds of cells in a 
binary mixture: one with molecule 1 at the centre and one with molecule 2 at the 
centre. See Figure (3.1).

The residual Gibbs energy of a cell containing molecule 1 at its centre is given by:

=xiigii+x2ig2i (3.8)

where residual Gibbs energy of a cell containing molecule / at its centre
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The residual Gibbs energy for a cell containing pure liquid 1 with molecule 1 at its 
centre is:

(1) _ 
o pure oil (3.9)

where gpure(l)= Gibbs energy of a cell containing pure i

2

2Qn

2

2 921 2 9l22

2

Figure 3.1: Left picture, molecule 1 at centre of cell and right picture, molecule 2 at centre of cell. The interaction energies 
between particles are also indicated in this picture.

The molar excess Gibbs energy for a binary solution is the sum of two changes in the 
residual Gibbs energy. First that of transferring Xi molecules from a cell of pure liquid 
1 into a cell 1 of the solution, and second, that of transferring molecules of pure 
liquid 2 into a cell of the solution. Therefore, the molar excess Gibbs free energy can 
be written as:

Ge =xi(gm-gpurem)+x2(gw-gpure^) = xlx2l(g2i-gii) + x2Xi2(g12-g22) (3.10)

The NRTL equation follows from equation (3.7) and (3.10):

Ge ---- --  XxX2 
RT

(£21 £u)py|
RT I RT

(£12 822) ^12(812 822)

RT I RT
ail(g2l £11)

RT
x2+xl exp

^2 (£12 £22)

RT

(3.11)

The non-randomness factor «12 is the analogue of the inverse of the co-ordination 
number, 1/z, in the theory of Guggenheim [52]. However, is not based on a lattice 
model and is assumed to be an empirical constant, independent of temperature. The 
co-ordination number in the theory of Guggenheim is of the order 6-12, and «12 can be 
expected to be a positive constant of the order of 0.1-0.3. According to the theory of 
Guggenheim, it is clear that the physical significance of «12 is obscure for values of «12 
smaller than 0.1 and larger than 0.3. However, values exceeding 0.3 are found for 
associated mixtures for which Guggenheim’s theory is not applicable [50].

27



Compared to the Wilson equation, the NRTL equation has an advantage in that it, with 
a suitable selection of the parameter «12, can describe partial miscibility.
The NRTL equation shows several complications. The major complication is the great 
and scarcely predictable flexibility of this equation, which even permits description of 
two two-phase regions for a binary system so that, up to six pairs of compositions of 
coexisting phases may be obtained [53]. Either one or two pairs are 
thermodynamically stable. After optimisation of the NRTL parameters by data 
regression, the dependence of the Gibbs energy of mixing, AGI(RT), on the mole 
fraction, x,, should be checked. An example is given in Figure (3.2). The solutions a-c, 
a-d, e-c, and e-b are unstable because they do not minimise the total Gibbs energy of 
mixing. The only stable solution is a-e.

X 10

agm 
RT

Figure 3.2: Stable and unstable solutions for the Gibbs energy of mixing

In principle, the NRTL equation contains three parameters. In the initial stages of the 
application of this equation, attempts were made to employ the values of «12 
recommended by the authors, which was gradually found unsuitable. At present, all 
three parameters are often optimised. An ideal system can be realised by zero values 
of na and Tai at every value of «12. It is clear that in slightly non-ideal systems, 
algorithms determining all three parameters will not work [53].
The value of «12 = -1 recommended in the literature cannot be considered universal, 
as it is suitable only for some systems [54]. Just as the NRTL equation with ai2 > 
0.426 cannot describe partial miscible systems, so the equation with a12= -1 cannot 
describe systems with Xc = (0.16; 0.84). Renon and Prausnitz recommend a\2=0.2 
for mixtures of saturated hydrocarbons with polar non-associated liquids and a\2=0.4 
for mixtures of saturated hydrocarbons and the homolog perfluorocarbons [50]. For 
«12 = 0.2, the critical point can lie in the interval xc = g (0.20; 0.80).
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3.3 The dependence of the excess Gibbs energy on temperature

In relationships based on local compositions (Wilson, Uniquaq, NRTL, etc.), the 
temperature dependence is included in the exponents. If the NRTL equation is to be 
used in a broad temperature region, the interaction energies (grj-gjj) and (gjrga) are 
mostly considered to be linearly dependent on temperature. Sometimes, the 
parameter «12 is also considered to be temperature-dependent. Quadratic 
temperature dependence has been considered by Nagata and Yamada [55]. With 
such parameters, the compositions of the coexisting phases can be described very 
well. However, for quadratic temperature dependence already 6 adjustable 
parameters are needed. It is clear that modifying the NRTL-parameters in this way, 
and thus the NRTL-equation, takes all theoretical background away.
Novak shows that it is possible to force the NRTL model to go through the critical point 
of the binary liquid cyclohexane - methanol with linear temperature dependence of the 
parameters (gis-gsz), (gzi-gii), and «12 [53]. Bittrich et al. also show for five different 
binary liquids that it is possible to use the NRTL model in the critical region with linear 
temperature dependence of the parameters (gis-gss), (gsi-gn), and a value for ai2 near 
-1 [56]. However, both Novak and Bittrich do not have data points very close to the 
critical point and they do not check the limiting behaviour.
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4 Results and discussion

4.1 Description of liquid-liquid equilibria with the classical NRTL model

In order to show the shortcomings of the classical NRTL model, the calculation of a 
phase boundary is discussed here. According to equation (3.2), the total Gibbs 
energy of mixing of a binary mixture can be written in the following way: 

— = In^)+x2 ln(x2)+— 
K-L KJ.

where AG= Gibbs energy of mixing
Ge = Excess Gibbs energy

[J/mole] 
[J/mole]

The excess Gibbs energy is described by the classical NRTL model:

Ge

jq +x2G21

ri2G12 , 

X2 ■^AiG12 .
(4.2)

The coupling between the NRTL parameters in equation (4.2) and the interaction 
energies in equation (3.11) is given by:

— ^21 Su _ Sl2 S22

21" RT 12
A = exP(”«12^21) A = expC-OuTu)

(4.3)

As an example, the liquid-liquid equilibria of the binary liquid acetic anhydride - 
heptane is analysed here. Phase-boundary data for this system are given by 
Nagarajan et al. [57]. The classical NRTL model is not able to describe the 
coexistence curve up to the critical region because critical fluctuations are neglected 
in classical equations. If all data points are taken into account during optimisation of 
the NRTL parameters, the result will be both bad in the classical region, i.e. far away 
from the critical point, and in the critical region. The coexistence curve in Figure (4.1) 
has been obtained by data regression to 6 points in the range 275 K - 310 K, which 
is more than 20°C away from the real critical point. The interaction energies (gzi-gn) 
and fei2- <522) were taken with linear temperature dependence. The value of «12 was 
fixed at 0.2. The fit in the classical region is good. At higher temperatures, there is a 
large overshoot with. respect to the experimental data points. Like all mean-field 
equations, the classical NRTL model predicts a critical temperature that is much 
higher than the experimental critical temperature, and a coexistence curve with the 
wrong critical curvature.
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. Experimental and calculated mole fractions
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Figure 4.1: Experimental (blue stars) and calculated (red line) phase boundary with the classical NRTL model for acetic 
anhydride + cyclohexane

0.0

4.2 Crossover-NRTL model

In order to be able to describe the coexistence curve both in the classical and the 
critical regions, critical fluctuations must be introduced into the classical NRTL 
equation. Edison et al. give the procedure that must be applied to the NRTL equation 
[2]. The variables are made dimensionless in the following way:

(4.4)

where Tc=

T = 
AT =
X =
Ax =

classical critical temperature
classical mole fraction at the critical point
reduced temperature, reduced with classical Tc
reduced temperature minus 1, reduced with classical Tc 
reduced mole fraction, reduced with classical
1 minus reduced mole fraction, reduced with classical X;

(KJ 
H 
H 
[-] 
H
H

The NRTL parameters T21 and T12 can be rewritten in these reduced variables. The 
interaction energies and fei2-^ii? are taken with a linear temperature
dependence:

r21 =5(1-MT) t12 =c(l-JAT) (4.5)
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The classical Gibbs energy of mixing is separated into a regular and a singular part 
in analogy with the Helmholtz energy in the Landau theory. This can be 
accomplished by expanding it around the classical consolute critical point:

AGcl(T,x) = S 
k=0 ki (4.6)(x-l)fc

The terms of second and higher order in x are combined to form the critical or 
singular part, AGsing. The regular part, AGreg, consists of the terms of zero order and 
first order in x:

AGrcg =*-ln +ln(l-xc) +

(4.7)

(x-xc)xc(l-xc)

AGsing=x-lnf^ 
kl-x J

(4.8)

(x-xc)xc(l-xc) , ^21^21(1 G21) I ^12^12 (G12 — 1)
. (Xc + (1 - )G21 ƒ (1 - + XcGi2 )2

Because the regular part contains only the value of the Gibbs energy of mixing and 
the slope, both at )^Xc, it will not be modified by the crossover transformation and will 
remain an analytic function of reduced temperature. The critical part will become a 
singular function after the effects of fluctuations are incorporated. According to 
equation (4.4), the mole fraction can be written as x = xc(Ax+l). In the classical 
theory, the square of the inverse correlation length, köi2, for the NRTL model is 
defined as:
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XC — 2x 2 • < ^21 ^21

x(l - x) c [ x+(1 - x)G21

712^12

1-x+xG12

2(xc-2xcx)-
^21^21-^0 ^21) I ^12^12-^0(^12 1)

(xc+(1-xc)G2,)2 (l-x.t.t.G,,)1
(4.9)

2(x — %2). J (1 ^21) + ri2^liXe (^12 l)3

[(x. + a-xc)G21)3 (1-xc+xcGi2)3 ’

Close to the critical point, the singular part of the Gibbs energy of mixing has to be 
transformed to take into account the effects of critical fluctuations. Edison et al. apply 
the transformation of Chen etal. [1] to the classical NRTL model. This transformation 
has been developed for the Helmholtz energy density of a one-component fluid near 
the liquid-vapour critical point, where the order parameter can be identified with the 
overall density. In incompressible liquid mixtures, the order parameter can be 
identified with the concentration x. Now, the reduced variables are expressed in 
terms of the real critical parameters, i.e. Ax and AT are to be replaced by Ax and 
AT respectively. The renormalised variables and the accompanying rescaling 
functions are given by:

AT = 1-^ r2i = ä(l-£AT) t12 =c(1-JAT)

AfR=AT7W-1/2 te^Axim1'4 (4.10)

2v-l

— Y ve°
1

U=Yta ‘D = Y,° Yvta 
auh.^

-1

where v, a, tj, a = 
x = 
Ar =
T = 
Af =
^R’ =

universal critical exponents
reduced mole fraction, reduced with real Xc
1 minus reduced mole fraction, reduced with real
reduced temperature, reduced with real Tc
reduced temperature minus 1, reduced with real Tc 
renormalised reduced variables

H 
[-1
[-1
H
[-1

A kernel term must be added to the singular part of the Gibbs energy of mixing to 
include fluctuation-induced contributions. The reduced mole fraction Ax and the 
reduced temperature AT in AGsing (Equation 4.8) have to be replaced by the 
renormalised ones (Equation 4.10):

AG^ = AGi1to(Ax = A^.Af = ArR)-lc,3AT2K (4.11)

The function Kis a crossover function, which is implicitly defined through:
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i-(i-ü)y
1/2

(4.12)

The renormalised parameter k2 is obtained through Kcl2(Af,Ax) by:

1

= ^*ci2(AT = ATr, Ax = Axr) 

cp
(4.13)

To be able to calculate the liquid-liquid phase boundary, one has to calculate the 
activities of both components in both coexisting phases. These activities are defined 
by:

ta(<>iy=AG'+a-z>^[^=AG„'+A  ̂
QX \ Kï J

(4.14)

AG'-x’-= 4g ' + Ax,,)-
ax \ JK.1 j

where a/= activity of component/in phase' [-]
X’ = mole fraction of component 1 in phase' [-]

The calculation of the derivative of AGsing(AfR,AxR) to the unrenormalised variable x 
is rather complex. To calculate this derivative, the derivative of the crossover 
function Y to the unrenormalised variable x is needed. This derivative can be 
calculated by implicit differentiation of the crossover function as given in equation 
Appendix A.

4.3 Errors in the Crossover-NRTL model of Edison et al.

Unfortunately, the model of Edison as described in his paper [2] cannot be used for 
data regression and for the description of the phase boundary because there are 
some errors in it.
Edison describes the liquid-liquid equilibria of the binary liquid acetic anhydride - 
heptane [2]. The equilibrium data for this binary liquid have been measured by 
Nagarajan et al. [57]. These data can be analysed with the following extended 
Wegner expansion:

34



ß
Ax±=±B0 T-Tc 

T
■ 1+Bj

T-Tc 
T

A/

* -f- d.sing (4.15)

where Bq, B\, cUg, cfep, d\= amplitudes H

The relations for the amplitudes Bq and B\ of the power laws in equation (4.15) are 
given by [58]:

Bo= 0.534 c, 
üK

(üA)0-5 
cp

= 2.98
ƒ OJ \2A' 

C.

wA (1-w) (4.16)

After data regression of the data set to the extended Wegner expansion (4.15) in the 
temperature range /AT /<0.01, one obtains ßb=1.58 and ßi=-1.05. Physically realistic 
values for ct, ü and A are positive. Therefore, for the amplitude to be negative, ü 
must be larger than 1. However, Edison gets w =0.555 after optimisation of his 
crossover-NRTL model to the data set measured by Nagarajan et al..
Edison et al. correctly state that the number of parameters of the crossover-NRTL 
model can be reduced by two by applying the conditions of incipient immiscibility at 
the real consolute critical point:

d2AG 
dx2

^AG 
dx3

= 0 (4.17)

According to Edison, these two equations should result in universal values for the 
NRTL equation, 5=1.3474 and c =0.94366. Edison uses these "universal" NRTL 
parameters for different binary liquids. However, at the critical point, Tequals Tc and, 
therefore, AT=0, T21 = 5 and ns = c (4.10). The conditions in equation (4.17) 
depend on ä, c, and xt. This means that 5 and c do not have universal values at all 
because they depend on the mole fraction xó at the critical point.
Other errors in Edison's model are some missing factors x^2 in the derivatives of k2 
with respect to AT and Ax and the omission of the parameters ct (4.11) in the kernel 
term and c2in the relation for k2(4.13). The importance of the parameters ctand cp 
will be dealt with in paragraph (4.4). The errors mentioned above were found by 
comparing the Crossover-NRTL model of Edison et al. with a much simpler model, 
the Two-Term Landau Expansion.

4.4 Simplified Two-Term Landau expansion reformulated for the NRTL 
model

The optimisation of the NRTL parameters and the crossover parameters and the 
calculation of the phase boundary for the NRTL model are in general rather 
complicated. This calculation is much easier for the 2T-Landau expansion. The 2T- 
Landau expansion has been introduced in Chapter 1.
The Crossover-NRTL model needs good estimates for the crossover parameters u. 
and A, and for the NRTL parameters b and d, otherwise, the model will return 

35



infeasible solutions. The capability of the Landau model to give estimates for these 
parameters is investigated in this paragraph and in the following paragraph.
When the kernel term is neglected and the order parameter is defined as M =cp^x, 
the coexistence curve is symmetric with respect to the critical point. In this case the 
conditions for phase equilibrium are given by:

I » ), 1 « J, = 0 (4.18)

Only one of the relations in equation (4.18) serves as a constraint during data 
regression because of the symmetry of the coexistence curve. The order parameter 
of the one branch can be calculated from the order parameter of the other branch:

M^-M" => x^lx^x' (4.19)

When the kernel term and the implicit dependence of Y on M are neglected, it is 
possible to calculate the analytical solution of equation (4.18) in the two-phase 
region:

u*uWU

2v—1

K2=-2tY (4.20)

The advantage of this simplified 2T-Landau expansion is that the calculation of the 
phase boundary is very simple. However, the model cannot account for the 
asymmetry of the coexistence curve with respect to xt, because the order parameter 
M=cpAx is equal in magnitude at both branches of the coexistence curve (but 
different sign). The phase boundary for the binary liquid acetic anhydride - 
cyclohexane, calculated with this simplified 2T-Landau model, is given in Figure 
(4.2). The calculated phase boundary for the binary liquid nitrobenzene - octane, 
which is more symmetric, is given in Figure (4.3). It is clear from Figure (4.2) and 
from Figure (4.3) that the simplified 2T-Landau model is not able to represent 
asymmetric coexistence curves. The model cannot reproduce the correct diameter of 
the coexistence curve. Of course, simplifying an expansion with only two leading 
terms reduces the range of validity. Actually, this simplified 2T-Landau model is only 
valid very close to the critical point. For binary liquids with a very symmetric 
coexistence curve, this model is a good approximation within a restricted 
temperature range.
The couplings between the crossover-NRTL model and the simplified 2T-Landau 
theory are the system-dependent amplitudes ct and Cp. The amplitudes ct and cp are 
given by:

VGw(ä,c)

I ^04 (^»C) 

w*wA
(4.21)

where G12 = partial derivative of the Gibbs energy of mixing one time to AT and two times to Ai, 
evaluated at the critical point. This property is called a0 in the Landau theory. [-]
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Gw- partial derivative of the Gibbs energy of mixing four times to Ax, evaluated at the 
critical point. This property is called u0 in the Landau theory. [-]

The derivative G12 is evaluated at the critical point and it depends on the NRTL 
parameters ä, b, c, and d, as indicated in equation (4.21). The derivative GM is 
also evaluated at the critical point and it depends on the values of ä and c, which 
can be calculated from equation (4.17).
The optimised crossover parameters, obtained with the simplified 2T-Landau model, 
for the binary liquid nitrobenzene - octane are given in Table (4.1) together with the 
crossover parameters for the Crossover-NRTL model. According to Table (4.1), the 
simplified 2T-Landau expansion is able to give good estimates for cp and ü when, 
for example, Ct and A are fixed. This perfect symmetric model is only valid very close 
to the critical point. The results in Table (4.1) are obtained for the temperature range 
I AT /<0.01. To fix ct, in order to get estimates for cp and ü, an estimate for ct is 
needed. In this work, all calculated values for Ct lie between 0.43 and 0.88. Also, 0.5 
seems to be a good estimate for Ct. It is not possible to calculate the independent 
values of b and d from ct (4.21) because there is only one relation and there are 
two unknown variables.

The Kei2 in the Landau theory is calculated by taking the second derivative of AG- 
__  sing 

to M. The only difference with the calculation of in Edison’s model is the factor 
1/Cp in relation (4.13). The kernel term in the Landau theory contains a factor c? in 
front of AT (4.11), which is not present in Edison's model. Edison did not forget 
about these parameters but he fixed them at 1. It follows from the Landau theory that 
this simplification is not correct. The Landau theory is based on the so-called Landau 
variables, the order parameter M and the temperature-like variable t. It is a general 
model to describe the phase transition in crossing the critical point. The Landau 
variables are related to the physical variables Ax and AT by the parameters ct and 
Cp. It is clear that the application of the crossover theory to the NRTL model is 
meaningless when the parameters ct and cp are not taken into account.

3.5 Two-Term Landau expansion

The first asymmetric term l/3lGl3ATAx3 in the Landau expansion can be accounted 
for by the following redefinition of the order parameter:

M=cp(A5é-dlAT) with d=_Gi?(a,b,c,d)
GM(a,c)

where G13 = partial derivative of the Gibbs energy of mixing one time to AT and three times to
Ax, evaluated at the critical point r.i
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Simplified 2T-Landau model for cyclohexane - Acetic Anhydride
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Figure 4.2: Calculated and experimental phase boundary for the binary liquid acetic anhydride - cyclohexane. The calculated 
values were obtained for the simplified 2T-Landau model neglecting the kernel term and the implicit dependence of Von M.
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Figure 4.3: Calculated and experimental phase boundary for the binary liquid nitrobenzene - octane. The calculated values 
were obtained for the 2T-Landau model neglecting the kernel term and the implicit dependence of Von M.
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This first asymmetric term is of higher order than the two terms in the simplified 2T- 
Landau expansion. The 2T-Landau model can be expanded in terms of the order 
parameter in equation (4.22):

^sing = &Tkx1TT>+^u*ük.cu*uXc*djSTbx3T>2U+... 
2! 4! 3!

-csp\kT2tiiTT)+^^ *UKcpd^T2^2V2U+... (4.23)

u*ÜKcp d3+-Lu*uXcpd^T4V2U+.....

The last four terms are of higher order than l/3!G13AfAx3. The fourth term, 
-CfCpd^^^xTD, is of the same order as l/SIG^AfAx3, however, it was not present 
in the original Landau expansion. Another difference between the expansion in 
equation (4.23) and the original 2T-Landau expansion is that the term l/3!G13AfAx3 
in the original Landau expansion had to be rescaled in the normal way, i.e. by 
applying equation (4.10) to Ax and AT. In equation (4.23), Af in l/3!G13AfAx3 is 
rescaled like the order parameter. Therefore, writing the order parameter like 
equation (4.22) is not totally correct but it has the advantage that the first non- 
symmetric term can be accounted for, whereas the Landau expansion remains 
symmetric in the order parameter M. Still only one of the relations in equation (4.18) 
serves as a constraint during data regression because of the symmetry. The order 
parameter of the one branch follows from the order parameter of the other branch:

M' = —M => x" • 2xc + 2xc  ̂AT - x’ (4.24)

However, it is not possible to calculate the analytical solution of equation (4.18) in 
the two-phase region. The kernel term and the implicit dependence of Kon the order 
parameter M have not been neglected in the calculations of the phase boundary for 
this 2T-Landau model. The experimental and calculated phase boundaries for the 
binary liquid nitrobenzene - octane are given in Figure (4.4). The experimental and 
the calculated diameter of the coexistence curve are also given in Figure (4.4). The 
redefinition of the order parameter like equation (4.22) improves the fit considerably. 
The NRTL parameters b and d can be calculated from ct and di. Because only the 
first asymmetric term is taken into account, the values of b and d are only rough 
approximations for the parameters of the Crossover-NRTL model. The obtained 
NRTL parameters and crossover parameters for the binary liquid nitrobenzene - 
octane, as calculated by the 2T-Landau model and the Crossover-NRTL model are 
given in Table (4.1).
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Coexistence curve calculated with 2T-Landau model for nitrobenzene - octane
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Figure 4.4: Calculated and experimental phase boundary for the binary liquid nitrobenzene - octane. Calculations were 
performed for the 2T-Landau model, with the order parameter defined by Equation (4.22), i.e. with an asymmetric correction. 
The kernel term and the implicit dependence of Von M have not been neglected in this calculation.

Table 4.1: Comparison between Landau models and crossover-NRTL
Range |at| < o.oi Range | Af| < 0.036 Range |Af| < 0.036

Model 2T-Landau without dY/dM 
and kernel term

2T-Landau with first asymmetric 
term, dY7dM, and kernel term

Crossover-NRTL

A 1 fixed 1 fixed 1 fixed
Ü 0.5074 0.4619 0.3430

b - 3.894 3.515

d - -0.7637 0.5595
Ct 0.5 fixed 0.4382 0.5014

--------- 1.842 1.723 1.856
X 2.710 12.63 0.3130
di - 0.7548 0.4570

The 2T-Landau expansion with the first non-symmetric term can be applied to 
represent the experimental phase equilibria in a wider range in temperature than the 
simplified 2T-Landau model. Therefore, it is possible to extract an approximation for 
the temperature dependence of the NRTL parameters from it. The whole data set is 
used for the data regression to the 2T-Landau expansion. This corresponds to a 
temperature range /Af/<0.036. It is clear from Table (4.1) that only taking the first 
asymmetric term into account is not enough to give a good representation (very high 
value of /2) or a reliable estimate for b and d in the Crossover-NRTL model. The 
sign of d is incorrect. The value for b is a rather good estimate.
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4.6 Calculation of the coexistence curve for different binary liquids with the 
Crossover-NRTL model

Unfortunately, there are few systems available in the literature that have been 
experimentally studied in an extended temperature range, including the critical 
region, with high accuracy. Studies focused on the critical region often have very 
accurate data but they usually cover only a narrow temperature range. Data sets 
with an extended range in temperature mostly have less accurate data and/or no 
data in the critical region.
Gopal et al. measured the phase-boundary of the binary liquid acetic anhydride - 
cyclohexane [59,60]. Their data set has a temperature range of about 50°C. 
However, the accuracy of the data is lower than required for the present analysis, 
specially in the critical region. Gopal et al. measured the transition temperature of 
more than 40 samples. The samples with =0.5762 and xC6Hi2 =0.5795 had the 
same highest phase separation temperature of Tc=325.718 K, whereas the samples 
with xc6h12 =0.5684 and xCiHi2 =0.5653 had phase separation temperatures 0.5 and 1.0 
mK lower than Tc respectively. Gopal et al. plotted the data close to Tc on an 
enlarged scale and they drew a smooth curve through the data giving 
Xc=0.5745±0.001 . It is clear that this determination of Xc is not so precise because of 
the flatness of the coexistence curve in the critical region.
The limiting slopes of the two branches of the coexistence curve in a log-log plot of 
AT versus Ax should equal the Ising value of the universal exponent ß=0.3255. The 
value of Xc can be changed within experimental error to get the correct limiting slope 
in the log-log plot. Notwithstanding the uncertainty quoted by Gopal et al., the value 
obtained in the present work is Xc= 0.5815. A possible explanation for the 
discrepancy can be found in the gravity effects, that clearly distort their experimental 
results for 11 -7V71<10-4 [59].
The coexistence curve, calculated with the Crossover-NRTL model, for the binary 
liquid acetic anhydride - cyclohexane on a normal scale and on a log-log scale is 
given in Figures (4.5) and (4.6). The optimised NRTL parameters and the crossover 
parameters are given in Tables (4.3) and (4.4). The data in the range 11 -Tc/71<10’4 
were not taken into account in the optimisation. The fit is rather good, both in the 
critical region and the classical region. There is a small deviation between the 
experimental data points and the calculated phase boundary in the right branch of 
the classical region. However, it is a nice fit for such a large temperature range. The 
limiting slopes of the two branches of the coexisting curve in the log-log plot assume 
the correct value in approaching the critical point. Farther away from the critical 
point, the slopes of the two branches of the coexistence curve, i.e. the effective 
exponents ß of the two branches, assume different values because the distance x-Xc 
from the critical point is different for both branches.

Wims et al. measured liquid-liquid equilibria for the binary liquid nitroethane - 3- 
methylpentane [61]. The range of the temperature of the phase-boundary data of 
Wims et al. is too small to obtain physically realistic values for the crossover 
parameters ü and A and for the NRTL parameters b and d. Therefore, two different 
data sets have to be combined. Data farther away from the critical point are aiven bv 
Khosla et al. [62].
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Figure 4.5: Calculated and experimental phase boundaries for the binary liquid cyclohexane - acetic anhydride

Great care has to be taken to combine data sets measured by different authors. 
Samples might differ in purity and it is well known that the critical temperature is very 
sensitive to impurities. Both Wims ef al. and Khosla et al. mention their measured 
critical temperature, mole fraction at the critical point and the purity of the samples. 
These values are given in Table (4.2).

Table 4.2: Purities and critical parameters
Purity [w%] 
C2H5NO2

Purity [w%] 
CH3-CH-(C2H5)2

xb [mol/mol] MK]

Wims etal. [61] -100 99.99 0.5000±0.001 299.608+0.001
Khosla et al. [62] 99.96-99.98 99.99 0.500±0.001 299.600±0.001

Inspite of the high purity of all employed chemicals, the difference between the two 
critical temperatures is too large to use data of both sets near the critical point. In the 
present analysis, the data near the critical point from Wims et al. and the data farther 
away from the critical point from Khosla et al. are used. Far away from the critical 
point the difference between the critical temperatures is not important.
Both authors give their phase-boundary data in terms of coexisting densities. 
However, mole fractions are needed for the NRTL equation. Wims et al. recalculate 
their densities to mole fractions by assuming that there is no volume-change of 
mixing, without checking the validity of this approximation. Actually, it is clear that 
neglecting mixing effects is not justified because partial miscible binary liquids show 
non-ideal behaviour per definition.
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Crossover NRTL (cyclohexane + acetic anhydride)

io'1

10

10

Q-

red line: calc, phase I 

blue line: calc, phase II

red circles: exp. phase I 

blue circles: exp. phase II

.............10-2

11-Tc/TI, [-]
io'3

Figure 4.6: Calculated and experimental phase boundary for the binary liquid cyclohexane - acetic anhydride 
red circles: exp phase I

blue circles: exp phase II
Handa et al. give excess volumes for the binary liquid nitroethane - 3-methylpentane 
for three different temperatures [63]. They fit their excess-volume data to the 
following equation:

3

VE[cm3/mol] = xa-^XvXrXl-lx)'
i=0

where = excess volume

(4.25)

[m3/mole]

The graphical result is given in Figure (4.7). It is clear that the portion of the 
subcritical curve (red curve) in the mole-fraction range 0.3 < xnhn)ethline< 0.7 has no 
significance because of the partial miscibility. The temperature dependence of the 
excess volumes is rather small. In the range 298.596 K - 303.150 K, the excess 
volume changes only by a few percents. Therefore, the mean value of the curves in 
the range 298.596 K - 303.150 K can serve as a rough approximation for the excess 
volumes for the whole temperature range of the combined data sets of Wims et al. 
and Khosla et al..
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Figure 4.7: Excess volumes for the binary liquid nitroethane - 3-methylpentane at différent temperatures
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The mole fractions are calculated by the following relations:

— = + V xi^! 1
p'

ÏW3MP P Vi
___________Amp___________
p'Mnb _p1m3MP

'WNB^ÏW3MP
A'nb Amp

(4.26)

where i

V1

p 
Mzmp

phase /
component j
molar volume of phase i
molar volume of pure ƒ
excess molar volume of phase / 
mass density of pure j
mass density of phase /
molar mass of 3-methylpentane

[cm /mole] 
[cm3/mole] 
[cm3/mole] 
[g/cm3] 
[g/cm3] 
[g/mole]

After taking into account the excess volumes, the mole fraction of nitroethane in the 
3-methylpentane-rich phase changes by 1.1% near the critical point to 3.8% 10°C 
away from the critical point and the mole fraction of nitroethane in the nitroethane- 
rich phase changes by 1.0% near the critical point to 0.2% 10°C away from the 
critical point. The changes of the mole fraction in the 3-methylpentane-rich and the 
nitroethane-rich phase are different because of the skewness of the curves in Figure 
(4.7). The phase boundary for the binary liquid nitroethane - 3-methylpentane on a 
normal scale and on a log-log scale is given in Figure (4.8) and Figure (4.9). The
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optimised NRTL parameters and the crossover parameters are given in Tables (4.3) 
and (4.4).
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The fit is good, both in the critical and the classical regions. The limiting slopes of the 
two branches of the coexistence curve in the log-log plot assume the correct value in 
approaching the critical point. Farther away from the critical point, the slopes of the 
two branches of the coexistence curve assume different values because the distance 
x-Xc from the critical point is different for both branches. However, the difference is 
less pronounced than that for the system acetic anhydride - cyclohexane because 
the latter system is more asymmetric with respect to x&

Five other liquid-liquid systems, measured by An et al. [64-68], have been analysed. 
The systems consist of nitrobenzene and one of the five different linear alkanes, 
pentane, octane, decane, dodecane, and tetradecane. The data points are very 
accurate. Unfortunately, the temperature range is too small to make contact with the 
classical region. The higher the chain length of the linear alkanes, the more 
asymmetric the coexistence curve. The Crossover-NRTL model has no difficulties 
with describing these asymmetric systems. As an example, the coexistence curve for 
the binary liquid nitrobenzene (CeHs-NOa) - tetradecane (C14H30) is given in Figures 
(4.10) and (4.11). The coexistence curves of the other systems are given in 
Appendix C.
Critical mole fractions and critical temperatures were changed within experimental 
error to get a better fit. The optimised NRTL parameters and the crossover 
parameters are given in Tables (4.3) and (4.4). Again, the asymmetry of the 
coexistence curves is evident in the difference of the slopes of the coexisting 
branches in the log-log plots of Ax versus AT.
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Figure 4.11: Calculated and experimental phase boundaries for the binary liquid nitrobenzene - tetradecane

Table 4.3: Crossover parameters and Ginzburg numbers
Parameter A u Op Ct Ginzburg 

Number
acetic anhydride - cyclohexane 0.4519 0.4630 2.484 0.8829 1.6-1 O'3
nitroethane - 3-methylpentane 1.552 0.4512 1.540 0.7189 2.1-10*
nitrobenzene - pentane 1 fixed 0.3571 1.486 0.4387 9.1-10'3
nitrobenzene - octane 1 fixed 0.3430 1.856 0.5014 7.4-1 O'3
nitrobenzene - decane 1 fixed 0.3250 2.186 0.5286 6.3-10’3
nitrobenzene - dodecane 1 fixed 0.3193 2.527 0.5578 5.7-1 O’3
nitrobenzene - tetradecane 1 fixed 0.2631 3.015 0.5592 3.9-1 O’3

Table 4.4: NRTL parameters
ä c b d

acetic anhydride - cyclohexane 0.6066 1.714 3.790 4.979
nitroethane - 3-methylpentane 1.137 1.150 3.662 0.3667
nitrobenzene - pentane 1.944 0.4071 2.451 -0.7823
nitrobenzene - octane 1.110 1.177 3.515 0.5595
nitrobenzene - decane 0.6555 1.660 5.760 0.6627
nitrobenzene - dodecane 0.2883 2.086 12.63 0.7860
nitrobenzene - tetradecane -0.01604 2.466 -286.2 0.4953

Group statistics have been used to show how the phase boundaries, calculated from 
the Crossover-NRTL model, compare to the accompanying experimental data. The 
group statistics typically used are based on the percent deviation of a property, %Ax:
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%4x = 100 (4.27)
< Xe*P j

The group statistics used are summarised in equation (4.28):

1
AAD = -S|%^| 1 N

SDV^
N

X(%-BIAS)
I I N

(4.28)

The AAD is the average absolute deviation of a data set. High values of the AAD 
indicate either systematic or large random differences between the data and the 
Crossover-NRTL model. The Bias is the average deviation of a set of data. Large 
positive or negative values of the BIAS indicate systematic differences between the 
data and the crossover-NRTL model. The SDV represents the standard deviation of 
a data set. This value gives an indication of the systematic or random dispersion of 
the data set around the BIAS value. Finally, the RMS represents the root mean 
square of the deviations. This parameter provides another indication of the 
systematic or random dispersion of the data from the Crossover-NRTL model. Thé 
Crossover-NRTL model is considered to be representative for a data set when all 
four statistical parameters are near zero [69,70]. In general, the results, given in 
Table (4.5), are satisfactory. However, the group statistics and % for the fit of the 
phase boundary of the binary liquid acetic anhydride - cyclohexane are somewhat 
high. The % 2 is expressed in the experimental uncertainties for the mole fractions 
and the temperature given by Gopal et al.. The small deviation between the 
experimental data points and the calculated phase boundary in the right branch of 
the classical region cannot be the only reason for this high 2. The claimed 
experimental uncertainties are probably to low.

Table 4.5: Group statistics and ^ of the different fits^^ ä
AAD [%] BIAS [%] SDV [%] RMS [%] X

acetic anhydride- cyclohexane 0.6844 0.2779 1.1777 1.2029 18.9
nitroethane - 3-methylpentane 0.2975 -0.05261 0.5825 0.5189 4.13
nitrobenzene - pentane 0.1615 0.05782 0.1594 0.3064 1.45
nitrobenzene - octane 0.07979 -0.03411 0.1260 0.1213 0.313
nitrobenzene - decane 0.1627 -0.1105 0.2617 0.2757 1.64
nitrobenzene - dodecane 0.1036 0.01316 0.1813 0.1896 1.08
nitrobenzene - tetradecane 0.1523 -0.07076 0.2233 0.2443 2.01

4.7 Significance of the NRTL parameters and the crossover parameters

4.7.1 Calculation of the phase boundary

It has been mentioned in Chapter 2 that the NRTL model has many possible roots. 
Either one or two pairs of coexisting mole fractions are thermodynamically stable. 
Therefore, after calculation of the phase boundary, the stability of the solution should 
be checked. As an example the classical Gibbs energy of mixing for the binary liquid 
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nitroethane - 3-methylpentane is given here. This graphical analysis is good enough 
because the crossover procedure only changes the shape of the profile of the 
classical Gibbs energy of mixing and it does not introduce new maxima or minima. 
The classical Gibbs energy of mixing for different temperatures as a function of the 
mole fraction is given in Figure (4.12). The values of ä and c that force the 
coexistence curve through the real critical point are used. It is clear that the only 
possible solution is the stable solution, which minimises the Gibbs energy of mixing. 
The stars represent the spinodal curve.

4.7.2 NRTL interaction energies

The coexistence curves for the five binary liquids as a function of the carbon number 
of the linear alkanes are given in Figures (4.13), (4.14) and (4.15). The availability of 
the coexistence curves of nitrobenzene and different linear alkanes enables the 
study of the significance of the obtained NRTL parameters.
Mixing is an entropically driven process; configurations with a random molecular 
distribution have higher probability than ordered states. The other contribution to the 
Gibbs-energy-of-mixing, the enthalpic term, depends on the difference between like- 
molecules interactions (A/ and j-j) and unlike (A;) interactions. For partially miscible 
liquids, these contributions compete and form a Gibbs-energy-of-mixing pattern like 
the one in Figure (4.12).
The influence of the chain length of the linear alkanes on the entropy change of 
mixing with non-polar molecules is qualitatively represented by Flory-Huggins theory 
in terms of the volume fraction. Consequently, the larger the carbon chain, the 
smaller the critical mole fraction of the hydrocarbon (Figure 4.13). The enthalpy of 
mixing will be determined by the fact that apolar alkane molecules will screen the 
dipole-dipole interactions of nitrobenzene, which has a dipole moment of 3.97 Debye 
[71]. The linear alkanes are apolar. Long-chain alkanes will exhibit a higher 
screening effect than small alkanes, with a concomitant increase in the enthalpy of 
the mixture and, therefore, a larger miscibility gap with nitrobenzene, i.e. a higher 
critical temperature (Figure 4.15).
The binary liquid nitrobenzene - octane has the most symmetric coexistence curve 
and the lowest phase separation temperature (Figure 4.15). For the NRTL equation, 
symmetric systems are those where T12 equals tzi, i.e. systems where the 
interaction-energy differences ^12-^22 and ^21-gn are the same. The interaction­
energy differences are given in Table (4.7). The interaction-energy differences are 
almost the same for the mixture nitrobenzene - octane. Therefore, the system 
nitrobenzene - octane forms the breaking point in the homologue series of mixtures 
nitrobenzene - alkane. This difference is evidenced in the slope of the coexistence­
curve diameter and in the critical solution temperature. According to Figure (4.15), 
for the binary liquid nitrobenzene - pentane the diameter, ^.nitrobenzene, shifts to lower 
values as the critical point is approach, while the diameter for the binary liquids with 
higher alkanes than octane have the opposite tendency. The diameter of the 
coexistence curve for nitrobenzene - octane is almost vertical. The critical solution 
temperatures of all systems are higher than that of the system nitrobenzene - 
octane.
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Reduced Gibbs energy of mixing for the binary liquid 3-methylpentane - nitroethane
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Figure 4.12: Gibbs energy of mixing for the binary liquid nitroethane - 3-methylpentane

The molecular sizes of the alkanes and nitrobenzene can be estimated from the 
liquid densities [72]. The calculated sizes of nitrobenzene and the different alkanes, 
as given in Table (4.6), are obtained assuming that molecules are spherical. The 
effective size of the long-chain molecules will differ from the sizes mentioned in 
Table (4.6) because those molecules can not be regarded as spherical. Roughly 
speaking, a molecule nitrobenzene is of the same size as a molecule pentane. 
Nitrobenzene and octane have slightly different sizes. Other effects, like difference in 
polarity and differences in number of possible conformations will compensate this 
source of asymmetry in the coexistence curve.

Table 4.6: Molecular sizes [Ä]
nitrobenzene 3.51
propane 3.19
butane 3.40
pentane 3.58
hexane 3.74
heptane 3.90
octane 4.04
nonane 4.17
decane 4.29
tetradecane 4.73

The interaction energies of the NRTL model are taken with a linear temperature 
dependence, resulting in the following (classical) relations for the local mole fractions 
(2.7):
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Xi + x2 exp (-a12 (g21 -gll)/RT) X1 + x2 exp (-aI2ö(l - b^f)) 

^p^^-g^lRT) _ Ajexp^cd-^Af)) 

x2 + X] exp (-a12 (g12 - g22) / RT) x2 + x, exp (-a12c(l -dAT))

(4.29)

The subscript 1 in equation (4.29) belongs to nitrobenzene and the subscript 2 to the 
linear alkane. The local mole fractions for two different temperatures are given in 
Table (4.7), together with the differences between the overall mole fractions and the 
local mole fractions of the alkane-rich phase.
The interaction-energy differences gia-gsz and 521-511 in equation (4.29) can be 
separated into a temperature-independent part and a temperature-dependent part:

^21 £11

RT
ä-ab £21 - £11 = äbRTc + RäQ-b)T

£12 - £22 = cdRTc + RcQ-d)T
(4.30)

£12 £22

RT
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Figure 4.13: Different coexistence curves as a function of the carbon number of the linear alkanes, view from above
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These two parts are given in Table (4.8). Several things become clear from Table 
(4.7) and Table (4.8). The differences Xi '-X12 and respectively increase and 
decrease with the chain length of the linear alkanes at constant temperature. The 
prime indicates the alkane-rich phase. These differences represent the differences 
between the overall mole fractions and the local mole fractions. The differences 
between the interaction energies, ^12-^22 and ^21-^11, respectively increase and 
decrease with increasing carbon number at T=285 K.
The differences X1-X12 and are in agreement with the interaction-energy 
differences ^12-^22 and §21-^11. For example, when the difference ^12-^22 increases, 
this means that it costs a molecule 2 (alkane) at the centre of a cell more energy to 
be in the vicinity of a molecule 1 (nitrobenzene). Therefore, the cell will reduce its 
energy by minimising the number of molecules 1 in its vicinity, i.e. the difference Xi - 
X12 increases. Also, the alkanes have more difficulty with being close to nitrobenzene 
with increasing carbon number. On the other hand, nitrobenzene has less difficulty 
with being close to the alkanes with increasing carbon number. In other words, the 
mean local concentration of nitrobenzene around an alkane central molecule is 
smaller than the average nitrobenzene concentration (“unfavored” solvation), and the 
longer the length of the carbon-chain the higher that difference. This is due to the 
fact that both the alkane-nitrobenzene and the alkane-alkane interaction increase 
with carbon number of the alkane, the latter being more pronounced. Therefore, 
solvation of alkane by nitrobenzene becomes less favoured as the carbon number 
increases. On the other hand, the mean local concentration of alkane around a 
nitrobenzene central molecule is also smaller than the average alkane concentration, 
but in this case the difference becomes smaller as the carbon number increases. 
The explanation is that while nitrobenzene-nitrobenzene interactions are always the 
same, nitrobenzene-alkane interactions increase with chain length and, 
consequently, the latter become relatively more relevant in the solvation process.
It can be concluded that the total interaction-energy differences monotonically 
increase or decrease with increasing carbon number.
Another thing that becomes clear is that the separate temperature-independent and 
the temperature-dependent parts of the interaction energy-differences do not 
monotonically increase or decrease with increasing carbon number. This cannot be 
explained so easily because the effects of difference in sizes of the molecules, 
difference in number of possible conformations, and difference in polarity have to be 
decoupled.
It follows from Table (4.7) that the difference X1-X12 increases with increasing 
temperature. The difference increases with increasing temperature for 
nitrobenzene - pentane and nitrobenzene - octane, is almost temperature 
independent for nitrobenzene - decane, and decreases with temperature for mixtures 
of nitrobenzene and the higher alkanes.
Also, the NRTL parameters ä, b, c, and d and the accompanying interaction 
energies give an indication of the “relationship” between the molecules in the 
solution. They show whether the molecules prefer to be close to each other or not, 
which is closely related to partial miscibility. The behaviour of the separate 
temperature-independent and temperature-dependent parts of the interaction-energy 
differences is too complex to explain here.
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Table 4.7: Mole fractions and corresponding local mole fractions
System T 

[K]
*12
[-1 [-]

Xl' 
r-i H

Xi “X|2 
[-1

^'-^1 
H

nitrobenzene - 
pentane

285.000 0.136 0.792 0.146 0.854 0.010 0.062
297.104 0.369 0.517 0.388 0.612 0.019 0.095

nitrobenzene - 
octane

285.000 0.206 0.704 0.248 0.752 0.042 0.048
293.052 0.446 0.440 0.505 0.495 0.049 0.055

nitrobenzene - 
decane

285.000 0.208 0.698 0.269 0.731 0.061 0.033
295.963 0.492 0.394 0.574 0.426 0.082 0.032

nitrobenzene - 
dodecane

285.000 0.196 0.707 0.273 0.727 0.077 0.020
300.368 0.529 0.357 0.630 0.370 0.101 0.013

nitrobenzene - 
tetradecane

285.000 0.176 0.726 0.262 0.738 0.086 0.012
304.940 0.559 0.325 0.675 0.325 0.116 -0.001

Coexistence curves versus carbon number

Table 4.8: interaction-energy diff, at T=285 K for nitrobenzene - n-alkane
System äbRTc

[kJ/mole]
Rä(l-b)
[J/(mole K)]

cdRTc
[kJ/mole]

Rc(l-d)
[J/(mole K)]

#21 £11

[kJ/mole]
^12 ^22

[kJ/mole]
nitrobenzene - 
pentane

11.77 -23.45 -0.7867 6.033 5.086 0.9326

nitrobenzene - 
octane

9.506 -23.21 1.605 4.311 2.891 2.833

nitrobenzene - 
decane

9.291 -25.94 2.707 4.655 1.897 4.034

nitrobenzene - 
dodecane

9.094 -27.88 4.095 3.712 1.148 5.152

nitrobenzene - 
tetradecane

11.64 -38.30 3.097 10.35 0.7231 6.046
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Figure 4.14: Different coexistence curves as a function of the carbon number of the linear alkanes, 3D-view
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Figure 4.15: Different coexistence curves as a function of the carbon number of the linear alkanes, front view
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4.7.3 Crossover parameters

To relate the physical features of the five binary liquids, given by An et al., to the 
crossover parameters, the significance of the crossover parameters must first be 
clarified.
The crossover transformation is controlled by the ratio A/k or ^D=qb^ and by the 
rescaled coupling constant ü. The crossover parameter A is an ultraviolet cutoff 
wavenumber of the long-range critical fluctuations. It is a measure of the 
wavenumber for which fluctuations become microscopic. A can be written in the 
following way:

1/3

A = fev„''3=-^- (4.31)

where qo = actual cutoff wavenumber, characterising a discrete structure of matter with 
spacing, ^>=ï/qb [m-1]

Vo = average molecular volume [Ä3]

Only fluctuations of length scales larger than will affect the thermodynamic 
behaviour. In simple fluids A is always of order unity since the natural microscopic 
cutoff is determined by the size of the molecules [73]. /1=1 means that the 
microscopic cutoff corresponds to the average distance between molecules at the 
critical concentration. The binary fluids that are considered in this work are all simple 
fluids and, therefore, A is fixed at 1 in most cases.
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The amplitudes ct and cp depend on the range of intermolecular interactions, since 
they can be written in terms of the amplitude of the power law of the correlation 
length in the one-phase region:

(4.32)

where <0+ = mean-field correlation-length amplitude [A]

The values of ct and cp increase with increasing carbon number of the linear alkanes. 
According to equation (4.30), ct is inversely related to the range of intermolecular 
forces. If cf1, the range of intermolecular interactions equals the average 
intermolecular distance. The values for ct in this work are smaller than 1, which 
means that the average intermolecular distance is smaller than the range of 
intermolecular interactions.
The amplitude £0+ is proportional to the average molecular interaction diameter a of 
the mixture. The only contribution to athat changes when the chain length of the 
alkanes is increased is on-aikane because ohitrobenzene is the same in the different binary 
liquids. Some molecular interaction diameters for linear alkanes are given in Table 
(4.9) showing that longer linear alkanes have a higher molecular interaction 
diameter. To get a ct that increases with the carbon number, vo1/3 must increase 
faster with increasing carbon number than a does, as can be concluded from 
comparison of Tables (4.6) and (4.9).

The rescaled coupling constant is given by:

Table 4.9: Molecu lar interaction diameters [A]
O? Data from Flynn etal. [74] Data from Svehla [75]
propane 5.061 5.118
butane 4.997 4.687
pentane 5.769 5.784
hexane 5.909 5.949
octane 7.451
nonane 8.448

2
— Un t
u =----------------- z =----------------- ö

U*\cn U*Aan
(4.33)

The larger the range of interactions, the smaller ü [76]. This is in agreement with the 
values for ü given in Table (4.3) and the molecular interaction diameters given in 
Table (4.9). Actually, A and ü cannot be decoupled for simple mixtures. However, A 
is fixed at 1 and, therefore, the product Aü equals ü.
The Ginzburg number gives an indication of the region where the fluctuations are 
negligible and the classical theory is valid:
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2

I Afi» Ng =---------------- j' • 64.W(^o+) (4.34)

This Ginzburg criterion is based on the susceptibility %. The Ginzburg numbers for 
the five binary liquids are given in Table (4.3). The Ginzburg numbers decrease with 
increasing carbon number. This means that the stronger interactions of the longer 
alkanes extend the range where the classical NRTL model is valid. Close to the 
critical point, large fluctuations in thé concentration are thermally excited at low cost 
in energy. However, the stronger the interactions in the fluid, the more energy it 
costs to excite the fluctuations, i.e. the range where fluctuations are important 
shrinks.

4.8 Comparison of the Crossover-NRTL model and a Wegner expansion

The validity of the Crossover-NRTL model in the critical region can be tested by 
comparing its results with an extended Wegner expansion. The data near the critical 
point should asymptotically obey the following power law:

Ax* = +B0 (4.35)

This simple power law only holds at and near the critical point. If one moves away 
from the critical point, this simple power law is not enough to describe the 
coexistence curve and terms that correct the power law for lack of scaling are 
needed. The extended Wegner expansion for the coexistence curve is given by 
equation (4.15). The amplitudes in equation (4.15) are given in equation (4.16). This 
expansion is valid in the range |Af| < 0.01. Equation (4.15) was optimised to the 

phase boundary data to get Bq and B-\. These amplitudes were also calculated with 
the relations in equation (4.16) for the crossover-NRTL model. The results are given 
in Table (4.9). It is clear from Table (4.9) that the crossover-NRTL model predicts the 
right amplitude Bq of the leading scaling term in the extended Wegner expansion for 
the coexistence curve. The largest error between Bq calculated from the crossover- 
NRTL model and Bq calculated from the Wegner expansion is 2.6%. The values for 
the amplitude of the first correction-to-scaling term are totally different. The 
crossover-NRTL model predicts a much higher B^ than the Wegner expansion does. 
As the critical point is approached, the universal scaled asymptotic critical behaviour 
(4.34) is recovered from the crossover-NRTL model. Far away from the critical point, 
the classical NRTL model is recovered. This means that, in going from the critical 
point to the classical limit, the classical NRTL model, with its own temperature 
dependence, becomes more and more important. Therefore, the Crossover-NRTL 
will predict its own characteristic values of B^. All values for Bi mentioned in Table 
(4.9) are positive which is common for simple fluids, which have ü < 1.
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Table 4.10: Comparison of Wegner expansion and crossover-NRTL
Wegner expansion applied to 
experimental data

Crossover-NRTL 
(Equation (4.16))

Bo Bi Bo Bi
acetic anhydride - cyclohexane 1.44 1.86
nitroethane - 3-methylpentane 1.83 0.209 1.83 0.358
nitrobenzene - pentane 1.80 0.056 1.79 0.665
nitrobenzene - octane 1.53 0.192 1.51 0.763
nitrobenzene - decane 1.33 0.298 1.31 0.855
nitrobenzene - dodecane 1.18 0.367 1.16 0.905
nitrobenzene - tetradecane 1.03 0.628 1.00 1.21

4.9 Calculation of the effective exponent

The asymptotic crossover behaviour implies that the coexistence curve 
asymptotically close to the critical temperature will diverge according to a power law 
with critical exponent ß =0.3255. It is generally believed that farther away from the 
critical point, the critical exponent will cross over to its classical value ß =0.5. This is 
a crossover from asymptotic singular critical behaviour to asymptotic classical or 
analytic critical behaviour. The real behaviour of the exponents for simple fluids can 
be studied with effective exponents. One can define the effective exponent as:

.dlnCAT),
(4.36)

The crossover behaviour of this exponent for the system nitrobenzene - octane is 
shown in Figure (4.16). It is clear from Figure (4.16) that the effective exponent ß 
approaches the Ising value when the temperature approaches the critical 
temperature. For higher temperatures, there is a tendency to the classical exponent 
ß =0.5. However, for AT >10‘2 the value of decreases. The explanation for this 
behaviour is the following. Asymptotic crossover behaviour by itself is not sufficient 
to describe the thermodynamic crossover behaviour in simple fluids, since the 
classical theory does not become valid until one reaches temperatures and mole 
fractions so far away from the critical point that an asymptotic critical description will 
no longer be applicable. In other words, before classical critical behaviour is 
reached, regular effects cannot be neglected anymore and ß^ decreases. This is a 
common phenomenon for simple fluids with short-range interactions where £is large, 
while £b is of the order of molecular size.
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Figure 4.16: Effective exponent for the binary liquid nitrobenzene - octane

4.10 Calculation of the heat capacity CPx for the binary mixture 
3-methylpentane - nitroethane

In order to describe a real system completely, both the phase boundary and the heat 
capacity Cpx have to be described. This heat capacity can be predicted from the 
Crossover-NRTL model and the optimised NRTL parameters and crossover 
parameters. In literature there is hardly any system for which both the phase­
boundary data and the CpX -data are available. For the binary liquid 3-methylpentane 
- nitroethane, both phase-boundary data and Cpx -data are available [61,62,77]. The 
calculation of the phase boundary was given in paragraph 4.6. Sanchez et al. have 
measured the heat capacity at constant p and [77].
The heat capacity of mixing at constant pressure and constant composition can be 
calculated with equation (4.37):

ACpj (d^HlR^
R “I ST

' d1 LG!R
, ar2 dT2 dT2

where ACpx = heat capacity of mixing at constant p and constant composition 
AH = enthalpy of mixing

(4.37)

[J/(moleK)] 
[J/mole]

This heat capacity is the analogue of the isochoric heat capacity Cv for a one- 
component fluid. A derivative of a density with respect to a field with one field and 
one density constant is taken along a path asymptotically parallel to the coexistence 
curve and diverges weakly. Such derivatives diverge with an exponent a along the 
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weak path, in the coexistence surface intersecting the critical line. They remain finite 
in the classical case. In general, properties that diverge strongly in one-component 
fluids only diverge weakly in binary mixtures of constant composition or constant 
molar density of one of the components.
The calculation of Cpx is rather difficult because of the dependence of the crossover 
variable Y on the temperature. Part of the calculation is given in Appendix B. This 
heat capacity can be calculated for the one-phase region above the critical point and 
for the two branches of the coexistence curve below the critical point.
In simple liquid mixtures there is a strong coupling between ü, A, and ct and it is 
difficult to obtain thé independent value of A from optimisation of the crossover- 
NRTL model to phase-boundary data. Therefore, for simple mixtures A is mostly 
fixed at 1, which is good enough for simple mixtures [78]. However, if different 
thermodynamic properties are to be calculated, the independent value of A has to be 
obtained. Therefore, it is needed to put a new constraint to the optimisation problem 
of the coexistence curve. For example, the constraint that the leading amplitude of 
the scaling law for the supercritical heat capacity, Ao+, has to equal the amplitude of 
the experimental data points, i.e. the value of AT given by Sanchez et al. This 
procedure was followed in this work. The optimised NRTL parameters and optimised 
crossover parameters are given in Table (4.3).
In order to describe the singular behaviour of the specific heat capacity resulting 
from the critical fluctuations, it is needed to make sure that the equation does 
represent the specific heat capacity in the absence of critical fluctuations. The NRTL 
equation is a excess Gibbs model that can be used to describe the liquid-liquid 
phase boundary. However, it is no fundamental thermodynamic equation and it 
cannot describe caloric propérties like Cpx. Following a suggestion of Edison et al. 
the NRTL equation can be transformed into a fundamental thermodynamic equation 
by adding an analytic background function to the regular part of the Gibbs energy of 
mixing (Equation 4.7):

Ä)(An = 2>/AT) (4.38)
j=0

The parameters /i0 and are related to the zero points of energy and entropy and 
do not change the value of any measurable quantity. The coefficients //2» A, and ß4 
for the binary liquid nitroethane - 3-methylpentane are 10.021, 10.226, and -130.61 
respectively. The results for the supercritical CpJR are given in Figure (4.17) on a 
normal scale and in Figure (4.18) on a log-log scale.
The extended NRTL equation yields exactly the same phase boundary as the 
original NRTL equation while it is also capable of representing caloric properties.
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Figure 4.17: Supercritical heat capacity CpX, predicted with the Crossover-NRTL model and a caloric background
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Figure 4.18: Supercritical heat capacity Cpx, predicted with the Crossover-NRTL model and a caloric background
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Sanchez et al. optimised the following extended Wegner expansion to their CpJR- 
data [77]: 

cP: _a0+
R a

Cjg _ Ap
R a

(4.39)

where +/- = one-phase region (+) or two-phase region (-)
B = background heat capacity far from the critical temperature [-]
A)+/ = amplitude of the leading divergence of Op, [-]
A^''= amplitude of the first correction-to-scaling term of Cpx [-]
Ai = universal exponent for the first correction term [-]
E = amplitude of the linear background term, which arises from the regular part 

of the Gibbs energy [-]

Unfortunately, they do not give the experimental data points. Sanchez et al. use 
several fitting procedures. Their ‘best’ fit, i.e. the fit with the lowest % 2, has an 
optimised exponent a = 0.1192. However, the exponent a has a universal value and 
cannot be optimised. Therefore, the results of the fit with the universal exponent a = 
0.110 are taken (fit 15). These results are given in Table (4.11), together with the 
values of the supercritical reduced heat capacity CpJR, calculated with the 
Crossover-NRTL model. It can be concluded that the Crossover-NRTL model 
predicts the correct divergence of the supercritical heat capacity.

Table 4.11: Comparison between experimental arid calculated C^JR
Ao B E

CpJR experimental 3.41 0.460 16.65 30.26
CoJR calculated 3.42 0.503 16.61 30.27

The calculation of the heat capacity in the two-phase region is a little bit more 
complicated. Cpx in the two-phase region is composed of two terms. The first is the 
heat supplied to raise the temperature of each of the phases at constant pressure 
and temperature, without allowing the composition of the phases to change. This 
part is given by the sum of the amounts of each phase times the heat capacities of 
each phase. The second part is related to the changes in the amount and the 
composition of each phase and to the difference of the partial molar heat contents in 
both phases [10].

Parti

dx I
+ (!-ƒ)

where f= factor arising from the lever rule

dT
(4.40)

Part?

The primes in equation (4.40) indicate the phase. The calculation of the derivative
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(d2Gldx} is analogous to the calculation of {d2GldT2}, which is given in Appendix 

B. The derivative (dx/dT) is calculated in a numerical way from the results of the 
calculation of the coexistence curve. The amplitude of the leading divergence of the 
subcritical Cpx, Ao, calculated with the crossover-NRTL model equals 5.83. It is 
known that the leading amplitude below the critical point is two times larger than the 
one above the critical point for the crossover model of Chen et al. [78]. The ratio in 
this work equals 1.7. From this ratio it is clear that there is something wrong in the 
calculation of the subcritical heat capacity. Because of the lack of time, results for the 
subcritical CpX will not be given here.
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5 Description of the Matlab® programs and subroutines

5.1 Program Datdemo

The optimisation procedures have been written in Matlab®, version 5.3. The 
optimisation routine fmincon has been used. Fmincon finds, if possible, the minimum 
of a constrained multivariable function f(x):

c(x) <0
ceq(x) = 0

min/(x) subject to A x<b (5.1)

41^ = ^eq
LB<x<UB

The variables x, b, beq, LB, and UB are vectors, A and Aïq are matrices, c(^ and 
Ceq(^ are functions that return vectors, and /(^ is a function that returns a scalar. 
The functions c(>ö, and Ceq(x) can be non-linear. The vectors LB and UB define a 
set of lower and upper bounds on the vector of design variables, x, so that the 
solution is always in the range LB < x < UB. The vector c(^ and the vector 
respectively consist of the non-linear inequality and the non-linear equality 
constraints of the problem. The matrices A and Aeq consist of the linear inequality 
and linear equality constraints. Linear constraints play no role in the optimisation 
processes in this work.
In this work, the vector of design variables x consists of the temperatures, mole 
fractions of both phases, crossover Vs of both phases, the NRTL parameters b and 
d, and the crossover parameters w and/or A. One of the advantages of the 
optimisation routine fmincon over the more common optimisation procedures is that 
it is not needed to calculate the propagated error. The temperature is a free variable 
in this optimisation procedure. The crossover Y’s are also independent variables. 
They need not to be iterated from the crossover function in an inner loop. During 
optimisation, Matlab® changes the values of the mole fractions, the temperatures, 
and the parameters to minimise the objective function and the constraint violation. In 
the common optimisation procedures, the crossover Y’s have to be iterated for every 
change in the parameters. When the estimates for the mole fractions and the 
parameters are not good enough, the crossover function has no physically realistic 
solution. In the critical region, the spinodal curve is very close to the phase 
boundary. When one of the mole fractions crosses the spinodal curve during 
optimisation, the condition of material stability is violated and x2 becomes negative. 
For negative values of x2, which are physically meaningless, there is no solution for 
the crossover function. That means that the calculation of the crossover Y’s is very 
sensitive to the first estimates of the parameters. The great advantage of the routine 
fmincon in Matlab® is that one can let Y be a free variable. When there is no solution 
for the crossover function for the given set of parameters, the procedure chooses 
another set of parameters.
The main program, Datdemo, and its accompanying subroutines are given in 
Appendix D, E, and F for the Crossover-NRTL model, the 2T-Landau expansion and 
the simplified 2T-Landau expansion respectively. These three models were defined 
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in Chapter 4. The program starts with reading in the data set. The first, the second, 
and the third column of the data set respectively represent the mole fraction of 
component 1 in phase 1, x-i, the mole fraction of component 1 in phase 2, and the 
temperature, T.
After reading in the data, the program calculates the NRTL parameters ä and c with 
the subroutine NRTLPar for the given values of a\z and xb from the conditions of 
incipient immiscibility (4.17).
The user has to define estimates for the parameters that have to be optimised. The 
program also needs estimates for the mole fractions of both phases, the 
accompanying temperature, and the accompanying crossover values K The mole 
fractions and the temperature of the data set can be used as estimates for the final 
solution. However, estimates for the crossover Y’s have to be calculated. The 
subroutine Bisection calculates these crossover Y’s from the crossover function and 
the initial estimates for the parameters.
The estimates for Xi, T, Yi, Yg, and the parameters are combined in the 
subroutine VarToVector to form the design vector. The optimisation process 
optimises the vector of variables by minimising the objective function given in 
subroutine FitFun and the NRTL and crossover constraints given in subroutine 
Constraints. The objective function is minimised with the Levenberg-Marquardt 
optimisation routine. This routine is a modification of the well-known Gauss-Newton 
optimisation routine. The Levenberg-Marquardt method uses a search direction that 
is a cross between the Gauss-Newton direction and the steepest descent. The 
Levenberg-Marquardt method often needs more function evaluations than the 
Gauss-newton method but this poorer efficiency is compensated for by the increased 
robustness of the method.

5.2 Subroutine Bisection

Bisection calculates estimates for the crossover variable Y. This subroutine is the 
same for the Crossover-NRTL model, the 2T-Landau expansion and the simplified 
2T-Landau expansion. It is given in Appendix D. The crossover function (4.12) is an 
implicit function of Y. The estimates for Y are calculated with use of the estimates for 
the NRTL parameters b and d and the estimates for the crossover variables ü and 
A. The objective function to be minimised is given by:

1+TT yl/t»fr=l-(l-ü)Y-ü (5.2)

The bisection root solver needs two starting values for Y. It analyses the sign of the 
objective function fy at both starting values for Y. When the product of the objective 
functions at the two starting values is negative, the root lies between those two 
starting points. If the product is positive, the root does not lie between the two 
starting points and two other starting values have to be chosen. A physically realistic 
solution for Y lies between 0 and 1. The subroutine Bisection starts with the two 
starting values Yb and Yq+0.001=Ya. If the product of the objective functions is 
positive, the new starting values for Yare Y^ and Yi+0.001=Y2. For larger values of 
Y, i.e. for points farther away from the critical point, there are several possible 
solutions to the crossover function. Therefore, the choice of Yb must be taken care 
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of. The subroutine Bisection gives different starting values, Yo, for different ranges of 
AT. The farther away from the critical point, the larger Yo- When the product of the 
objective functions is negative and not complex, the bisection root solver finds the 
root in the following way:

solution ;= iter«— o

fY1«-Fy(Y1)
fY2<—Fy(Y2)

error( values at args must have different sign^ if fY1fY2> o

„ Y1 + Y2Y_new<—-----------  
2

fy_new<— Fy( Y_new)
while [ fy_new |> TOL

iter«— iter +1

error(too many iterations) if iter> 100
Y 1<— Y_new if fy_newfY1>o
Y 2<—Y_new otherwise

„ YI + Y2Y new«---------------  
2

fy_new«- Fzero( Y_new)
Y_new

[ iter

Each data point in each phase has its own distance from the critical point and, 
therefore, its own Y.

5.3 Subroutine FitFun

This subroutine defines the objective function. The objective function 2(^, which 
has to be minimised, is given by:

X ^^i.p.alc^i.alc
1 y WjN (xi p mp -Xi piCal$ 

N-M^Nj èè a2x

where N = total number of data points
Nj= number of type /data points
M = number of parameters to be optimised
Wj= weight factor that can be applied to type j data points
P = number of coexisting phases
X//p/exp/calc= experimental or calculated mole fraction belonging to

data point i and phase p
T,exp,calc = experimental or calculated temperature belonging to data point / 
ax = standard deviation of the experimental mole fractions 
aT= standard deviation of the experimental mole temperatures

[-1 
[- 
[- 
[- 
[-

H

[-
[K]
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This subroutine is somewhat different for the Crossover-NRTL model, the 2T-Landau 
expansion, and the simplified 2T-Landau expansion. Therefore it is given in 
Appendix D, E, and F for the different models separately.
The standard deviations of the mole fractions and the temperature have to be 
supplied by the user. The weight factor was not used in this work. The optimisation 
converges much faster if Matlab® does not have to determine the partial derivatives 
of all constraints to all variables in a numerical way. When the user supplies the 
analytical derivatives of the objective function, they should be presented in the 
following way:

3/ 
dT 
dZ2 
31;

(5.4)

5.4 Subroutine Constraints

This subroutine is given in Appendix D, E, and F for the Crossover-NRTL model, the 
2T-Landau expansion, and the simplified 2T-Landau expansion respectively.
The phase-boundary constraints and the crossover constraints are defined in this 
subroutine. The phase-boundary constraints can be calculated from the activities of 
both components in both phases (3.3, 4.14). The difference between the activities of 
component / in both phases must equal zero. Another equality constraint is given by 
the crossover function. The right side minus the left side of the crossover function 
must equal zero. The subroutine Constraints also supplies inequality constraints. 
The values of these constraints must be smaller than 0. When the optimisation 
procedure comes across a negative value for k 2, the optimisation procedure will 
become much more difficult, often terminating with an infeasible solution. An 
inequality constraint is -k2. The property k2 must be positive. Also, the non-linear 
equality constraints and the non-linear inequality constraints are given by:

^"equ ^(^compj.phase] ) ^(^compj,phase2)

C«12J
is

phase, 7

ƒ l/e> 
phase, (5.5)= 1-(1-0)1^\ / phase/

. C- — K phase.

It is possible to determine the constraints for the phase boundary as indicated in 
equation (4.14). However, they can also be calculated in a much simpler way. See 
Appendix A. The optimisation converges much faster if Matlab® does not have to 
determine the partial derivatives of all constraints to all variables numerically. The 
analytical derivatives of the non-linear equality and inequality constraints should be 
presented in the following way:
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^ea 
eqij

dc^. de
êqzj

dc^ 
^2^ ^14 ^1(2'

dT dT dT dT dT dT
dcu ^Cl,2

GC = eq
dY. GC= (5.6)

dc^ ^1,2

dY2 äY2 dY2
.... ....

—™

GCeq is the matrix of the partial derivatives of the non-linear equality constraints to 
the variables in the design vector. GO is the matrix of the partial derivatives of the 
non-linear inequality constraints to all variables in the design vector.

5.5 Subroutine VarToVector

The subroutine VarToVector converts the variables into the design vector. The 
boundaries for the vector can also be given in this subroutine. The default lower and 
upper bounds are minus infinity and plus infinity. Without lower and upper bounds, 
the optimisation problem often cannot find a feasible solution. It is not difficult to give 
physically realistic lower and upper bounds. For example, the mole fractions and the 
crossover Y’s must lie between 0 and 1. When these bounds are not stringent 
enough, one can reduce the range by making the lower bound 0.95 times the 
experimental property and the upper bound 1.05 times the experimental property. A 
disadvantage of these stringent bounds is that the optimisation process converges 
much slower. However, in most cases a feasible solution is found. The Matlab® code 
of VarToVector is given in Appendix D.

5.6 Subroutine VectorToVar

This subroutine extracts the variables from the design vector. The Matlab® code of 
VectorToVar is given in Appendix D.

5.7 Subroutine NRTLPar

NRTLPar calculates the NRTL parameters a and c from the conditions of incipient 
immiscibility, as given by equation (4.17). The Matlab® code of NRTLPar is given in 
Appendix D.

5.8 Program Coex

The program Coex calculates the coexistence curve using the optimised parameters 
ü, A, b, and d. It extrapolates the coexistence curve to the classical region.
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5.9 Program Cpx and CpxTwoPhase

These programs calculate the heat capacity at constant pressure and constant 
composition, x=Xc, in the one-phase region above the critical point and in the two- 
phase region below the critical point. The program needs mole fractions and 
accompanying crossover variables Y’s for different temperatures. The mole fractions 
and the crossover Y's in the two-phase region below the critical point are calculated 
with the program Coex, The mole fraction in the one-phase region above the critical 
point is fixed at its critical value xó. The crossover variable Y can be calculated with 
the subroutine Bisection. The Matlab® code of these programs is not given here 
because it is too voluminous.
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6 Conclusions

This graduation work consists of a study of crossover theory and of the applicability 
and modelling of the Crossover Non-Random Two Liquid model for the description of 
liquid-liquid equilibria both in the classical and the critical regions. The NRTL 
equation is a so-called excess Gibbs energy model, which accounts for the non­
ideality of the mixture. The classical NRTL model by itself is not able to describe both 
the classical and critical regions. It is a typical mean-field equation, which cannot 
account for the critical fluctuations that are so important in a broad region around the 
critical point. The classical NRTL equation should only be applied in the region 
where it is valid, i.e. far from the critical point. As soon as the equation is applied to 
that part of the coexistence curve where critical fluctuations become important, the 
result will be both bad in the classical region and in the region where fluctuations 
become important.

In this work the crossover model of Chen et al. is applied to the Non-Random Two 
Liquid equation in order to introduce critical fluctuations. The main part of the 
procedure has been given by Edison et al.. Edison’s model contains some 
fundamental errors. These errors kept my own model, written in Matlab®, from 
converging. Basic error's in Edison’s model were some missing factors xó2 in the 
derivatives of k 2 to the unrenormalised variables Ax and Af. Another error is the 
wrong assumption of universality of the parameters ä and c for the Crossover-NRTL 
equation. These parameters depend On the non-randomness parameter «12 and the 
mole fraction at the critical point, Xc.

The remaining errors were found by comparing the crossover NRTL model to a 
simplified 2T-Landau expansion (without kernel term and implicit dependence of the 
crossover variable Y on the order parameter M) and a normal 2T-Landau expansion 
(with kernel term and implicit dependence of Y on M). Edison omitted the system­
dependent amplitudes ct and cp that give the coupling between the general Landau 
variables and the physical variables. After correcting these errors, the model 
returned physically realistic feasible solutions.

The simplified 2T-Landau expansion can give first estimates for the crossover 
parameters in the optimisation routine for the Crossover-NRTL model. The normal 
2T-Landau expansion can also give estimates for the NRTL parameters and d. 
However, the latter estimates are not particularly good.

Edison s program was written in Fortran® code. The programs and accompanying 
subroutines in this work are written in Matlab® code. My optimisation routine, written 
in Matlab® code, is much more flexible than Edison’s original program. In the new 
program, the temperature, mole fractions, and crossover Y’s are independent 
variables during optimisation. Therefore, the propagated error in the measured 
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property and the inner loop for the calculation of the crossover Vs from the 
crossover function need not to be calculated.

The corrected Crossover-NRTL model describes the coexistence curve both in the 
classical region far away from thé critical point and in the critical region very well. 
The corrected Crossover-NRTL model reduces to the asymptotic scaling laws with 
the correct universal critical exponents near the critical point and to the classical 
NRTL equation far away from the critical point. The Crossover-NRTL model is also 
able to describe rather asymmetric coexistence curves. Taking the critical 
fluctuations into account causes the calculated coexistence curve to become flatter 
and the critical point to be lower than expected from classical mean-field theory.

The Crossover-NRTL model contains two system-dependent parameters ä and c, 
which can be determined from the conditions of incipient immiscibility at the 
consolute critical point. Two other NRTL parameters b and d have to be optimised 
by data regression. For simple fluids, the crossover parameters ü and A are too 
much correlated to be calculated independently. Therefore, A is fixed at 1 in most 
cases. In these cases the crossover parameter ü has to be optimised by data 
regression.

The predictive capabilities of the crossover NRTL model were tested by comparison 
of a derived thermodynamic property with data taken from literature. For the 
calculation of the heat capacity Cpx, an independent value of the crossover 
parameter A is needed. The determination of this independent crossover parameter 
is not so easy because there is a strong correlation between w and A for simple 
mixtures. The temperature range of the available phase-boundary data was too 
small and the mixture too simple to determine the independent A. However, an 
estimate for A could be found by forcing the leading amplitude of the power law for 
the supercritical Cpx to be equal to the one calculated from the experimental data 
points during optimisation of the Crossover-NRTL model to the phase-boundary 
data. This procedure did not influence the / 2 of the fit.

The supercritical heat capacity Cpx can be described by adding a caloric background 
term to the regular part of the Gibbs energy of mixing. This extension of the NRTL 
model yields exactly the same phase boundary as the original NRTL model while it is 
also capable of representing caloric properties. Analysis of the calculated 
supercritical Cpx with an extended Wegner expansion and comparison with data 
taken from literature show that the extended Crossover-NRTL model predicts the 
correct divergence near the critical point.

The asymptotic behaviour of the coexistence curve was analysed by plotting it on a 
log-log scale and by calculating the effective exponent /U For the analysed 
systems, the exponent ^eff equals the corresponding Ising exponent asymptotically 
close to the critical point. As the distance to the critical point is increased, first 
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increases towards the mean field value but, before reaching that limit, it drops 
steeply, indicating that for simple fluids the crossover from Ising-like behaviour to 
mean-field critical behaviour is not completed within the critical domain.

A short survey of the significance of the crossover parameters » and A, the NRTL 
parameters b and d and the Ginzburg number is given. The NRTL parameters are 
related to the interaction energies and show whether molecules of different types 
“like” each other or not, which is expressed in the local mole fractions. The 
significance of the crossover parameters has to do with the range of interactions 
between the molecules. The crossover parameters are representative for simple 
fluids.

71



7 Recommendations

The results of the crossover-NRTL model seem to be very promising. However, 
there are few data sets with both accurate data in the critical region and an extended 
range in temperature. The validity of the Crossover-NRTL model should be tested 
with data sets with extended temperature ranges. Except for the data set acetic 
anhydride - cyclohexane, the ranges are a little bit too small to test the validity in the 
classical region.

In the present work, the Cpx values in the subcritical region could not be represented 
adequately. The calculations of the thermal response function in the 2-phase region, 
usually split into a frozen phase-equilibrium response and material relaxation to the 
new equilibrium state, need to be improved.

The calculation of Cpx was only a prediction from the NRTL parameters and 
crossover parameters that were calculated from data regression of the crossover- 
NRTL model to the coexistence curve. A better value for A and ü, and maybe a 
better representation of the coexistence curve can be obtained by optimising the 
NRTL parameters and crossover parameters to both heat-capacity data and phase­
boundary data at the same time.
One recommendation with respect to the modelling. The Gibbs energy of mixing is 
separated into a regular and a singular part by expanding it around the consolute 
critical point. This results in voluminous expressions. Giving repeating terms a new 
name can reduce the sizes of these expressions. This will also reduce the 
calculation time during optimisation.
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9 Nomenclature

Greek

ap = isobaric expansivity [K-1]
a = universal critical exponent for the power law of the isochoric heat capacity

along the supercritical part for the critical isochore [-]
a' = universal critical exponent for the power law of the isochoric heat capacity

along the coexistence curve [-]
a" = universal critical exponent for the power law of the isochoric heat capacity

along the subcritical part of the critical isochore [-]
«12 
ß 
ßeff 
7i 
7

= non-randomness parameter [-]
= critical exponent for the power law of the coexistence curve [-]
= effective critical exponent for the coexistence curve [-]
= activity coefficient of component / in phase1 [-]
= universal critical exponent for the power law of the susceptibility along the

critical isochore [-]
7' = universal critical exponent for the power law of the susceptibility along the

coexistence curve [-]
r0 = amplitude of the leading term for the power law for KT along the critical

isochore [-]
r0' = amplitude of the leading term for the power law for KT along the coexistence

curve [-]
s = universal critical exponent for the chemical potential and the pressure along

the critical isotherm [-]
A 
Aa 
Ai 
»7 
0
Op 
Op
K

= chemical-potential differencé, p\ -pa [J/mole]
= crossover exponent [-]
= universal exponent for the first correction term [-]
= universal critical exponent [-]
= variable that controls the phase transition
= universal critical exponent [-]
= universal critical exponent [-]
= variable characterisi ng the distance from

the critical point [-]
KtA = variable characterising the distance from

the critical point in the classical theory [-]
2 
A 
A 
A/ 
ß

ßoW

= scaling parameter in a homogeneous relation [-]
= maximum cutoff wavenumber [-]
= thermal or De Broglie wavelength [m]
= chemical potential of component / [J/mole]
= reduced chemical potential [-]
= reduced difference in chemical potential [-]

= analytic background function of AT subject to the condition that at the critical
point, Aß = 0 [J/mole]

V = universal critical exponent for the power law of the correlation
length [-]

ƒ (+) 
’0
4b
A

p

= correlation length [Ä]

= mean-field correlation-length amplitude [Ä]

= characteristic length [Ä]
= molar critical density [mole/m3]
= mass density of pure j [g/cm3]
= mass density of phase ƒ [g/cm3]
= molar density [mol/m3]

p = reduced molar density [-]
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Ap = reduced molar density minus 1 [-1
CFx = standard deviation of the experimental mole fractions H
er = standard deviation of the experimental temperatures [K]
o? = molecular interaction diameter of component i [A]
*21 = NRTL parameter H
712 = NRTL parameter H
^(F) = position-dependent order parameter H

= symmetrised isothermal compressibility or susceptibility [moI2/(J-m3)J
X = objective function [-1
Oh = critical exponent [-]

Latin

ao = Landau amplitude H
a. = exponent in homogeneous relation [-]
ar = exponent in homogeneous relation H
a(^(r)) = position-dependent Helmholtz energy density [-1
a(x^xb) ■ = scaling function H
a,-' = activity of component /in phase' H
ä =: NRTL parameter H
A = Helmholtz energy of a system consisting of Af molecules in a volume Vwith

potential energy Ui [J]
A Helmholtz energy [J/mole]

= Helmholtz energy of the reference system [J]
Am Helmholtz energy of the perturbation [J]
Ao+ amplitude for the leading term of the power law for Cv along the supercritical

isochore H
An = amplitude for the leading term of the power law for Cv along the coexistence

curve H
A) Il amplitude for the leading term of the power law for Cv along the subcritical

isochore H
Ä)(AT) = mechanical background, analytic in temperature H

= partial derivative of the Helmholtz energy density, /times to AT and ƒ times
to Ax, evaluated at the critical point. H

Arsing
= singular part of the reduced Helmholtz energy H

aär = renormalised singular part of the reduced Helmholtz energy H
= renormalised singular part of the reduced Helmholtz energy for a symmetrical

system [-1
b = NRTL parameter [-]
B = background heat capacity far from the critical temperature H
Bo = amplitude for the leading term of the power law for the coexisting densities/

mole fractions H
B, = amplitude for the first correction-to-scaling term for the coexisting densities/

mole fractions H
c system-dependent coefficient that accounts for mixing

of variables H
c(x) = vector with inequality constraints

= vector with equality constraints
C NRTL parameter [-1
Co = system-dependent coefficient related to the square of a so-called short-

range correlation length H
Ct = system-dependent amplitude [-1
Cp = system-dependent amplitude [-1
Cp s isobaric heat capacity [J/(mole-K)]
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Cpx = isobaric heat capacity at constant composition [J/(mole-K)l
CpA = isobaric heat capacity at constant chemical potential difference [J/(mole-Kji
Cv isochoric heat capacity [J/(mole-K)]
ACy = jump in the reduced heat capacity H
ACpx = heat capacity of mixing at constant p and constant composition [J/(mole-K)l
d NRTL parameter H

3 (Q
 fit

 

st = amplitudes in the extended Wegner expansion for the coexistence
curve M

■ Do = amplitude for the leading term of the power law for the reduced
pressure/reduced chemical potential difference H 

[-1V = rescaling function
E = amplitude for the linear background term, which arises from the requiar part

of the Gibbs energy H
Hf =: factor arising from the lever rule

89 interaction energy between an i-j pair of molecules [J/mole]
% — interaction energy between an /-/pair of molecules [J/mole]
8 0) — Gibbs energy of a cell containing molecule / at its centre [J/mole]
ggre

=
Gibbs energy of a cell containing pure i 
Excess Gibbs energy
Gibbs energy of an ideal mixture

[J/mole] 
[J/mole] 
[J/mole]Gi Gibbs energy of pure i [J/mole]Gzi = NRTL parameter

Gl2 = NRTL parameter
L J 
[-]

= partial derivative of the Gibbs energy of mixing / times to AT and / times
to Ax, evaluated at the critical point. [-]

AG Gibbs energy of mixing [J/mole]
A0Sing = singular part of the reduced Gibbs energy of mixing H
AGreg = regular part of the reduced Gibbs energy of mixing H
h()d)(o) =s scaling function [-]

= position dependent ordering field
AH = enthalpy of mixing [J/mole]ke = Boltzman constant [J/Kl 

[Pa ]Kt = isothermal compressibility
KSX — adiabatic compressibility at constant composition L [Pa1]
Ktx — isothermal compressibility at constant composition 1 1J[Pa1]
Kta — isothermal compressibility at constant chemical 

potential difference [Pa1] 
H

IC = rescaling function
LB = Lower bounds on design vector
M = order parameter in the Landau theory HM = number of parameters to be optimised

L J 
[-]

Mi ■ s molar mass of component i [g/mole]N = number of components HN = total number of data points L J 
[-] 

[-1Nj =: number of type / data points
Ng = Ginzburg number L J 

[-]
P pressure [Pa]
Pc = critical pressure L* J 

[Pa]
P = number of coexisting phases I" J

[-]
Psing singular part of the reduced pressure [-]
qb = actual cutoff wavenumber, characterising a discrete structure of matter with

spacing, &=1/qD [m'1]
r = variable indicating position dependence
R 
S =

universal gas constant 
(molar) entropy

[J/(mole-K)]
[J/(mole-K)]
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t 
T 
Tc 
f 
Af 
f 
AT 
7/,exp,calc

T
Uo 
Ui 
u* 
ü
Ut
Uh

temperature-like variable in the Landau theory 
temperature 
critical temperature 
reduced temperature
1 minus reduced temperature
reduced temperature, reduced with classical Tc 
reduced temperature minus 1, reduced with classical Tc 
experimental or calculated temperature belonging 
to data point / 
rescaling function
Landau amplitude 
irrelevant scaling field 
fixed-point coupling constant, 0.472 
ratio of the actual coupling constant of the system over u* 
scaling field, analytic functions of /i and f 
scaling field, analytic functions of ß and f

H 
[K] 
[K] 
H
H 
H 
[-]

H 
[-]

H 
[-]

= rescaling function H
= potential energy of the reference system with N molecules [J]

l^(1) = potential energy of the perturbation for a system N molecules [J]
UB = upper bounds on design vector
Vo = average molecular volume [A3]
V1 = molar volume of phase / [cm /mole]

= molar volume of pure; [cm3/mole]
vr = excess molar volume of phase / [cm3/mole]
V = volume [m3]
V = rescaling function [-]
Wj = weight factor that can be applied to type ƒ data points H
X = scaling variable H
Ab = help variable in scaling law for the coexistence curve H
Xi = overall mole fraction of component / [-1
Xg = local mole fraction of molecule / in the immediate neighbourhood

of molecule j [-1
Xi,p,explcalc = experimental or calculated mole fraction belonging to data point /

and phase p H
= real mole fraction at the critical point [-1

X = reduced mole fraction, reduced with classical Xc H
X = reduced mole fraction, reduced with real Xc H
Ax 1 minus reduced mole fraction, reduced with classical Xc H
Ax 1 minus reduced mole fraction, reduced with real Xc [-]
%Ax = percent deviation of a property [%]
Y = crossover variable H
Zn = Grand canonical partition function H
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Appendix A

Calculation of dy/dAx and dy/dAT by implicit differentiation

1

i-(i-ü)y
A2

= u 1 +
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dY
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dM dM die2 d^x dY ~dM

dK2 _ dK2 dSx die2 dY 
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Calculation of the phase boundary

The chemical potentials off phase 1 and phase 2 are given by:

A A^ /I A A^ n S (MG}

= AG + Q-jq) —— A/z2 = AG + (1-x2) ------ =AG-jq ------ (A.1)I A I ^2 JTp I JTp

These relations can be simplified by subtracting and Afis. The natural logarithm 
of the activity equals A]u/(R7):

-Afa _(SAG'
RT

a _
‘ RT RT (A.2)I A

Phase equilibrium requires the chemical potentials or activities of component /in both 
phases to be equal:

If

^ )'= 111(0!)’ ln(o2y = ln(a2)’ In =in .5_
a. a.

(A.3)

The prime in (A.3) refers to the phase. The last relation in (A.3) in terms of Afa reads:

Afa - Afa = Afa -Afa (A.4)

Comparing (A.2) and (A.4) results in:

( ( If

Tp = TP (A.5)

Now, (A.1) can be simplified to:

&GRe;+AGSing
dAG^' , dAGSing

^Tp

(A.6)

^GReg +AGSing



. - 9 19. . I 9 » v - 99 9 _ I .
A(X[ — ) + (AGy^j — AGSjng ) + (Xj — %]) 5 A +

"aAc^ 

at, JtP.
(A.7)

(AGÄg'-AGÄ!')+(Ai"-^)
faAG^^i

= 0

= 0

Relation (A.5) and the last relation in (A.7) form the simplified conditions for phase 
equilibrium.



Appendix B

Calculation of d2(&G/R)/dT2
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Appendix C

Calculated phase bounderies

Crossover NRTL (nitrobenzene + pentane)
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Crossover NRTL (nitrobenzene + octane)
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Crossover NRTL (nitrobenzene + decane)
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Crossover NRTL (nitrobenzene + dodecane)
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Appendix D
Matlab®-code for Crossover-NRTL model

Program Datdemo
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% This program optimises the NRTL parameters b-wiggle and, d-wiggle and the the crossover parameter u_bar for
% the crossover-NRTL model. Lambda is fixed at 1 and alphal 2 is fixed at 0.2. The NRTL parameters a-wiggle and
% c-wiggle are calculated from the conditions of incipient immiscibility. They depend on the mole fraction in the critical point.
% This optimisation includes the implicit dependence of Y on M (dYdM) and the kernel term.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

format compact 

% Parameters 
alphal 2=0.2; 
LAMBDA=1;

% Critical Parameters
Tc=293.052;
xc=0.505;

% First estimates for the parameters to be optimised 
fitpar(1,1)= 0.35;
fitpar(2,1)= 3.5;
fitpar(3,1)= 0.5;

% u_bar
% b_wiggle
% d_wiggle

% Definition of the OPTIONS used in the optimisation process
%
OPTIONS=[];
OPTIONS = optimset(OPTlONS,'TolX',1e-8,'Display','iter’/LevenbergMarquardt'/on',... 

'TolCon', 1 e-S.'TolFun', 1 e-8,'DiffMaxChange',1 e-4,,MaxFunEvals',100000,...
'Diagnostics'l'on,l'DiffMinChange',1e-10,'GradObj','off,'GradConstr',,off,...
,DerivativeCheck','off,'Maxlter',300);

%
% Explanation of different options:

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% 
% -ToIX: termination tolerance on the parameters
% - TolCon: termination tolerance on the constraint violation
% -TolFun: termination tolerance on the function value
% - Display iter: level of display, iter means: output after every iteration
% - LevenbergMarquardt: chooses Levenberg-Marquardt over Gauss-Newton algorithm
% - DiffMaxChange: maximum change in variables for finite difference variables
% - DiffMinChange: minimum change in variables for finite difference variables
% - MaxFunEvals: maximum number of function evaluations allowed
% - Maxiter: maximum number of iterations allowed
% - Diagnostics: print diagnostic information about the function to be minimised
% - GradObj: gradients for the objective function defined by user
% - GradConstr: gradients for the (non-)linear constraints defined by user
% 
%

- DerivativeCheck: compare user-supplied analytic derivatives to finite differencinc

or solved

derivatives

% Calculation of a-wiggle and c-wiggle from the conditions of incipient immiscibility
% Estimates for a-wiggle and c-wiggle
Par=[1 1]';

P=FSOLVE('NRTLPar’,Par,OPT!ONStxc,alpha12);
a_curl=P(1,1)
c_curl=P(2,1) 

% Dataset for nitrobenzene(l) and octane(2)

Data0=...
[0.444 0.565
0.437 0.571

292.939
292.892



0.430 0.578 292.833
0.421 0.586 292.761
0.413 0.594 292.663
0.405 0.601 292.551
0.395 0.611 292.371
0.379 0.625 292.041
0.365 0.638 291.690
0.350 0.651 291.216
0.337 0.664 290.710
0.324 0.676 290.145
0.311 0.687 289.516
0.299 0.698 288.801
0.284 0.710 287.923
0.273 0.720 287.098
0.261 0.731 286.113
0.249 0.741 285.094
0.239 0.750 284.089
0.228 0.758 283.069];

B=size(DataO);

% Number of data points used in data regression 
qq=20;%B(1,1);

% Extract T, x1, and x2 from Data set
T= Data0(1:qq,3);
x1= Data0(1:qq,1);
x2= Data0(1 :qq,2);

% Plot data
plot(x1 ,T,'bo')
hold on;
plot(x2,T,'bo')
plot(x1 ,T,'r')
hold on;
plot(x2IT,,r')
pause
close

% Define reduced properties
T_red=(Tc-T)/Tc;
x1_red=abs(x1-xc)/xc;
x2_red=abs(x2-xc)/xc;

% Plot coexistence-curve data on log-log scale to see if there are any inconsistencies near the critical point 
loglog(T_red,x1_red(:,1),'ro') 
hold on;
loglog(T_red,x2_red(:l1),'b*') 
pause 
close

% NRTL- and Crossover-parameters
u_bar= fitpar(1,1);
b_curl= fitpar(2,1);
d_curl= fitpar(3,1);

% Calculate estimates for the crossover-Y (and kappa) based on the parameters given above 
%
Bisection 
% .
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Transformation of variables to vector (+boundary conditions) 
%
(VarILBlUB]=var2vector(T,Y,x1lx2,u_bar,b_curlld_curl,DataOlqq);
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%



% Start stopwatch
tO=clock;

% Start optimisation routine
%
[Var,fval,exitflag,output,lambda,grad,hessian]=fmincon('fitfun',Var,n.n.D.O.LB.UB.'constraints'.OPTIONS,... 

x1,x2,T,DataO,qq,xc,Tc,alphal 2,a_curl,c_curl,LAMBDA);
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%<,/<>%

% Give execution time and other relevant information
funEvals=sprintf('\n Number of iterations: %g. Number of function evaluations: %g.', outputiterations, output.funcCount); 
disp(funEvals)
disp(sprintf(' Norm of the residual at solution ( norm(FITFUN3(x,Data,h))A2 ): %g ',fval));
execution_time=etime(clock, tO);
disp(sprintf(' Execution time: %g \n',execution_time));

pause

% Show optimised results
[Teale,Y,x1 calc,x2calc,u_bar,b,d]=vector2var(Var)
a=a_curl;
c=c_curl;

% Plot results
plot(x1 calc(:, 1 ),Tcalc,'ro')
hold on
plot(x2calc(:,1 ),Tcalc,'ro')
plot(x1calc(:,1),Tcalc,'r-')
plot(x2calc(:, 1 ),T calc.'r-')
plot(DataO(1 :qq, 1 ),DataO(1 ^q.SVb")
plot(DataO(1:qq,2),DataO(1:qq,3),'b*')
plot(0.505,293.052,'p')
plot((x2calc+x1calc)/2,Tcalc,'ro')
plot((DataO(1 :qq,1)+DataO(1 :qq,2))/2,DataO(1 :qq,3),'b*')
title('Crossover-NRTL (nitrobenzene + octane)1);
ylabel('Temperature [KD;
xlabel('Mole fraction nitrobenzene [-]');
text(0.72,292,'red circles: calc')
text(0.72,291 ,'blue stars: exp')

% Define reduced properties
T_red=(Tc-T)/Tc;
x1_red=abs(x1 -xc)/xc;
x2_red=abs(x2-xc)/xc;
[x1_red x2_redj;
% Plot coexistence-curve data on log-log scale to see if there are any inconsistencies near the critical point
loglog(T_red,x1_red(:,1),'ro')
hold on;
loglog(T_red,x2_red(:,1),'b*')
title('Crossover NRTL (nitroethane + 3-methylpentane)');
xlabel('Reduced temperature (Tc-T)/T [-]');
ylabel('Reduced mole fraction of nitrobenzene |x-xc|/xc [-]');
text(0.001,0.04,'red circles: exp phase I')
text(0.001,0.03,'blue circles: exp phase 11')

T_reduced=(Tc-Tcalc)/Tc; .
x1_reduced=abs(x1 calc-xc)/xc;
x2_reduced=abs(x2calc-xc)/xc;

loglog(T_reduced,x1_reduced(:,1),'r')
loglog(T_reduced,x2_reduced(:,1),'b')

text(0.00002,0.4,'red line: calc, phase I')
text(0.00002,0.5,'blue line: calc, phase II') 

pause 
cic 
close



Subroutine Bisection

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% Calculation of Y in the crossover function with the Bisection method.
% The crossover function of Chen is given by: 1-(1-u)*Y=u*sqrt(1+(LAMBDA/kappaR)A2)*YA(1/omega)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

format long

% Rename input
Lambda=LAMBDA;
u_star=0.472;
a=a_curl;
b=b_curl;
c=c_curl;
d=d_curl;
u_roof=u_bar;

% Critical exponents
nu=0.63;
eta=0.0333;
omega=0.85714;
alpha=0.11;
Delta=nu*omega;
gamma=(2-eta)*nu;

% Incoming data
T=DataO(1:qq,3);
x=[x1(1:qq,1)x2(1:qq,1)];

% Absolute tolerance:
Tol=1e-8;

% This part calculates two estimates for Y. When the product of the objective functions is negative, the solution lies between those 
% estimates

for s=1:2 % Number of phases
fort=1:qq % Number of data points

deltaT=1-Tc./T(t,1);
deltax=x(t,s)/xc-1;

[t deltaT]

Criterium=1;
Y=zeros(2,1);
fy=[1 1]';

if s==1 % Avoid local solutions; give physically realistic start value
if abs(deItaT)>0.02

i=35;
elseif abs(deltaT)>0.003 & abs(deltaT)<0.02

i=25;
elseif abs(deltaT)>0.0001 & abs(deltaT)<0.003

1=11;
elseif abs(deltaT)>0.00005 & abs(deltaT)<0.0001

i=7;
else abs(deItaT)>0.000001 & abs(deltaT)<0.00005

1=1;
end;

.else
if abs(de!taT)>0.02

i=35;
elseif abs(deltaT)>0.003 & abs(deltaT)<0.02

i=20;
elseif abs(deltaT)>0.0001 & abs(deltaT)<0.003

1=11;
elseif abs(deltaT)>0.00005 & abs(deltaT)<0.0001

i=7;



else abs(deltaT)>0.000001 & abs(deltaT)<0.00005
i=1;

end;
end;

while Criterium~=0
Criterium1=1;
Criterium2=1;

i=i+1;
Y=[0.0001+(i-1)/1000; i/100]; % Increase starting values for Y

if abs(fy(1,1))<1e-4 & fy(2,1)>0 % Corrections for Y-value near or equal to zero 
Y=[Y(1,1)*0.95; Y(2,1)];

end;
if abs(fy(2,1 ))<1 e-4 & fy(1,1 )>0

Y=[Y(1.irO.95;Y(2,1)];
end;
if abs(fy(1,1))<1e-4 &fy(2,1)<0

Y=[Y(1,1)*0.95; Y(2,1)];
end;
if abs(fy(2,1 ))<1 e-4 & fy(1.1 )<0

Y=[Y(1,1)*0.95; Y(2,1)];
end;

% Rescaling functions
TT=Y.A((2*nu-1 )/(nu*omega));
UU=Y.A(1/omega);
DD=Y A(-eta/omega);

% Renormalised dimensionless temperature and mole fraction
deltaTR=deltaT.*TT.*UU.A(-0.5);
deltaxR=deltax.*(DD.A(0.5).*UU.A(0.25));
xR=xc*(deltaxR+1);

% Renormalised NRTL-parameters
tau12R= c_curl*(1-d_curl*deltaTR);
tau21R= a_curr(1-b_curl*deltaTR);
G12R=exp(-alpha12*tau12R);
G21 R=exp(-alpha12*tau21 R);

% Calculation of the classical kappa with renormalised variables
aa=(tau21 R.*G21 R./(xR+(1 -xR).*G21 R)+tau12R.*G12R./(1 -xR+xR.*G12R));
bb=(-tau21 R.*G21 R*xc.*(1 -G21 R)./(xR+(1 -xR).*G21 R) A2-tau12R.*G12R*xc.*(G12R-1 )./(1 -xR+xR.*G12R).A2);
cc=(2*tau21R.*G21R*xcA2.*(1-G21R) A2./(xR+(1-xR).*G21R).A3+2*tau12R.*G12R*xcA2.*(G12R-1).A2./...

(1-xR+xR.*G12R) A3);

ddd=xcA2./(xR.*(1-xR));
eee=-2*xcA2*aa+2*xc*(1-2*xR).*bb+(xR-xR.A2).*cc;

kappaCLR2=Y.A(1/(2*omega)).*(ddd+eee);

% Partial derivative of the Gibbs energy of mixing (NRTL) four times to deltax, evaluated at the critical point 
u0= 2.*xc+8.*xc A4./((xc-1) A2.*(1 -xc))+6.*xc.A4./((xc-1) A3)+24.*(-xc A2+xc.*(1 -xc)).*(-c.*exp(-alpha12.*c).*xcA2.*...

(-1+exp(-alpha12.*c)).A2.*(-xc+xc.*exp(-alpha12.*c))./((1-xc+xc.*exp(-alpha12.*c)).A4)+a.*exp(-alpha12.*a).*... 
xc.A2.*(-1+exp(-alpha12.*a)).A2.*(xc-exp(-alpha12.*a).*xc)./((-xc-exp(-alpha12.*a)+exp(-alpha12.*a).*xc).A3.*...
(xc+(1-xc).*exp(-alpha12.*a))))-24.*xc A2.*(-a.*exp(-alpha12.*a).*xc.*(-1+exp(-alpha12.*a)).*(xc-...
exp(-alpha12.*a).*xc)./((-xc-exp(-alpha12.*a)+exp(-alpha12.*a).*xc).A2.*(xc+(1 -xc).*exp(-alpha12.*a)))+...
c.*exp(-alpha12.*c).*xc.*(-1 +exp(-alpha12.*c)).*(-xc+xc.*exp(-alpha12.*c))./((1 -xc+xc.*exp(-alpha12.*c)) A3))+...
24.*xc.*(1 -xc).*(-a.*exp(-alpha12.*a).*xc A3.*(-1 +exp(-alpha12.*a)).A3.*(xc-exp(-alpha12.*a).*xc)./... 
((-xc-exp(-alpha12.*a)+exp(-alpha12.*a).*xc).A4.*(xc+(1 -xc).*exp(-alpha12.*a)))+c.*exp(-alpha12.*c).*... 
xc.A3.*(-1+exp(-alpha12.*c)).A3.*(-xc+xc.*exp(-alpha12.*c))./((1-xc+xc.*exp(-alpha12.*c)).A5));

% System-dependent amplitude '
cRho=u0A0.25*(u_bar*u_star*Lambda)A(-0.25);

kappaCLR2=kappaCLR2/cRhoA2;



% Objective function to be minimized
fy=1 -(1 -u_roof).*Y-u_roof*sqrt(1 +LAMBDAA2./kappaCLR2).*Y.A(1/omega);

% fy(Y)=0 must lie between Y(1,1) and Y(2,1). This means:
if(fy(1.1)*fy(2,1)>0)

disp('Args must have different signs!1);
end;
if ~isreal(fy)==1 | ~isreal(kappaCLR2)

dispfNo complex parts allowed!1);
end;
if(fy(1,1)*fy(2,1)<0)

Criterium1=0; % fy(Y)=O lies between Y(1,1) and Y(2,1)
end;
if (~isreal(fy)==O) & (~isreal(kappaCLR2)==0)

Criterium2=0; % No complex value for kappaCLR2
end;
if Criteriuml ==0 & Criterium2==0 % Good start values for iteration

Criterium=O;
end;

end;

iter=0;

% Estimate for the root of fy(Y)=O:
y=(Y(1,1)+Y(2,1))/2;

% Rescaling functions
TT=yA((2*nu-1 )/(nu*omega));
UU=yA(1/omega);
DD=yA(-eta/omega);

% Renormalised dimensionless temperature and mole fraction
deltaTR=deItaT*TT*UUA(-0.5);
deltaxR=deltax*(DDA(0.5)*UUA(0.25));
xR=xc*(deltaxR+1);

% Renormalised NRTL-parameters
tau12R= c_curr(1 -d_curl*deltaTR);
tau21 R= a_curl*(1 -b_curl*deltaTR);
G12R=exp(-alpha12*tau 12R);
G21 R=exp(-alpha12*täu21 R);

% Calculation of the classical kappa with renormalised variables
aa=(tau21R.*G21R./(xR+(1-xR).*G21R)+tau12R.*G12R./(1-xR+xR.*G12R));
bb=(-tau21 R.*G21 R*xc.*(1-G21 R)./(xR+(1 -xR).*G21 R) A2-tau12R.*G12R*xc.*(G12R-1 )./(1 -xR+xR.*G12R) A2);
cc=(2*tau21R.*G21R*xcA2.*(1-G21R) A2./(xR+(1-xR).*G21R) A3+2*tau12R.*G12R*xcA2.*(G12R-1).A2./...

(1-xR+xR.*G12R).A3);

ddd=xcA2./(xR.*(1-xR));
eee=-2*xcA2*aa+2*xc*(1 -2*xR).*bb+(xR-xR A2).*cc;

kappaCLR2=yA(1/(2*omega))*(ddd+eee) cRhoA2;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Function evaluation at y
FY=1-(1-u_roof).*y-u_rQof*sqrt(1.+LAMBDAA2./kappaCLR2).*y.A(1/omega);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%

.% BISECTION METHOD
%

while abs(FY)>Tol % Error must be less than Tolerance for convergence
iter=iter+1;

if iter>1OOO
error('Too many iterations!') 

end;



. if FY*fy(1,1)>0
Y(1,1)=y;

else
Y(2,1)=y;

end;

y=(Y(1,1)+Y(2,1))/2;

% Rescaling functions
TT=yA((2*nu-1 )/(nu*omega));
UU=yA(1/omega);
DD=yA(-eta/omega);

% Renormalised dimensionless temperature and mole fraction
deltaTR=deltaT*TT*UUA(-0.5);
deltaxR=deltax*(DDA(0.5)*UUA(0.25));
xR=xc*(deltaxR+1);

% Renormalised NRTL-parameters
tau12R= c_curl*(1-d_curl*deltaTR);
tau21 R= a_curl*(1-b_curl*deltaTR);
Gt 2R=exp(-alpha12*tau12R);
G21 R=exp(-alpha12*tau21 R); 
%
% Calculation of the classical kappa with renormalised variables
aa=(tau21 R.*G21 R./(xR+(1 -xR).*G21 R)+tau12R.*G12R./(1-xR+xR.*G12R));
bb=(-tau21R.*G21R*xc.*(1-G21R)./(xR+(1-xR).*G21R) A2-tau12R.*G12R*xc.*(G12R-1)./(1-xR+xR.*G12R) A2);
cc=(2*tau21R.*G21R*xcA2.*(1-G21R) A2./(xR+(1-xR).*G21R) A3+2*tau12R.*G12R*xcA2.*(G12R-1) A2./...

(1-xR+xR.*G12R).A3);

ddd=xcA2/(xR*(1-xR));
eee=-2*xcA2*aa+2*xc*(1-2*xR)*bb+(xR-xR.A2)*cc;

kappaCLR2=yA(1 /(2*omega))*(ddd+eee) cRhoA2;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Function evaluation at y
FY=1 -(1 -u_roof)*y-u_raof*sQrt(1 +LAMBDAA2/kappaCLR2)*yA(1 /omega);

end;
YY(t,s)=y;
kappa(t,s)=kappaCLR2;

end;

end;

FY=1-(1-u_roof)*YY-u_roof*sqrt(1+LAMBDAA2./kappa).*YY A(1/omega);

[YY kappa x FY] % Iteration results

% Plot results 
hold on
plot(x(1:qq,1),YY(:,1),'kp')
plot(x(1:qq,2),YY(:,2),'bp')
xlabelCx'X.ylabelCY')

pause 
close



Subroutine FitFun

function [f,G]=fitfun(Varlx1in,x2in,Temp,DataO,qq,xc,Tc,alpha12,a_curl,c_curllLAMBDAlu_bar)

%%%%%%%%%%%%%%%%%%%%%%%%%%0/0%%%%%%%%%%%0/0%%%%%%%%%%%%%%%%%%%%%%%%%%%

% CALCULATION OF THE OBJECTIVE FUNCTION
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Variables
[Tcalc,Y,x1calc,x2calc,u_bar,b_curl,cl_curl]=vector2var(Var)

% Calculation of the error
f1=(x1in-x1calc)/0.001;%.*w(:,1)/0.001;
f2=(x2in-x2calc)/0.001;% *w(:,2)/0.001;
f3=(Temp-Tcalc)/0.003;

% Square of the error
f1N=f1(:)'*f1(:);
f2N=f2(:)'*f2(:);
f3N=f3(:)'*f3(:);

% Objective function
f=(f1 N+f2N+f3N)/(qq-3);

% Definition of the partial derivatives of the objective function to the variables
if nargout>1

G=zeros(length(Var),1);
G(1:LL,1)=-2*f3/0.003;
G(LL+1:3*LL,1)=0;
G(3*LL+1:4*LL,1)=-2*f1 (1 :LL,1)/0.001;
G(4*LL+1:5*LL,1)=-2*f2(1 :LL,1)/0.001;

end;

Subroutine VarToVector

function [Var,LB,UB]=var2vector(T,Y,x1,x2,u_bar,b_curl,d_curl,DataO,qq)

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% CONVERSION OF VARIABLES INTO A VECTOR
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

Var=[T(:); Y(:); x1(:); x2(:); u_bar; b_curl; d_curl];

% Definition of the boundary conditions: variables must remain between lower and upper bounds
LBY=[Y(:,1)*0.9 Y(:,2)*0.9];
UBY=[Y(:,1)*1.1 Y(:,2)*1.1];

LBx1 (:, 1 )=0.98*Data0(1 :qq, 1);
LBx2(:, 1 )=0.98*Data0(1 :qq,2);

UBx1 (:, 1 )=1.02*Data0(1 :qq, 1);
UBx2(:,1)=1.02*Data0(1:qq,2);

fort=1
for e=1 :qq

if UBY(e,t)>1
. UBY(e,t)=0.9999;
end;
if UBx2(t,1)>0.99

UBx2(t,1)=0.99;
end;
if UBx1(t,1)>0.99

UBx1(t,1)=0.99;
end;
if LBx1(e,t)<0



LBx1(e,t)=0.001; 
end;
if LBx2(e,t)<0 

LBx2(e,t)=0.001;
end; 

end;
end;

LBfitpar= [0.33 3.50 0.54]';
UBfrtpar= [0.35 3.54 0.57]';

% Lower bounds
LB=[0.999*Data0(1:qq,3)

LBY(:);
LBx1(:);
LBx2(:);
LBfitpar];

% Upper bounds
UB=[1.001*Data0(1:qq,3)

UBY(:);
UBx1(:);
UBx2(:);
UBfitpar];

Subroutine VectorToVar

function [Teale,Y,x1 calc,x2calc,u_bar,b_curl,d_curl]=vector2var(Var)

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% CONVERSION OF A VECTOR INTO VARIABLES
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

L=length(Var)-3;
S=L/5;

% Variables
Tcalc= Var(1:S,1);
Y= [Var(S+1:2*S,1) Var(2*S+1:3*S,1)];
x1calc= Var(3*S+1:4*S,1);
x2calc= Var(4*S+1:5‘S,1);

% Optimisation parameters
u_bar= Var(L+1,1);
b_curl= Var(L+2,1);
d_curl= Var(L+3,1);



Subroutine Constraints

function [cc,ceq]=constraints(\/arlx1in,x2inIT,DataO,qqlxc,Tc,alpha12,alc,L7\IVIBDA)

% Output with 16 digits
format long

% Transformation of the vector Var to the original variables
[TlY,x1,x2,u_bar,b,d]=vector2var(Var);

% Crossovervalues and universal critical exponents
u_star=0.472;
nu=0.63;
eta=0.0333;
omega=0.85714;
alpha=0.11;
Delta=nu*omega;
gamma=(2-eta)*nu;

% Rescaling functions
TT=Y.A((2*nu-1)/Delta);
DD=Y.A((gamma-2*nu)/Delta);
UU=Y.A(nu/Delta);

% Data input
x=[x1 x2];
dT=1-Tc./T;
dx=x./xc-1;

% Classical NRTL interaction functions
tau21=[a.*(1-b.*dT) a.*(1-b.*dT)];
tau12=[c.*(1-d.*dT) c.*(1-d.*dT)];
G21 =exp(-alpha12.*tau21);
G12=exp(-alpha12.*tau12);

% Renormalised mole fraction, temperature, and NRTL interaction functions
dxR=dx.*Y A((1-2.*eta)./(4.*omega));
xR=xc.*(dxR+1);
dTR= [dT.*Y(:,1).A((3.*nu-2)./(2.*nu.*omega))dT.*Y(:,2).A((3.*nu-2)./(2.*nu.*omega))];
tau12R= [c.*(1-d.*dTR(:,1)) c.*(1-d.*dTR(:,2))];
tau21R= [a.*(1-b.*dTR(:,1)) a.*(1-b.*dTR(:,2))];
G12R= exp(-alpha12.*tau12R);
G21R= exp(-alpha12.*tau21R);

% Help variables
yyy=(xR+(1-xR).*G21R);
zzz=(1-xR+xR.*G12R);
uuuu=(1-xc+xc.*G12R);
tttt=(xc+(1-xc).‘G21R);
aaaa=-xc-exp(-alpha12.*a)+exp(-alpha12.*a).*xc;
bbbb=1 -xc+xc.*exp(-alpha12.*c);

% Regular part of the Gibbs energy of mixing
deltaGreg=xc.*log(xc)+xc.*(1-xc).*(tau21.*G21./(xc+(1-xc).*G21)+tau12.*G12./(1-xc<-xc.*G12))+(1-xc).*log(1-xc)+...

(Iog(xc)-log(1 -xc)+xc.*(1 -xc).‘(-tau21 .‘G21 .*(1-G21 )./(xc+(1 -xc).*G21) A2-tau12.*G12.*(-1 +G12)./((1 -xc+xc.*G12) A2))+... 
' (-2.*xc+1 ).*(tau21 ,*G21 ./(xc+(1 -xc).*G21 )+tau12.*G12./(1 -xc+xc.*G12))).*(x-xc);

DdeltaGregDx= log(xc)-log(1 -xc)+xc.*(1 -xc).*(-tau21 ,*G21 .‘(1-G21 )./((xc»-(1 -xc).*G21).A2)-tau12.*G12.*(-1 +G12)./((1 - 
xc+xc.*G12).A2))+(-2.*xc+1).*(tau21.*G21./(xc+(1-xc).*G21)+tau12.*G12./(1-xc<-xc.*G12));

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% The following variables are partial dérivatives of the NRTL model, which follow from a Taylor series expansion
% near the critical point (dx=O, dT=0). The variable aO equals the derivative D3deltaG/(Ddx2DdT) in the critical point.
% The variable uO equals the derivative D4deItaG/(Ddx4) evaluated at the critical point.
% aO and uO are needed to calculated cRho and cT.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 



aO= 2.*xc.*(1 -xc).*(-(-a.A2.*exp(-alpha12.*a).A2.*xc.A2.*(-1 +exp(-a!pha12.*a)).*alpha12.*b./(aaaa A2)+...
(-2.*a.*exp(-alpha12.*a).*xc.*(-1 +exp(-alpha12.*a)).*(-exp(-alpha12.*a).*alpha12.*a.*b+exp(-alpha12.*a).*„.
alphal 2.*a.*b.*xc)./(aaaa.A3)+(a.A2.*exp(-alpha12.*a).A2.*xc.*alpha12.*b+(exp(-alpha12.*a).*alpha12.*a.A2.*b-...
a.*b.*exp(-alpha12.*a)).*xc.*(-1 +exp(-alpha12.*a)))./(aaaa A2)).*(xc-exp(-alpha12.*a).*xc)-...
a A2.*exp(-alpha12.*a).A2.*xc.A2.*(-1+exp(-alpha12.*a)) .A2.*(1-xc).*alpha12.*b./(aaaa.A3))./(xc+(1-xc).‘...
exp(-alpha12.*a))+c.A2.*exp(-alpha12.*c).A2.*xc.A2.*(-1+exp(-a!pha12.*c)).*alpha12.*d./(bbbb A3)+...
(-3.*c.A2.*exp(-alpha12.*c) A2.*xcA2.*(-1+exp(-alpha12.*c)).*alpha12.*d./(bbbb.A4)+(cA2.*exp(-alpha12.*c) A2.*...
xc.*alpha12.*d+(exp(-alpha12.*c).*alpha12.*c.A2.*d-c.*d.*exp(-alpha12.*c)).‘xc.*(-1 +exp(-alpha12.*c)))./(bbbb.A3)).*...
(-xc+xc.*exp(-alpha12.*c)))-2.*xc A2.*((exp(-alpha12.*a).*alpha12.*a A2.*b-a.*b.*exp(-alpha12.*a)+a.A2.*...
exp(-alpha12.*a) A2.*(1-xc).*alpha12.*b./aaaa)./(xc+(1-xc).*exp(-alpha12.*a))+(exp(-alpha12.*c).*alpha12.*...
c.A2.*d-c.*d.*exp(-alpha12.*c)-c.A2.*exp(-alpha12.*c) A2.*xc.*alpha12.*d./bbbb)./bbbb)+2.*(-xc.A2+xc.*(1-xc)).*...
((-a A2.*exp(-alpha12.*a).A2.*alpha12.*b.*xc./aaaa+(exp(-alpha12.*a).*alpha12.*a.A2.*b-a.*b.*exp(-alpha12.*a)-...
a.*exp(-alpha12.*a).*(-exp(-alpha12.*a).‘alpha12.*a.*b+exp(-alpha12.*a).*alpha12.*a.*b.*xc)./aaaa).*...
(xc-exp(-alpha12.*a).*xc)./aaaa-a.A2.*exp(-alpha12.*a) A2.*xc.*(-1+exp(-alpha12.*a)).*(1-xc).*alpha12.*b./...
(aaaa.A2))./(xc+(1-xc).*exp(-alpha12.*a))-c.A2.*exp(-alpha12.*c).A2.*xc.*alpha12.*d./(bbbb.A2)-(-2.*c.A2.‘...
exp(-alpha12.*c) A2.*xc.*alpha12.*d./(bbbb.A3)+(exp(-alpha12.*c).*alpha12.*c.A2.*d-c.*d.*exp(-alpha12.*c))./...
(bbbb A2)).*(-xc+xc.*exp(-alpha12.*c)));

uO= 2.*xc+8.*xc.A4./((xc-1) A2.*(1 -xc))+6.*xc A4./((xc-1) A3)+24.*(-xc A2+xc.*(1 -xc)).*(-c.*exp(-alpha12.*c).*xc A2.*...
(-1+exp(-alpha12.*c)).A2.*(-xc+xc.*exp(-alpha12.*c))./((1-xc+xc.*exp(-alpha12.*c)) A4)+a.*exp(-alpha12.*a).*...
xcA2.*(-1+exp(-alpha12.*a)).A2.*(xc-exp(-alpha12.*a).*xc)./((-xc-exp(-alpha12.*a)+exp(-alpha12.*a).*xc).A3.‘...
(xc+(1 -xc).*exp(-alpha12.*a))))-24.*xc.A2.*(-a.*exp(-alpha12.*a).*xc.*(-1 +exp(-alpha12.*a)).*(xc-...
exp(-alpha12.*a).*xc)./((-xc-exp(-alpha12.*a)+exp(-alpha12.*a).*xc) A2.*(xc+(1-xc).*exp(-alpha12.*a)))+...
c.*exp(-alpha12.*c).*xc.*(-1+exp(-alpha12.*c)).*(-xc+xc.*exp(-alpha12.*c))./((1-xc+xc.*exp(-alpha12.*c)).A3))+...
24.*xc.*(1-xc).*(-a.*exp(-alpha12.*a).*xc.A3.*(-1+exp(-alpha12.*a)) A3.*(xc-exp(-alpha12.*a).*xc)./...
((-xc-exp(-alpha12.*a)+exp(-alpha12.*a).*xc).A4.*(xc+(1 -xc).*exp(-alpha12.*a)))+c.*exp(-alpha12.*c).‘...
xc.A3.*(-1 +exp(-alpha12.*c)) A3.*(-xc+xc.*exp(-alpha12.*c))./((1 -xc+xc.*exp(-alpha12.*c)) A5));

% System-dependent amplitudes
cRho=u0A0.25*(u_bar*u_star*LAMBDA)A(-0.25);
cT=aO/sqrt(uO)*sqrt(u_bar*u_star*LAMBDA);

% Singular part of the Gibbs energy of mixing
deltaGsing=xR.*log(xR)+(1-xR).*log(1-xR)+xR.*(1-xR).*(tau21R.*G21R./(xR+(1-xR).*G21R)+tau12R.*G12R./(1-xR+xR.*G12R))-...

xc.*log(xc)-xc.*(1-xc).*(tau21 R.*G21 R./(xc+(1 -xc).*G21 R)+tau12R.*G12R./(1 -xc+xc.*G12R))-(1 -xc).*log(1 -xc)-(log(xc)-...
log(1-xc)+xc.*(1-xc).*(-tau21R.*G21R.*(1-G21R)./((xc+(1-xc).*G21R).A2)-tau12R.*G12R.*(-1+G12R)./((1-xc+xc.*G12R) A2))+... 
(-2.*xc+1).*(tau21R.*G21R./(xc+(1-xc).*G21R)+tau12R.*G12R./(1-xc+xc.*G12R))).*(xR-xc)-...
0.5*cTA2*[dTA2 dT A2].*nu/(alpha*u_bar*LAMBDA).*(Y A(-alpha/Delta)-1);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% The kappaA2 that can be calculated from the classical NRTL equation must be divided by cRhoA2.
% This has to be done because kappaA2 in the Landau expansion is calculated by differentiating deltaG two times
% to the product (MDA0.5)=(cRho*dx*DA0.5). The kappaA2 in the classical theory is calculated by differentiating
% deltaG two times to dxll! Crho and cT relate the Landau variables to the physical variables.
%
% This implies that the (partial) derivatives of kappaA2 to dxR and dTR have also to be divided by CrhoA2.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

kappa2=Y.A(1 ./(2*omega)).*xc A2.*(1 ./xR+1 ,/(1 -xR)-2.*tau21 R.*G21 R./yyy-...
2.*tau12R.*G12R./zzz+2.*(1-xR).*(-tau21R.*G21R.*(1-G21R)./yyyA2-tau12R.*G12R.‘(-1+G12R)./zzz.A2)-...
2.*xR.*(-tau21 R.*G21 R.*(1 -G21 R)./yyy A2-tau12R.*G12R.*(-1 +G12R)./zzz A2)+xR.*(1-xR).*(2.*tau21 R.*G21 R.*(1 -G21 R).A2./... 
yyy A3+2.*tau12R.*G12R.‘(-1 +G12R) A2./zzz.A3));

kappa2=kappa2/cRhoA2;

Dkappa2DdeltaxR=xc A3.*Y A(1 ./(2.*omega)).*(-1 .Z(xR.A2)+1 ./((1-xR) A2)+6.*tau21 R.*G21 R.*(1-G21 R)./yyy A2+...
6.*tau12R.*G12R.*(-1 +G12R)./zzz.A2+3.*(1 -xR).*(2.*tau21 R.*G21 R.*(1 -G21R) A2./yyy A3+2.*tau12R.*

■ G12R.*(1 +G12R).A2./zzz A3)-3.*xR.*(2.*tau21 R.‘G21 R.*(1-G21 R).A2./yyy A3+2.*tau12R.*G12R.*(-1 +G12R) A2./zzz A3)+...
xR.*(1-xR).*(-6.*tau21 R.*G21 R.*(1 -G21R) A3./yyy A4-6.*tau12R.*G12R.*(-1 +G12R) A3./zzz A4));

Dkappa2DdeltaxR=Dkappa2DdeltaxR/cRhoA2;

Dkappa2DdeltaTR=Y A(1 ./2.*1 ./omega).*xc.A2.*(2.*a.*b.*G21 R./yyy-2.*a.*tau21 R.*alpha12.*b.*G21 R./yyy+...
2.*a.*tau21R.*G21R.A2.*(1-xR).*alpha12.*b./yyy.A2+2.*c.*d.*G12R./zzz-2.*c.*tau12R.*alpha12.*d.*G12R./zzz+...
2.*c.*tau12R.*G12R.A2.*xR.*alpha12?d./zzz.A2+2.*(1-xR).*(a.*b.*G21R.*(1-G21R)./yyy.A2-...
a.*tau21R.*alpha12.*b.*G21R.*(1-G21R)./yyy.A2+2.*a.*tau21R.*G21R.A2.*(1-G21R).*(1-xR).*alpha12.*b./yyy A3+...
a.*tau21 R.*G21 R A2.*alpha12.*b./yyy.A2+c.*d.*G12R.*(-1 +G12R)./zzz A2-c.*tau12R.*alpha12.*d.*G12R.*(-1 +G12R)./zzz.A2+...
2.*c.*tau12R.*G12RA2.*(-1+G12R).*xR.*alpha12.*d./zzz.A3-c.*tau12R.*G12R.A2.*alpha12.*d./zzzA2)-...
2.*xR.*(a.*b.*G21 R.*(1-G21 R)./yyy.A2-a.*tau21 R.*alpha12.*b.*G21 R.*(1-G21 R)./yyy.A2+...
2.*a.*tau21R.*G21R.A2.*(1-G21R).*(1-xR).*alpha12.*b./yyy.A3+a.*tau21R.*G21R.A2.*alpha12.*b./yyy.A2+...



c.*d.*G12R.*(-1 +G12R)./zzz.A2-c.*tau12R.*alpha12.*d.*G12R.*(-1 +G12R)./zzz.A2+...
2.*c.*tau12R.*G12R.A2.*(-1 +G12R).*xR.*alpha12.*d./zzz A3-c.*tau12R.*G12R.A2.*alpha12.*d./zzzA2)+... 
xR.*(1-xR).*(-2.*a.*b.*G21 R.*(1-G21R) A2./yyy A3+2.*a.*tau21 R.*alpha12.*b.*G21 R.*(1-G21 R).A2./yyy.A3-... 
6.*a.*tau21 R.*G21 R A2.*(1-G21 R) A2.*(1-xR).*alpha12.*b./yyy A4-4.*a.*tau21 R.*G21 R.A2.*(1-G21 R).*alpha12.*b./yyy A3-... 
2.*c.*d.*G12R.*(-1+G12R).A2./zzzA3+2.*c.*tau12R.*alpha12.*d.*G12R.*(-1+G12R)A2./zzzA3-...
6.*c.*tau12R.*G12R A2.*(-1 +G12R).A2.*xR.*alpha12.*d./zzz.A4+4.*c.*tau12R.*G12R A2.*(-1 +G12R).*alpha12.*d./zzz A3));

Dkappa2DdeltaTR=Dkappa2DdeltaTR/cRhoA2;

DdeltaGsingDdTR=xR.*(1-xR).*(-a.*b.*G21R./yyy+a.*tau21R.*alpha12.*b.*G21R./yyy-a.*tau21R.*G21R.A2.*(1-xR).*alpha12.* 
b./yyy A2-c.*d.*G12R./zzz+c.*tau12R.*alpha12.*d.*G12R./zzz-c.*tau12R.*G12R.A2.*xR.*alpha12.*d./zzz.A2)-xc.‘(1 -xc).* 
(-a.*b.*G21R./tttt+a.*tau21R.*alpha12.*b.*G21R./tttt-a.*tau21R.*G21R A2?(1-xc)/*alpha12/b./ttttA2-c.*d.*G12R./uuuu+... 
c?tau12R?alpha12/d/G12RJuuuu-c.*tau12R.*G12RA2.*xc.*alpha12.*d./uuuu.A2)-(xc.*(1-xc).*(a.*b.*G21R.*(1-G21R)./ttttA2-... 
a.*tau21 R.*alpha12.*b.*G21 R.*(1 -G21 R)./tttt A2+a.*tau21 R.*G21 R.A2.*alpha12.*b./ttttA2+...
2.*a.*tau21R.*G21R.A2.*(1-G21R).*(1-xc).*alpha12.*b./(tttt A3)+c.*d.*G12R.*(-1+G12R)./uuuu.A2-... 
c.*tau12R.*alpha12.*d.*G12R.*(-1+G12R)./uuuuA2+2.*c.*tau12R.*G12R.A2.*(-1+G12R).*xc.*alpha12.*d./(uuuu.A3)-... 
c.*tau12R.*G12RA2.*alpha12.*d./uuuu.A2)+(-2.*xc+1).*(-a.*b.*G21R./tttt+a.*tau21R.*alpha12.*b.*G21R./...
tttt-a.*tau21 R.*G21 R A2.*(1-xc).*alpha12.*b./tttt A2-c.*d.*G12R./uuuu+c.*tau12R.*alpha12.*d.*G12R./UUUU-... 
c.*tau12R.*G12R.A2.*xc.*a!pha12.*d./uuuu A2)).*(xR-xc);

DPdeltaxRDPdeltax= Y.A(1 ./4.*(1-2.*eta)./omega);
DPdeltaxRDPY= 1 ./4.*dx.*Y A(1 ./4.*(1-2.*eta)./omega).*(1-2.*eta)./(omega.*Y);
DPdeltaTRDPY(:,1)= 1./2.*dT.*Y(:,1).A(1./2.*(3.*nu-2)./(nu.*omega)).*(3.*nu-2)./(nu.*omega.*Y(:,1));
DPdeltaTRDPY(:,2)= 1./2.*dT.*Y(:l2).A(1./2.*(3.*nu-2)./(nu.*omega)).*(3.*nu-2)./(nu.*omega.*Y(:,2));

Dkappa2DY_x=DPdeltaxRDPY.*Dkappa2DdeltaxR;
Dkappa2DY_T=DPdeltaTRDPY.*Dkappa2DdeltaTR;

DPkappa2DPY=kappa2./(2*omega*Y);

% Implicit differentiation: DYDdeltax
DPdxRDPdx=Y A(1 /4*(1 -2*eta)/omega);
DPdTRDPdT=Y.A(1/2*(3*nu-2)/(nu*omega));

FY=-u_bar*(1+LAMBDAA2./kappa2) A.5.*Y.A(1/omega)./(omega*Y*(1-u_bar));
FK2=0.5*u_bar*Y.A(1/omega)*LAMBDAA2./((1+LAMBDAA2./kappa2) A.5.*kappa2 A2*(1-u_bar));

Factor1=FK2./(1-FY);

DYDdeltaxTeller=Factor1.*Dkappa2DdeltaxR.*DPdxRDPdx;
DYDdeltaïTeller=Factor1.*Dkappa2DdeltaTR.*DPdTRDPdT;
DYDdeltaxNoemer=(1-Factor1.*(Dkappa2DY_T+Dkappa2DY_x+DPkappa2DPY));

DYDdeltax=DYDdeltaxTeller./DYDdeltaxNoemer;

DPdxRDY=.5.*dx.*(YA((gamma-2.*nu)./Delta))A.5.*(Y.A(nu./Delta)).A.25.*(gamma-2.*nu)./(Delta.*Y)+.25.*dx.*... 
(Y.A((gamma-2.*nu)./Delta)) A.5.*(YA(nu./Delta))A. 25.*nu./(Delta.*Y);

DPdTRDY=[dTdT].*Y A((2.*nu-1)./Delta).*(2.*nu-1)./(Delta.*Y.*(Y A(nu./Delta)).A.5)-.5.*[dT dT].*Y.A((2.*nu-1)./Delta).*... 
nu./((Y.A(nu./Delta))A.5.*Delta.*Y);

DPkernelDPY=.5.*cT.A2.*[dT dT].A2.*nu.*Y.A(-alpha./Delta)./(u_bar.*LAMBDA.*Delta.*Y);

DPdeltaGsingDdTR= xc.*(dxR+1 ).*(1 -xR).*(-a.*b.*G21 R./(xR+(1 -xR).*G21 R)+a.*tau21 R.*alpha12.*b.*G21 R./(xR+(1 -xR).*G21 R)-.„ 
a.*tau21R.*G21RA2.*(1-xR).*alpha12.*b./((xR+(1-xR).*G21R)A2)-c.*d.*G12R./(1-xR+xc.*(dxR+1).*G12R)+c.‘tau12R.*... 
alpha12.‘d.*G12R./(1-xR+xc.*(dxR+1).*G12R)-c.*tau12R.*G12R.A2.*xc.*(dxR+1).*alpha12.*d./((1-xR+xc.*(dxR+1).*...
G12R)A2))-xc.*(1-xc).*(-a.*b.*G21R./(xc+(1-xc).*G21R)+a.*tau21R.*alpha12.*b.*G21R./(xc<-(1-xc).*G21R)-a.*... 
tau21R.*G21R.A2.*(1-xc).*alpha12.*b./((xc+(1-xc).*G21R).A2)-c.*d.*G12R./(1-xc+xc.*G12R)+c.*tau12R.*alpha12.*d.*... 
G12R./(1-xc+xc.*G12R)-c.*tau12R.*G12R.A2.*xc.*alpha12.*d./((1-xc+xc.*G12R).A2))-(xc.*(1-xc).*(a.*b.*G21R.*... 
(1-G21R)./((xc+(1-xc).*G21R) A2)-a.*tau21R.*alpha12.*b.*G21R.*(1-G21R)./((xc+(1-xc).*G21R) A2)+a.*tau21R.‘... 
G21R A2.*alpha12.*b./((xc+(1-xc).*G21 R) A2)+2.*a.*tau21 R.*G21 R A2.*(1-G21 R).*(1-xc).*alpha12.*b./... 
((xc+(1-xc).*G21R).A3)+c.*d.*G12R.*(-1+G12R)./((1-xc+xc.*G12R) A2)-c.*tau12R.*alpha12.*d.*G12R.*(-1+G12R)./... 
((■1-xc+xc.*G12R).A2)-c.*tau12R.*G12R A2.*alpha12.*d./((1 -xc+xc.*G12R).A2)+2.*c.*tau12R.*G12R A2.*(-1 +G12R).*... 
xc.*alpha12.*d./((1 -xc+xc.*G12R) A3))+(-2.*xc+1 ).*(-a.*b.*G21 R./(xc+(1 -xc).*G21 R)+a.*tau21 R.*alpha12.*b.‘... 
G21RJ(xc+(1-xc)/G21R)-a.*tau21R.*G21R.A2.*(1-xc).*alpha12.*b./((xc4-(1-xc).*G21R) A2)-c.*d.*G12R./(1-xc+xc.*G12R)+... 
c.*tau12R.*alpha12.*d.*G12R./(1-xc+xc.*G12R)-c.*tau12R.*G12RA2.*xc.*alpha12.*d./((1-xc<-xc.*G12R)A2))).*(xR-xc);

DPdeltaGsingDdxR= xc.*log(xc.*(dxR+1 ))-xc.*log(1-xc.*(dxR+1 ))+xc.*(1 -xc.*(dxR+1 )).*(tau21 R.*G21 R./(xc.*(dxR+1 )+(1 -xc.*... 
(dxR+1 )).*G21 R)+tau12R.*G12R./(1-xc.*(dxR+1 )+xc.*(dxR+1 ).*G12R))-xc.A2.*(dxR+1 ).*(tau21 R.*G21 R./(xc.*(dxR+1 )+... 
(1-xc.*(dxR+1)).*G21R)+tau12R.*G12R./(1-xc.*(dxR+1)+xc.*(dxR+1).*G12R))+xc.*(dxR+1).*(1-xc.*(dxR+1)).*(-tau21R.*... 
G21 R.*(xc-xc.*G21 R)./((xc.*(dxR+1 )+(1 -xc.*(dxR+1 )).*G21 R).A2)-tau12R.*G12R.*(-xc+xc.*G12R)./((1 -xc.*(dxR+1)+... 



xc.*(dxR+1).*G12R).A2))-(log(xc)-log(1-xc)+xc.*(1-xc).*(-tau21R.*G21R.*(1-G21R)./((xc+(1-xc).*G21R).A2)-...
tau12R.*G12R.*(-1+G12R)./((1-xc+xc.*G12R)A2))+(-2.*xc+1).‘(tau21R.*G21R./(xc+(1-xc).*G21R)+tau12R.*G12R./... 
(1-xc+xc.*G12R))).*xc;

DPdeltaGsingDPY=DPdeltaGsingDdTR.*DPdTRDY+DPdeltaGsingDdxR.*DPdxRDY+DPkernelDPY;

DPdeltaGsingDPdx= xc?DDA5/UUA25/log(xc/(dx/DDA5.*UU.A.25+1))-xc.*DD.A.5.*UU A.25.*log(1-xc.‘...
(dx?DDA5?UUA25+1))+xc?DDA5/UUA25/(1-xc.*(dx.*DDA5.*UUA25+1)).*(a.*(1-b.*dTR)A..
exp(-alpha12/a.*(1 -b.*dTR))./(xc.*(dx.*DD A5.*UU A25+1 )+(1 -xc.*(dx.*DDA5.*UUA25+1))A..
exp(-alpha12.*a.*(1-b.*dTR)))+c.*(1-d.*dTR).*exp(-alpha12.*c.*(1-d.*dTR))./(1-xc.*(dx.*DDA5.*UUA25+...
1 )+xc.*(dx.*DD A5.*UU A25+1 ).*exp(-alpha12.*c.*(1 -d.*dTR))))-xc.A2.*(dx.*DDA5.*UUA25+1).*DDA5A..
UUA25.*(a.*(1-b.*dTR).*exp(-alpha12.*a.*(1-b.*dTR))./(xc.*(dx.*DDA5.*UUA25+1)+(1-xc.*(dx.*DDA5A..
UUA25+1)).*exp(-aIpha12.*a.*(1-b.*dTR)))+c.*(1-d.*dTR).*exp(-alpha12.*c.*(1-d.*dTR))./(1-xcA..
(dx.*DDA5.*UUA25+1)+xc.*(dx.*DDA5.*UUA25+1).*exp(-alpha12.*c.*(1-d.*dTR))))+xcA..
(dx.*DDA5.*UU A.25+1).*(1-xc.*(dx.*DD.A5.*UU.A.25+1)).*(-a.*(1-b.*dTR).*exp(-alpha12.*aA..
(14)/dTR))/(xc/DDA5/UUA25-xc.*DDA5.*UUA25.*exp(-alpha12.*a.*(1-b.*dTR)))./((xcA..
(dx.*DDA5.*UUA25+1)+(1-xc.*(dx.*DDA5.*UU A.25+1)).*exp(-alpha12.*a.*(1-b.*dTR))) A2)-cA..
(1-d.*dTR).*exp(-alpha12.*c.*(1-d.*dTR)).*(-xc.*DD.A.5.*UU A25+xc.*DDA5.*UUA25.*exp(-alpha12.*...
c.*(1-d.*dTR)))./((1-xc.*(dx.*DD.A.5.*UU A25+1)+xc.*(dx.*DDA5.*UU A25+1).*exp(-alpha12.*cA..
(1 -d.*dTR))).A2))-(log(xc)-log(1 -xc)+xc.*(1 -xc).*(-a.*(1-b.*dTR).*exp(-alpha12.*a.*(1 -b.*dTR))A..
(1-exp(-alpha12.*a.*(1-b.*dTR)))./((xc+(1-xc).*exp(-alpha12.*a.*(1-b.*dTR))).A2)-c.*(1-d.*dTR)A..
exp(-alpha12.*c.*(1-d.*dTR)).*(-1+exp(-alpha12.*c.*(1-d.*dTR)))./((1-xc+xc.*exp(-alpha12.*cA..
(1-d.*dTR))).A2))+(-2.*xc+1).*(a.*(1-b.*dTR).*exp(-alpha12.*a.*(1-b.*dTR))./(xc+(1-xc).*exp(-alpha12A..
a.*(1-b.*dTR)))+c.*(1-d.*dTR).*exp(-alpha12.*c.*(1-d.*dTR))./(1-xc+xc.*exp(-alpha12.*c.*(1-d.*dTR)))))A..  
xc.*DDA5.*UUA25;

DDELTAGSlNGDDELTAX=DPdeltaGsingDPdx+DPdeltaGsingDPY.*DYDdeltax;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
% Inequality constraints can be: -kappaA2(:,1)<0 and -kappaA2(:,2)<0.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

cc= [-kappa2(:,1);
-kappa2(:,2)];

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  
% The following equality constraints imply phase equilibrium and the crossover function. Of course, they equal zero
% when they are satisfied.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

ceq=...
[DDELTAGSINGDDELTAXC^WELTAGSINGDDELTAXC.I);
deltaGsing(:,1)-deltaGsing(:,2)+(x(:,2)-x(:,1)).*DDELTAGSINGDDELTAX(:,1)/xc;
1-(1-u_bar)*Y(:,1)-u_bar*(1+LAlVIBDAA2./kappa2(:,1)).A0.5.*Y(:,1).A(1/omega);
1-(1-u_bar)*Y(:,2)-u_bar*(1+LAMBDAA2./kappa2(:,2)).A0.5.*Y(:,2).A(1/omega)];

Subroutine NRTLPar
% This subroutine calculates the NRTL parameters a-wiggle and c-wiggle from the conditions of incipient immiscibility

function f=NRTLPar(Par,xc,alphal 2)

a_curl=Par(1,1);
c_curl=Par(2,1);

tau21=a_curl;
tau12=c_curl;
G12=exp(-alpha12*tau12);
G21=exp(-alpha12*tau21);

hai=(tau21 *G21/(xc+(1 -xc)*G21 )+tau12*G12/(1-xc+xc*G12));
hoi=(-tau21*G21 *(1 -G21 )/(xc+(1 -xc)*G21 )A2-tau12*G12*(G12-1 )/(1-xc+xc*G12)A2);
hei=(2*tau21 *G21 *(1 -G21 )A2/(xc+(1 -xc)*G21 )A3+2*tau12*G12*(G12-1 )A2/(1-xc+xc*G12)A3);
hui=(-6*tau21 *G21 *(1 -G21 )A3/(xc+(1 -xc)*G21 )A4-6*tau12*G12*(G12-1 )A3/(1 -xc+xc*G12)A4);

d2deltaGdx12= 1/xc + 1/(1-xc) - 2*hai + 2*(1-2*xc)*hoi + (xc-xcA2)*hei;
d3deltaGdx13= -1/xcA2 + 1/(1-xc)A2 - 6*hoi + (3-6*xc)*hei + (xc-xcA2)*hui;

f=[d2deltaGdx12 d3deltaGdx13]';



Appendix E

Matlab®-code for 2T-Landau expansion

Program Datdemo

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% This program optimises the NRTL parameters b-wiggle and, d-wiggle and the the crossover parameter u_bar for
% the 2T-Landau model. The parameters ct and crho are translated to the NRTL model. Lambda is fixed at 1 and alphal 2 is
% fixed at 0.2. The NRTL parameters a-wiggle and c-wiggle are calculated from the conditions of incipient immiscibility. They
% depend on the mole fraction in the critical point. This optimisation includes the implicit dependence of Y on M (dYdM) and the 
% kernel term.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Crossover exponents and properties 
omega=0.85714;
nu=0.63;
eta=0.0333;
gamma=(2-eta)*nu;
Delta=nu*omega;
alpha=0.11;
alphal 2=0.2;
u_star=0.472;
Lambda=1;

% Standard deviations
sigma_x=0.001;
sigma_T=0.003;

% Critical parameters 
Tc=293.052;
xc=0.505;

% Data set for nitrobenzene(l) - octane(2) 
Data=...

I
0.475 0.535 293.039
0.471 0.539 293.034
0.466 0.543 293.025
0.463 0.546 293.017
0.459 0.550 293.004
0.455 0.554 292.987
0.450 0.559 292.970
0.444 0.565 292.939
0.437 0.571 292.892
0.430 0.578 292.833
0.421 0.586 292.761
0.413 0.594 292.663
0.405 0.601 292.551
0.395 0.611 292.371
0.379 0.625 292.041
0.365 0.638 291.690
0.350 0.651 291.216
0.337 0.664 290.710
0.324 0.676 290.145
0.311 0.687 289.516
0.299 0.698 288.801
0.284 0.710 287.923
0.273 0.720 287.098
0.261 0.731 286.113
0.249 0.741 285.094
0.239 0.750 284.089
0.228 0.758 283.069];

B=size(Data);

% Number of points used for data regression 
Points=B(1,1);

% Estimates for the parameters 
u bar=0.45;
b=2;



d=1;

% Plot data
hold on
plot(Data(1 :Points,1 ),Data(1 Points,3))
plot(Data(1 Points,2),Data(1 Points,3))
plot(Data(1'Points, 1 ),Data(1 Points,3),'r*')
plot(Data(1 Points,2),Data(1 Points,3),?*') 

pause 
close 

% Definition of the OPTIONS used in the optimisation process
OPTIONS=n;
OPTIONS = optimset(OPTiONS,'TolX’,1e-10,'Display','iter','LevenberglVlarquardt','on',...

'TolCon',1e-10,'TolFurï.le-IO.'DiffMaxChange'.le-S.'MaxFunEvals',50000,'LargeScale'.'off,...
'Diagnostics', 'on', 'DiffMinChange',Ie-12,'GradConstr', 'off ,'DerivativeCheck', 'off ,'Maxlter1,200, 'GradObj', 'off);

% Explanation of different options:
% 
% - TolX: termination tolerance on the parameters
% -TolCon: termination tolerance on the constraint violation
% -TolFun: termination tolerance on the function value
% - Display iter: level of display, iter means: output after every iteration
% - LevenbergMarquardt: chooses Levenberg-Marquardt over Gauss-Newton algorithm
% - DiffMaxChange: maximum change in variables for finite difference variables
% - DiffMinChange: minimum change in variables for finite difference variables
% - MaxFunEvals: maximum number of function evaluations allowed
% - Maxiter: maximum number of iterations allowed
% - Diagnostics: print diagnostic information about the function to be minimised or solved
% - GradObj: gradients for the objective function defined by user
% - GradConstr: gradients for the (non-)linear constraints defined by user
% 
%

- DerivativeCheck: compare user-supplied analytic derivatives to finite differencing derivatives

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Calculation of a-wiggle and c-wiggle from the conditions of incipient immiscibility
% Estimates for a-wiggle and c-wiggle
Par=[1 1]';
P=FSOLVE('NRTLPar',Par,OPTIONS,xc,alpha12);
a=P(1,1);
c=P(2,1);

% Extract T, xl, and x2 from Data set
x1_exp= Data(1 Points, 1);
x2_exp= Data(1 Points,2);
T_exp= Data(1 Points,3);

x1=x1_exp;
x2=x2_exp;
T=T_exp;

% Calculate estimates for the crossover-Y (and kappa) based on the parameters given above
%
Y=Bisection(x1, T, nu, omega, gamma, Delta, alpha, eta, xc, Tc,Lambda.Points,a,c,b,d,u_bar,alpha12,u_star);
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Transformation of variables to vector (+boundary conditions)
%
[Var,LB,UB]=var2vector(Y,x1,T,b,d,u_bar,Data,Points);
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Start stopwatch
tO=clock;

% Optimisation routine
[Var,fval,exitflag,output,lambda,grad,hessian]=fmincon('fitfun',Var,[],[],□,[],LB,UB,'constraints', OPTIONS, x1_exp, x2_exp,...
T_exp, nu, omega, gamma, Delta, alpha, eta, xc, Tc, Lambda, sigma_x, sigma_T,alpha12,a,c,Data);

% Give execution time and other relevant information
funEvals=sprintf('\n Number of iterations: %g. Number of function evaluations: %g.', outputiterations, output.funcCount);
disp(funEvals)



disp(sprintf(' Norm of the residual at solution (norm(FITFUN2(x,Data,h))A2): %g ',fval));
execution_time=etime(clock, tO);
disp(sprintf(' Execution time: %g \n',execution_time));

% Show optimised results
[Ylx1_calc,T_calclb,d,u_bar]=vector2var(Var)

% Reduced properties
dx=(x1_calc/xc-1);
dT=(1-Tc./T_calc);

% Help variables
aaaa=-xc-exp(-alpha12.*a)+exp(-alpha12.*a).*xc;
bbbb=1 -xc+xc.*exp(-alpha12.*c);

% Landau amplitudes
u0=( 2.*xc+8.*xc.A4./((xc-1).A2.*(1-xc))+6.*xc.A4./((xc-1).A3)+24.*(-xc.A2+xc.*(1-xc)).*(-c.*exp(-alpha12.*c).*...

xc.A2.*(-1 +exp(-alpha12.*c)).A2.*(-xc+xc.*exp(-alpha12.*c))./((1 -xc+xc.*exp(-alpha12.*c)).A4)+a.*exp(-alpha12.*a).*... 
xcA2.*(-1+exp(-alpha12.*a)).A2.*(xc-exp(-alpha12.*a).*xc)./((-xc-exp(-alpha12.*a)+exp(-alpha12.*a).*xc) A3.*...
(xc+(1 -xc).*exp(-alpha12.*a))))-24.*xc A2.*(-a.*exp(-alpha12.*a).*xc.*(-1 +exp(-alpha12.*a)).*(xc-...
exp(-alpha12.*a).*xc)./((-xc-exp(-alpha12.*a)+exp(-alpha12.*a).*xc) A2.*(xc+(1 -xc).*exp(-alpha12.*a)))+...
c.*exp(-alpha12.*c).*xc.*(-1+exp(-alpha12.*c)).*(-xc+xc.*exp(-alpha12.*c))./((1-xc+xc.*exp(-alpha12.*c)) A3))+...
24.*xc.*(1-xc).*(-a.*exp(-alpha12.*a).*xc.A3.*(-1+exp(-alpha12.*a)) A3.*(xc-exp(-alpha12.*a).*xc)./...
((-xc-exp(-alpha12.*a)+exp(-alpha12.*a).*xc) A4.*(xc+(1-xc).*exp(-alpha12.*a)))+c.*exp(-alpha12.*c).*xc.A3.*...
(-1+exp(-alpha12.*c)) A3.*(-xc+xc.*exp(-alpha12.*c))./((1-xc+xc.*exp(-alpha12.*c)) A5)))

G_13=6*( ((-xc.A2+xc.*(1-xc)).*(-(-a.A2.*exp(-alpha12.*a).A2.*xc A2.*(-1+exp(-alpha12.*a)).*alpha12.*b./...
(aaaa A2)+(-2.*a.*exp(-alpha12.*a).*xc.*(-1+exp(-alpha12.*a)).*(-exp(-alpha12.*a).*alpha12.*a.*b+...
exp(-alpha12.*a).*alpha12.*a.*b.*xc)./(aaaa A3)+(a A2.*exp(-alpha12.*a) A2.*xc.*alpha12.*b+...
(exp(-alpha12.*a).*alpha12.*a A2.*b-a.*b.*exp(-alpha12.*a)).*xc.*(-1+exp(-alpha12.*a)))./(aaaa.A2)).*... 
(xc-exp(-alpha12.*a).*xc)-a.A2.*exp(-alpha12.*a).A2.*xc.A2.*(-1+exp(-alpha12.*a)).A2.*(1-xc).*alpha12.*...
b./(aaaa.A3))./(xc+(1 -xc).*exp(-alpha12.*a))+c.A2.*exp(-alpha12.*c).A2.*xc A2.*(-1 +exp(-alpha12.*c)).‘... 
alpha12.*d./(bbbb.A3)+(-3.*c.A2.*exp(-alpha12.*c).A2.*xc.A2.*(-1+exp(-alpha12.*c)).*alpha12.*d./(bbbb A4)+... 
(c.A2.*exp(-alpha12.*c).A2.*xc.*alpha12.*d+(exp(-alpha12.*c).*alpha12.*c.A2.*d-c.*d.*exp(-alpha12.*c)).*... 
xc.*(-1+exp(-alpha12.*c)))./(bbbb.A3)).*(-xc+xc.*exp(-alpha12.*c)))+xc.*(1-xc).*(-c.A2.*exp(-alpha12.*c) A2.*... 
xc.A3.*(-1+exp(-alpha12.*c)).A2.*alpha12.*d./(bbbb.A4)-(-4.*cA2.*exp(-alpha12.*c) A2.*xc A3.‘...
(-1 +exp(-alpha12.*c)).A2.*alpha12.*d./(bbbb A5)+(2.*c A2.*exp(-alpha12.*c) A2.*xc.A2.*(-1 +exp(-alpha12.*c)).*...
alpha12.*d+(exp(-alpha12.*c).*alpha12.*c A2.*d-c.*d.*exp(-alpha12.*c)).*xc.A2.*(-1+exp(-alpha12.*c)).A2)./...
(bbbb.A4)).*(-xc+xc.*exp(-alpha12.*c))+(-a A2.*exp(-alpha12.*a).A2.*xc A3.*(-1+exp(-alpha12.*a)).A2.*...
alpha12.*b./(aaaa.A3)+(-3.*a.*exp(-alpha12.*a).*xc.A2.*(-1+exp(-alpha12.*a)).A2.*(-exp(-alpha12.*a).*... 
alpha12.*a.*b+exp(-alpha12.*a).*alpha12.*a.*b.*xc)./(aaaa.A4)+(2.*a A2.*exp(-alpha12.*a) A2.*xcA2.*... 
(-1+exp(-alpha12.*a)).*alpha12.*b+(exp(-alpha12.*a).*alpha12.*a A2.*b-a.*b.*exp(-alpha12.*a)).*xc.A2.*... 
(-1+exp(-alpha12.*a)) A2)./(aaaa.A3)).*(xc-exp(-alpha12.*a).*xc)-a.A2.*exp(-alpha12.*a) A2.*xc A3.*...
(-1+exp(-alpha12.*a)).A3.*(1-xc).*alpha12.*b./(aaaa A4))./(xc+(1-xc).*exp(-alpha12.*a)))-xc.A2.*...
((-a.A2.*exp(-alpha12.*a) A2.*alpha12.*b.*xc./aaaa+(exp(-alpha12.*a).*alpha12.*a.A2.*b-a.*b.‘...
exp(-alpha12.*a)-a.*exp(-alpha12.*a).*(-exp(-a!pha12.*a).*alpha12.*a.*b+exp(-alpha12.*a).*alpha12.*a.*b.*xc)./...
aaaa).*(xc-exp(-alpha12.*a).*xc)./aaaa-a A2.*exp(-alpha12.*a).A2.*xc.*(-1 +exp(-alpha12.*a)).*(1 -xc).*...
alpha12.*b./(aaaa.A2))./(xc+(1-xc).*exp(-alpha12.*a))-c.A2.*exp(-alpha12.*c).A2.*xc.*alpha12.*d./(bbbb.A2)-...
(-2.*c.A2.*exp(-alpha12.*c) A2.*xc.*alpha12.*d./(bbbb.A3)+(exp(-alpha12.*c).*alpha12.*c.A2.*d-c.*d.*...
exp(-alpha12.*c))./(bbbb.A2)).*(-xo+xc.*exp(-alpha12.*c)))))

d1=-G_13/uO

% Calculate x2 from x1
x2_calc=2*xc-x1 _calc+2*xc*d 1 *dT;

% Plot results
x1_calc=[ xc

x1_calc];
x2_calc=[xc

x2_calc]; ~
T_calc=[ Tc

T_calc];
plot(x1_calclT_calc,'r')
hold on;
plotfcl-exp.T.'bo')
plot(x2_calc,T_calc,'r')
plot(x2_exp,T1'bol)
xlabel('x1 ,x2 [-]')
ylabel(‘T [K]')
title('2T-Landau with kernel term in terms of NRTL-model with symmetry correction for nitrobenzene + octane') 
text(0.72,292,'red stars: calc') 
text(0.72,291 ,'blue circles: exp') 
plot((x2_calc+x1_calc)/2,T_calct'r.')
plot(Q<2+x1)/21T1'bo')



Subroutine Constraints

function [cineq,ceq,G,Geq]=constraints(Var, x1_exp, x2_exp, T_exp, nu, omega, gamma, Delta, alpha, eta, xc, Tc,... 
Lambda, sigma_x, sigma_T,alpha12,a,c,DataO);

G=D;
Geq=n;
u_star=0.472;

[Y,x,T,b,d,u_bar]=vector2var(Var);

% Reduced variables
dx=(x/xc-1);
dT=(1-Tc./T);

% Help variables
aaaa=-xc-exp(-alpha12.*a)+exp(-alpha12.*a).*xc;
bbbb=1 -xc+xc.*exp(-alpha12.*c);

% 2T-Landau amplitudes calculated for NRTL
a0= (2.*xc.*(1-xc).*(-(-a.A2.*exp(-alpha12.*a).A2.*xc.A2.*(-1+exp(-alpha12.*a)).*alpha12.*b./(aaaa.A2)+...

(-2.*a.*exp(-alpha12.*a).*xc.*(-1+exp(-alpha12.*a)).*(-exp(-alpha12.*a).*alpha12.*a.*b+exp(-alpha12.*a).*...
alphal 2.*a.*b.*xc)./(aaaa A3)+(a.A2.*exp(-alpha12.*a).A2.*xc.*alpha12.*b+(exp(-alpha12.*a).*alpha12.*a.A2.*...
b-a.*b.*exp(-alpha12.*a)).*xc.*(-1 +exp(-alpha12.*a)))./(aaaa.A2)).*(xc-exp(-alpha12.*a).*xc)-a.A2.*...
exp(-alpha12.*a) A2.*xcA2.*(-1+exp(-alpha12.*a)).A2.*(1-xc).*alpha12.*b./(aaaa.A3))./(xc4-(1-xc).*...
exp(-alpha12.*a))+c.A2.*exp(-alpha12.*c).A2.*xc.A2.*(-1+exp(-alpha12.*c)).*alpha12.*d./(bbbb.A3)+...
(-3.*c.A2.*exp(-alpha12.*c) A2.*xc.A2.*(-1+exp(-alpha12.*c)).*alpha12.*d./(bbbb.A4)+(c A2.‘...
exp(-alpha12.*c) A2.*xc.*alpha12.*d+(exp(-alpha12.*c).*alpha12.*cA2.*d-c.*d.*exp(-alpha12.*c)).*xc.*...
(-1+exp(-alpha12.*c)))./(bbbb.A3)).*(-xc+xc.*exp(-alpha12.*c)))-2.*xc.A2.*((exp(-alpha12.*a).*alpha12.*...
a.A2.*b-a.*b.*exp(-alpha12.*a)+a.A2.*exp(-alpha12.*a).A2.*(1-xc).*alpha12.*b./aaaa)./(xct(1-xc).*...
exp(-alpha12.*a))+(exp(-alpha12.‘c).*alpha12.*c.A2.*d-c.*d.*exp(-alpha12.*c)-c.A2.*exp(-alpha12.*c).A2.*...
xc.*alpha12.*d./bbbb)./bbbb)+2.*(-xc.A2+xc.*(1-xc)).*((-a A2.*exp(-alpha12.*a).A2.*alpha12.*b.*xc./aaaa+...
(exp(-alpha12.*a).*alpha12.*a.A2.*b-a.*b.*exp(-alpha12.*a)-a.*exp(-alpha12.*a).*(-exp(-alpha12.*a).*...
alpha12.*a.*b+exp(-alpha12.*a).*alpha12.*a.*b.*xc)./aaaa).*(xc-exp(-alpha12.*a).*xc)./aaaa-a.A2.*...
exp(-alpha12.*a).A2.*xc.*(-1 +exp(-alpha12.*a)).*(1 -xc).*alpha12.*b./(aaaa.A2))./(xc+(1 -xc).*exp(-alpha12.*a))-...
c.A2.*exp(-alpha12.*c).A2.*xc.*alpha12.*d./(bbbb.A2)-(-2.*c.A2.*exp(-alpha12.*c) A2.*xc.*alpha12.*d./...
(bbbb.A3)+(exp(-alpha12.*c).*alpha12.*c.A2.‘d-c.*d.*exp(-alpha12.*c))./(bbbb.A2)).*(-xc+xc.*exp(-alpha12.*c))));

u0= (2.*xc+8.*xc.A4./((xc-1) A2.*(1-xc))+6.*xcA4./((xc-1).A3)+24.*(-xc.A2+xc.*(1-xc)).*(-c.*exp(-alpha12.*c).*...
xc.A2.*(-1 +exp(-alpha12.*c)).A2.*(-xc+xc.*exp(-alpha12.*c))./((1 -xc+xc.*exp(-alpha12.‘c)).A4)+a.*...
exp(-alpha12.*a).*xc.A2.*(-1+exp(-alpha12.*a)).A2.*(xc-exp(-alpha12.*a).*xc)./((-xc-exp(-aipha12.*a)+...
exp(-alpha12.*a).*xc) A3.*(xc+(1-xc).*exp(-alpha12.*a))))-24.*xc.A2.*(-a.*exp(-alpha12.*a).*xc.*...
(-1 +exp(-alpha12.*a)).*(xc-exp(-alpha12.*a).*xc)./((-xc-exp(-alpha12.*a)+exp(-alpha12.*a).*xc).A2.*...
(xc+(1-xc).*exp(-alpha12.*a)))+c.*exp(-alpha12.*c).*xc.*(-1+exp(-alpha12.*c)).*(-xc+xc.*exp(-alpha12.*c))./...
((1-xc+xc.*exp(-alpha12.*c)).A3))+24.*xc.*(1-xc).*(-a.*exp(-alpha12.*a).*xc.A3.*(-1+exp(-alpha12.*a)).A3.*...
(xc-exp(-alpha12.*a).*xc)./((-xc-exp(-alpha12.*a)+exp(-alpha12.*a).*xc).A4.*(xc+(1 -xc).*exp(-alpha12.*a)))+...
c.*exp(-alpha12.*c).*xc.A3.*(-1+exp(-alpha12.*c)).A3.*(-xc+xc.*exp(-alpha12.*c))./((1-xc*xc.*exp(-alpha12.*c)).A5)));

G_13=6*( ((-xc.A2+xc.*(1 -xc)).*(-(-a.A2.*exp(-alpha12.*a).A2.*xc.A2.*(-1 +exp(-alpha12.*a)).*alpha12.*b./...
(aaaa A2)+(-2.*a.*exp(-alpha12.*a).*xc.*(-1 +exp(-alpha12.*a)).*(-exp(-alpha12.*a).*alpha12.*a.*b+...
exp(-alpha12.*a).*alpha12.*a.*b.*xc)./(aaaa.A3)+(a.A2.*exp(-alpha12.*a).A2.*xc.*alpha12.*b+...
(exp(-alpha12.*a).*alpha12.*a.A2.*b-a.*b.*exp(-alpha12.*a)).*xc.*(-1 +exp(-alpha12.*a)))./(aaaa.A2)).*.:.
(xc-exp(-alpha12.*a).*xc)-a.A2.*exp(-alpha12.*a).A2.*xc A2.*(-1 +exp(-alpha12.*a)).A2.*(1 -xc).*alpha12.*...
b./(aaaa.A3))./(xc+(1-xc).*exp(-alpha12.*a))+c.A2.*exp(-alpha12.*c).A2.*xc.A2.*(-1+exp(-alpha12.*c)).*...
alpha12.*d./(bbbb.A3)+(-3.*c.A2.*exp(-alpha12.*c).A2.*xc.A2.*(-1+exp(-alpha12.*c)).*alpha12.*d./(bbbb.A4)+...
(c.A2.*exp(-alpha12.*c).A2.*xc.*alpha12.*d+(exp(-alpha12.*c).*alpha12.*c.A2.*d-c.*d.*exp(-alpha12.*c)).*...
xc.*(-1+exp(-alpha12.*c)))/(bbbb A3)).*(-xc+xc.*exp(-aipha12.*c)))+xc.*(1-xc).*(-c.A2.*exp(-alpha12.*c).A2.*...
xc.A3.*(-1+exp(-alpha12.*c)).A2.*alpha12.*d./(bbbb.A4)-(-4.*c.A2.*exp(-alpha12.*c).A2.*xc.A3.*...
(-1 +exp(-alpha12.*c)) A2.*alpha12.*d./(bbbb.A5)+(2.*c.A2.*exp(-alpha12.*c).A2.*xc.A2.*(-1 +exp(-alpha12.*c)).‘... 
alpha12.*d+(exp(-alpha12.*c).*alpha12.*c.A2.*d-c.*d.*exp(-alpha12.*c)).*xc.A2.*(-1+exp(-alpha12.*c)) A2)J... 
(bbbb.A4)).*(-xc+xc.*exp(-alpha12.*c))+(-a.A2.*exp(-alpha12.*a).A2.*xc.A3.*(-1+exp(-alpha12.*a)).A2.*...
alpha12.*b./(aaaa.A3)+(-3.*a.*exp(-alpha12.*a).*xc.A2.*(-1+exp(-alpha12.*a)).A2.*(-exp(-alpha12.*a).*...
alpha12.*a.*b+exp(-alpha12.*a).*alpha12.*a.*b.*xc)./(aaaa A4)+(2.*a.A2.*exp(-alpha12.*a).A2.*xc.A2.*...

• (-1+exp(-alpha12.*a)).*alpha12.*b+(exp(-alpha12.*a).*alpha12.*a A2.*b-a.*b.*exp(-alpha12.*a)).*xc.A2.*...
(-1+exp(-alpha12.*a)).A2)./(aaaa A3)).*(xc-exp(-alpha12.*a).*xc)-a.A2.*exp(-alpha12.*a).A2.*xc.A3.*...
(-1+exp(-alpha12.*a)).A3.*(1-xc).*alpha12.*b./(aaaa.A4))./(xc+(1-xc).*exp(-alpha12.*a)))-xc.A2.*...
((-a.A2.*exp(-alpha12.*a).A2.*alpha12.*b.*xc./aaaa+(exp(-alpha12.*a).*alpha12.*a.A2.*b-a.*b.*...
exp(-alpha12.*a)-a.*exp(-alpha12.*a).*(-exp(-alpha12.*a).*alpha12.*a.*b+exp(-alpha12.*a).*alpha12.*a.*b.*xc)./...
aaaa).*(xc-exp(-alpha12.*a).‘xc)./aaaa-a A2.*exp(-alpha12.*a).A2.*xc.*(-1+exp(-alpha12.*a)).*(1-xc).*...
alpha12.*b./(aaaa.A2))./(xc+(1-xc).*exp(-alpha12.*a))-c.A2.*exp(-alpha12.*c).A2.*xc.*alpha12.*d./(bbbb.A2)-...
(-2.*c.A2.*exp(-alpha12.*c).A2.*xc.*alpha12.*d./(bbbb.A3)+(exp(-alpha12.*c).*alpha12.*c.A2.*d-c.*d.‘...
exp(-alpha12.*c))./(bbbb.A2)).*(-xc+xc.*exp(-alpha12.*c)))));

% System-dependent amplitudes
cT=aO/sqrt(uO)*sqrt(u_bar*u_star*Lambda);



cRho=u0''0.25*(u_bar*u_star*Lambda)A(-0.25); 
d1=-G_13/uO;

% Landau variables 
t=cT*dT;
M=cRho*(dx-d1 *dT);

% Help variables
term1=(u_star*u_bar*Lambda*M.A2.*Y.A(-(-gamma+nu)/Delta))./M.A2;
term2=t*Y A((2.*nu-1 )./Delta);

DDeltaA_RDM=t.*M.‘Y A((gamma-1)./Delta)+1./6.*u_star.*u_bar.*Lambda.*M A3.*YA((2.*gamma-3.*nu)./DeIta)+.5.*...
(1 ./2.*t.*M A2.*Y A((gamma-1 )./Delta).*(gamma-1 )./(Delta.*Y)+1 ./24.*u_star.*u_bar.*Lambda.*M A4.*...
Y A((2.*gamma-3.*nu)./Delta).*(2.*gamma-3.*nu)./(Delta.*Y)+.5.*t.A2.*nu.*Y.A(-alpha./Delta)./(u_bar.*Lambda.*Delta.*Y)).*... 
u_bar.A2.*Y A(1 ./omega).*Lambda A3.*u_star.*M.*Y A(-(-amma+nu)./Delta)./((1+Lambda A2J(tenn2+1./2.*M.A2.*term1)).A.5.*... 
(term2+1 ./2.*M.A2.*term1 ).A2.*(1 u_bar).*(1 +u_bar.*(1 +Lambda.A2./(term2+1 ./2.*M.A2.*term1 )).A.5.*Y.A(1 ./omega)./ 
(omega.*Y.*(1 -u_bar))).*(1 -.5.*u_bar.*Y A(1 ./omega).*Lambda.A2.*(t.*Y.A((2.*nu-1 )./Delta).*(2.*nu-1 )./(Delta.*Y)- 
1./2.*u_star.*u_bar.*Lambda.*M.A2.*YA(-(-gamma+nu)./Delta).*(gamma+nu)./(Delta.*Y))./ 
((1+Lambda.A2./(term2+1./2.*M A2.*term1)) A.5.*(term2+1./2.*M.A2.*term1) A2.*(1-u_bar).*
(1 +u_bar.*(1 +Lambda A2./(term2+1 ,/2.*M A2.*term1 )).A.5.*Y A(1 ./omega)./(omega.*Y.*(1 -u_bar))))));

kappa2=t.*Y.A((2*nu-1)/Delta)+1/2*u_star*u_bar*Lambda*M.A2.*Y.A(-(-gamma+nu)/Delta);

f=1-(1-u_bar).*Y-u_bar*sqrt(1+LambdaA2./kappa2).*Y A(1/omega);

% Inequality constraints 
cineq=[-kappa2;

-diff(Y)];

% Equality constraints
ceq=...

[f;
DDeltaA_RDM];



Appendix F

Matlab®-code for simplified 2T-Landau expansion

Program Datdemo

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% This program optimises the crossover parameters cRho and u_bar for the simplified 2T-Landau expansion.
% Lambda is fixed at 1 and alpha12 is fixed at 0.2. The NRTL parameters a-wiggle and
% c-wiggle are calculated from the conditions of incipient immiscibility. They depend on the mole fraction in the critical point.
% This optimisation does not include the implicit dependence of Y on Ml (dYdM) and the kernel term.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

omega=0.85714;
nu=0.63;
eta=0.0333;
u_star=0.472;
sigma_x0=0.001;
sigma_T0=0.003;

Data=.
[ 0.475 0.535 293.039

0.471 0.539 293.034
0.466 0.543 293.025
0.463 0.546 293.017
0.459 0.550 293.004
0.455 0.554 292.987
0.450 0.559 292.970
0.444 0.565 292.939
0.437 0.571 292.892
0.430 0.578 292.833
0.421 0.586 292.761
0.413 0.594 292.663
0.405 0.601 292.551
0.395 0.611 292.371
0.379 0.625 292.041
0.365 0.638 291.690
0.350 0.651 291.216];

hold on;
ploKDataC.IXDataC.SX'bo') 
plot(Data(:,2),Data(:,3),'bo')

pause 
close

B=size(Data);

u_bar=0.3;
Lambda=1;
cT=0.5;
cRho=2;

Tc=293.052;
xc=0.505;
B=size(Data);

lam =[u_bar cRho]';
Pars=length(lam);

Points=2*B(1,1);

T= [Data(1:0.5*Points,3);
Data(1:0.5*Points,3)];

x_exp= [Data(1:0.5*Points,1);
Data(1:0.5*Points,2)J;

OPTIONS = optimset(OPTIONS,TolX,,1e-8,'Display,,'iter',,LevenbergMarquardt',,on,l... 
'TolCon', te-S.'TolFun', 1e-8, 'DiffMaxChange', le-S.'MaxFunEvals'.l 00000,'LargeScale', 'on',... 
'Diagnostics','on','DiffMinChange', 1 e-12,'Maxlter,,30);



[lam,resnorm,residual,exitflag,output]= IsqnonlinCfitfun'.lam, O, O, OPTIONS, x_exp, Tc, T, nu,...
omega, eta, u_star, sigma_xO, sigma_T0, Points, Pars, xc,cT,Lambda)

fval = resnorm;

funEvals=sprintf('\n Number of iterations: %g. Number of function evaluations: %g.', outputiterations, outputfuncCount); 
disp(funEvals)
disp(sprintf(' Norm of the residual at solution (norm(FITFUN2(x,Data,h))A2): %g ',fval));

kappa2_0 =abs(1-Tc./T)*cT;
Rappa2 =kappa2_0;
Y_0 =1 ./(1 +lam(1,1 )*((1 +LambdaA2./kappa2).A(omega/2)-1));

Err1 =10*ones(Points, 1);
Err2=10*ones(Points, 1);
iter=O;

while abs(Err1)>1e-7 & abs(Err2)>1e-7
iter=iter+1;
Y =(1-(1-(1-lam(1,1))*Y_0).*(1-(lam(1,1)./(1-(1-lam(1,1))*Y_O)).A(1-omega)))./...

(1 +Iam(1,1 )*((1 +LambdaA2./kappa2). A(omega/2)-1));

TT=Y.A((2*nu-1)/(nu*omega));
UU=Y A(1/omega);

% Renormalised dimensionless temperature and mole fraction
deltaT=(1-Tc./T);
deltaTR=cT*deltaT;

Exp=(2-1 /nu)/omega;
kappa2=-2*deltaTR.*Y AExp;

Err1=sum((kappa2-kappa2_0)./kappa2);
Err2=sum((Y-Y_0)./Y);

Y_0=Y;
kappa2_0=kappa2;

end;

DD=Y.A(-eta/omega);
UU=Y.A(1/omega);
TT=Y.A((2-1 /nu)/omega);
deltaTR=cT*(1-Tc./T);

x_calc(1:0.5*Points, 1) =xc*(sqrt( 6*abs(deltaTR(1:0.5*Points, 1 )).*TT(1 ;0.5*Points, 1 )./(u_star*lam(1,1 )*Lambda*...
DD(1:0.5*Points, 1 ).*UU(1:0.5*Points, 1)) )/lam(2,1 )+1);

x_calc(0.5*Points+1:Points,1) =xc*(-sqrt(6*abs(deltaTR(0.5*Points+1:Points,1)).*TT(0.5*Points+1: Points, 1)./...
(u_star*lam(1,1 )*Lambda*DD(0.5*Points+1 :Points,1 ).*UU(0.5*Points+1 :Points,1)) )/lam(2,1 )+1);

Subroutine FitFun
function f = fitfun(lam, x_exp, Tc, T, nu, omega, eta, u_star, sigma_xO, sigma_T0, Points, Pars, xc, cT,Lambda)

u_bar =lam(1,1);
cRho =lam(2,1);

sigma_x=SD_x(lam,x_exp,Tc,T,nu,omega,eta,u_star,sigma_xO,sigma_TO,Points,Pars,xc,cT,u_bar,cRho,Lambda);

Free=Points-Pars;

Weight=1 ./sigma_x A2;

x_calc=func(Tc, T, nu, omega, eta, cT, cRho, u_bar, Lambda, u_star, Points, xc);

ChiSquare=Weight.*(x_exp-x_calc).A2/Free;

f=ChiSquare;



Subroutine SD_x
function sigma_x=SD_x(lam,x_exp,Tc,T,nu,omega,eta,u_star,signna_xO,sigma_TO,Points,Pars,xc,cT,u_bar,cRho,Lambda) 

delta=1e-9;
Dummy=0;

T=T+delta;
x_calc_1=func(Tc,T,nu,omega,eta,cT,cRho,u_bar,Lambda,u_star,Points,xc);
T=T-2*deIta;
x_calc_2=func(Tc,T1nu, omega, eta, cT,cRho,u_bar,Lambda,u_star, Points, xc);

DxDT=(x_calc_1-x_calc_2)/(2*delta);

sigma_x=sqrt( sigma_xO.A2+ (DxDT.*sigma_T0).A2);

Subroutine Func

function x_calc=func(Tc,T,nu,omega,eta,cT,cRho,u_bar,Lambda,u_star,Points,xc)

kappa2_0 =abs(1-Tc./T)*cT;
kappa2=kappa2_0;
Y_0 =1./(1+u_bar*((1+LambdaA2./kappa2) A(omega/2)-1));

Err1=10*ones(Points, 1);
Err2=10*ones(Points, 1); 
iter=O;

while abs(Err1)>1e-7 & abs(Err2)>1e-7
iter=iter+1;
Y =real((1 -(1 -(1 -u_bar)*Y_0).*(1 -(u_bar./(1 -(1 -u_bar)*Y_0)).A(1 -omega)))./...

(1 +u_bar*((1 +LambdaA2./kappa2).A(omega/2)-1)));

TT=Y.A((2*nu-1 )/(nu*omega));
UU=Y.A(1/omega);

% Renormalised dimensionless temperature and mole fraction
deltaT=(1-Tc./T);
deltaTR=cT*deltaT;

Exp=(2-1 /nu)/omega;
kappa2=-2*deltaTR.*Y.AExp;

Err1=sum((kappa2-kappa2_0)./kappa2);
Err2=sum((Y-Y_0)./Y);

Y_0=Y;
kappa2_0=kappa2;
if kappa2<0

ERRORfkappa neg')
end; 

end;

fy=1 -(1 -u_bar).*Y-u_bar*sqrt(1 +LambdaA2./kappa2).*Y A(1 /omega);

DD=Y.A(-eta/omega);
UU=Y.A(1/omega);
TT=Y.A((2-1 /nu)/omega);
TR=cT*(1-Tc./T);

x_calc(1:0.5*Points,1) =xc*(-sqrt( 6*abs(TR(1:0.5‘Pointsl1)).’TT(1:0.5*Points,1)./(u_star*u_bar*Lambda*...
DD(1:0.5*Points, 1 ).*UU(1:0.5*Points,1)) )/cRho+1);

x_calc(0.5*Points+1 Points, 1) =xc*(sqrt( 6*abs(TR(0.5*PointsHd Points,1)).*TT(0.5*Points+1:Points,1)./...
(u_star*u_bar*Lambda*DD(0.5*Points+1 Points, 1 ).*UU(0.5*Points+1 Points, 1)) )/cRho+1);




