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Preface

E.P. Dedding
Delft, August 2024

Well, well, it has taken some eventful years to reach this point in my life. But hopefully, I will soon
be able to embark on my next journey with a diploma under my belt. Experiences such as the student
team Silverwing where we went to the U.S. for a drone flight competition or my internship at Alpine F1
team in Enstone, have really made me thankful of meeting new, bright people and having educational
conversations. It has also taught me what I like most and what I like not so much. I have for example
found a lot of joy in coding and creating software. It was one of the reasons I started a part-time job in
IT. I have made some games on the side and have found new love and interest in combining it with my
aerodynamics knowledge.

This thesis has given me the opportunity to experience academic research like I have never been
able to before. As much as I love to just nitpick away at details and can lose myself for hours doing so,
I have to be honest to myself and think that it has not always been so easy. Always keeping an eye on
the bigger picture and truly understanding the core takeaways from research articles has not always
been my forte. On the brightside, this experience has showed me what skills I should work on first and
foremost.

In that aspect, I would like to express my gratitude to my thesis supervisors, Andrea and Fulvio, for
supporting me throughout the project and preventing me from occasionally embarking on unnecessary
(though very interesting) tangents. As I could sometimes feel lost in the world of articles and research,
it was always refreshing to hear your thoughts on what is relevant pertaining to the bigger picture. With
that, I want to really thank Luuk as well for not only sharing his experimental data and letting me partake
in it, but for actively thinking along with me and proposing fresh insights when I sometimes have trouble
seeing them myself.

Lastly, as you do, I want to thank all family and friends around me. My parents because they always
have had faith that I will get there. My sibling for, well, being my siblings. Regardless of the moments,
it is always comforting to think that I could rely on them if I’d have to. And lastly, thanks to my girlfriend
Zahra who has not always experienced the best sides of me throughout last year. Late nights working
on my thesis or staying away for long periods of time, because I just could not stop.

I am happy to have reached this point in my life and I am honestly buzzing with excitement to
take it up a notch after graduating. I will be continuing my career at the Dutch meteorological institute
KNMI, working on implementing a Numerical Weather Prediction model which makes use of data from
hyperspectral IR satellites and has been developed at the English weather institute in Exeter. I really
can’t wait to start that - and actually visit England again, since that is part of the job :). Finally, to anyone
reading this and thinking, hmm, I’d might want to get in touch with this person (either because you want
to ask me something or maybe it is in regards to this thesis), please do not hesitate to reach out to me
via my LinkedIn: https://www.linkedin.com/in/erik-dedding
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Introduction

In recent years, the volumetric flow measurement techniques Particle Image Velocimetry (PIV) and
Particle Tracking Velocimetry (PTV) have provided valuable insight into turbulent fluid phenomena,
volumetric pressure distributions and vortex topologies. In a world where the search for sustainability
is reaching boiling points, the accurate determination of aerodynamic loads is of significant importance.
To reach the goals of improving the fuel efficiency of aircraft by 2% per year up until 2050, the aircraft
industry will have to rely on technological advancements such as blended wing-body airframes, hy-
brid propulsion and open rotors ([Bergero et al., 2023]). Assessing their aerodynamic performance
will require appropriate flow measurement tools, capable of measuring the distribution of the three-
dimensional loads.

As stated by Anderson [2017], the three-dimensional flow field over for example aircraft, automo-
biles or the blades of a wind turbine involves a complex interaction of the body geometry, air flow and
ground interference. However, the aerodynamic loads that play a part in these cases can be reduced
to only two sources, namely pressure distributions and shear stress distributions over the body surface.
The above-mentioned appropriate fluid measurement techniquesmust allow an accurate measurement
of these pressure and skin friction distributions, a requirement which could potentially be fulfilled using
PIV or PTV. Note that for the remainder of this thesis report, the term particle tracking velocimetry is
swapped in favour of Lagrangian particle tracking (LPT) when referring to the measurement of individ-
ual tracer trajectories as initially done by Ouellette et al. [2006]. This also emphasises the Lagrangian
nature of the measurement technique, as it yields fluid velocities and accelerations in a Lagrangian
reference frame.

Flows can be investigated via either numerical or experimental simulation. Numerical simulations of
fluid are referred to as Computational Fluid Dynamics (CFD). The field of CFD has greatly benefited
from the exponential increase in computational power, leading to [recent good example of “best” DNS
(or other CFD) simulation]. However, numerical simulations are at the current stage still greatly limited
by low Reynolds numbers (O(103−4)) for three-dimensional flows. Experimental simulations greatly
surpass that limit and flow measurement techniques employed therein remain a valuable tool for as-
sessing fluid dynamics at higher Reynolds numbers (O(105−6)).

Particle Image Velocimetry (PIV) and Lagrangian particle tracking (LPT), are common flow mea-
surement techniques which can capture the complete three-dimensional flow. PIV and LPT rely on
seeding of a fluid with tracer particles/bubbles to make the movement of the fluid observable. We can
intuitively understand this concept from how leaves on a forest path may sometimes swirl indicating
the presence of a small whirlwind. Using cameras to capture the bubble movement allows to quantify
the displacement and determine a velocity field. PIV and LPT are used in many applications, such as
for capturing vortex shedding behind cylinders [Scarano, 2010], investigating the efficiency of propul-
sors [Sciacchitano et al., 2018], capturing the flow around a cyclist [Jux et al., 2018] or visualising the
turbulence-laden fluid around a surface-mounted cube [Schröder et al., 2020].
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These are, however, all examples of bluff-body flow topology measurements and can be used for
determining pressure distributions [van Oudheusden, 2013]. To also determine the wall-shear stress
distribution, the near-surface fluid dynamics must be measured. An adequate technique applicable
to generic objects is a complex task which to this day still has no straightforward solution due to the
broad range of spatial and temporal scales in the boundary layer ([Örlü and Vinuesa, 2020]). Direct
surface flow measurements are often done with oil flows or floating elements. Oil film interferometry
(OFI) is regarded as one of the prime measurement techniques for quantitative time-averaged skin
friction measurements ([Imai et al., 2023]). Boundary layer parameters such as the shape factor can
not be determined. Additionally, oil films inevitably have to face the reality that is gravity, which poses
difficulties for application to non-horizontal surfaces such as the sides of a cube. That is to say, applying
oil to inverted surfaces will not work as the fluid will simply drip off the surface.

Indirect techniques using velocity measurements may provide a resolution for generic models when
data close enough to the wall can be obtained ([Titchener et al., 2015]). Both boundary layer parameters
and time-averaged wall-shear stress distributions can be determined via the fitting of velocity profiles
([Örlü and Vinuesa, 2020]), provided an accurate surface position can be determined. So far near-wall
PIV has been applied and reported on in literature, but this requires the object to have only planar
faces [Depardon et al., 2005] or taking very small measurement volumes in flat plate boundary layers
(Kempaiah et al., 2020). Schröder et al. [2020] got large-scale measurements for a boundary layer,
but did not report on skin friction. One research by Jux et al. [2018] did in fact report near-wall velocity
measurements for a cyclist. Typically, this is not possible without accurately knowing the position of the
model, but they were able to estimate within reasonable due to the large amount of fluid measurements
taken.

Very recently, Hendriksen [2024] demonstrated an approach to accurately register a model using
the original camera setup and an iterative closest point algorithm. This new development resolves one
of the limitations for tomo-PIV and 3D LPT near surfaces, namely the inaccurate estimate of the model
position. Coupled with the desire to push the operating window of PIV and PTV to measure near-
surface fluid dynamical properties, this has motivated the presented MSc. thesis with the following
objective:

The research objective is to reconstruct near-surface fluid dynamical properties in
large-scale time-averaged PIV/LPT measurements by combining verified body position

information with experimental results in the outer-field.

This thesis report proposes a method to combine the model position estimate and the fluid measure-
ment techniques using state-of-the-art volumetric velocimetry results. The method employs interroga-
tion volumes and a three-dimensional velocity functional to locally match the fluid measurement and
surface geometry. A practical framework is described to merge information represented in the fluid
domain Ωℱ and the model domain Ωℳ on a newly introduced output-mesh. The method is directly ap-
plied to real-world three-dimensional examples consisting of a surface-mounted cube and wing-body
junction.

Firstly, an overview of the core concepts discussed and used throughout this report is given in
chapter 2. Both the techniques PIV and LPT are discussed, along with boundary layers and the object
registration approach by Hendriksen [2024]. A recap of the antecedent literature review is given in
chapter 3. Recent examples of PIV and LPT are critically assessed along with the shortcomings which
have not been appropriately addressed. Data assimilation techniques are included to shine light on the
merging of measurement domains and computational domains. This is supplemented by an evaluation
of near-surface fluid dynamical measurement techniques. The review paves the way to a gap in the
current research which is addressed in this chapter, along with the research objectives and research
questions which aim to achieve the stated objective.

This thesis report builds upon the experimental campaign of Hendriksen [2024]. The campaign
measured the flow in large-scale LPT over a surface-mounted cube, wing-body junction and scaled cy-
clist. The experimental dataset and campaign is detailed in chapter 4. Next, the geometrical framework
to bridge the mismatch between the fluid domain Ωℱ and the model domain Ωℳ is outlined in chapter 5.
This chapter first describes the mismatch and gap between the two domains. A separate computational
output-mesh is proposed onto which surface data can be interpolated, which was employed in a similar
fashion by Jux et al. [2018] using a dilated model surface. Their approach is the most recent example
in literature which provides (approximated) skin friction lines on a generic surface. It is considered the
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state-of-the-art for skin friction reconstruction. This approach is therefore also presented in more detail.
Then, the family of velocity reconstruction methods which aim to merge the object and fluid domain are
introduced. Several isotropic methods –hypothesised to improve the state-of-the-art– are proposed to
reconstruct the skin friction topology.

To validate and quantitatively compare the proposed family of methods against a benchmark, a
”ground truth” is introduced in chapter 6, which exploits the anisotropic nature of boundary layers for
planar geometries using flat cylindrical interrogation volumes. The outcomes are then assessed using
a self-built LIVA-console which allows both processing and inspecting the velocity reconstruction. A tu-
torial for this console is included in appendix B. Finally, the methods are compared against each other
based on velocity profiles and skin friction distribution plots with the surface-mounted cube case.

These methods are then assessed on the surface-mounted cube in a qualitative and quantitative
manner. The experimental results of Depardon et al. [2005] and the computational results of Nigro et al.
[2005] are used as reference data. The most suitable methods are then applied to the generic case of
the wing-body junction and a complex scaled cyclist to assess the both the method’s flexibility and the
resulting surface flow. The results of this assessment against literature references and the validation
approach are presented and discussed in relation to the research questions in chapter 7. Lastly, the
thesis is concluded in chapter 8. The report is summarised and recommendations are given for future
work.





2
Background information on

particle-based volumetric velocimetry
techniques and near-wall flow

measurements

PIV and LPT are techniques used (in controlled environments) to quantify and visualise fluid dynamics
in three dimensions. The development of these techniques have advanced their use in both statistical
and instantaneous investigations. They are similar in principle and experimental setup as they rely on
the tracking of seeder particles in the fluid. These tracers are designed to follow the fluid movements
with negligible lag, thereby allowing the measurement of the velocity field in three spatial dimensions
and time. The main difference lies in the tracking objective as with PIV bins of tracer particles are
cross-correlated through time to obtain an average displacement. On the other hand, LPT relies on the
tracking of individual tracer particles through space and time and reconstructing their trajectories.

These techniques form the basis of this thesis report. Their procedures and working principles are
therefore summarised in this chapter, providing background information to the reader. This chapter
further includes the necessary information to understand the newly introduced methods and their eval-
uation, such as boundary layer flows and object registration. Firstly, the techniques Particle imaging
velocimetry (PIV) and Lagrangian particle tracking (LPT) are detailed in section 2.1.The concepts for
acquiring the experimental data and processing the digital images are treated and attention is given
to post-processing techniques for Cartesian grid reduction (CGR) and data assimilation. Information
on the representation of fluid measurements from LPT is considered as additional and included in
appendix C. Next, an overview of the boundary layer is included in section 2.2. The various layers
inside this viscous region are discussed and the classical boundary layer parameters are explained.
Lastly, the newly proposed object registration method by Hendriksen [2024] is explained in section 2.3.
The experimental process is covered together with the registration procedure. The uncertainty of the
registration method is also discussed.

2.1. Particle Image Velocimetry and Lagrangian Particle Tracking
PIV and LPT are techniques used (in controlled environments) to quantify and visualise fluid dynamics
in three-dimensions. The development of these techniques have pushed their use to both statistical
and instantaneous investigations. They are similar in principle and experimental setup as they rely
on tracking tracer particles. These are designed to follow the fluid movements, thereby allowing the
measurement of the velocity field in three spatial dimensions and time. The main difference lies in the
tracking objective as, with PIV, voxels (or bins) of tracer particles are cross-correlated through time

5



6
2. Background information on particle-based volumetric velocimetry techniques and near-wall flow

measurements

to obtain an average displacement. On the other hand, LPT relies on the tracking of individual tracer
particles through space and time.

As such, both techniques have developed into their own path of advantages, obstacles and possi-
bilities with several similarities. To provide the reader with the necessary background on these particle
tracer techniques, this section summarises their development and working principles. Firstly, a full
overview of the method’s history and evolution is provided for the interested reader in subsection 2.1.1.
Then, the methods are split into an experimental acquisition part and a data processing part, respec-
tively discussed in subsections 2.1.2 & 2.1.3, which together provide to the reader a complete summary
of the working principles of PIV and LPT. Common post-processing techniques, such as CGR and pres-
sure distribution determination, are denoted in subsection 2.1.4. Lastly, section 2.1.5 includes common
data assimilation approaches which are considered to be part of the state-of-the-art.

2.1.1. Short summary on the evolution of PIV and LPT
Since its introduction in the 1980s, PIV has grown rapidly partly due to the arrival of electronic cameras
and computers ([Raffel et al., 2018]) which allowed for more data to be gathered in a shorter time span.
Better understanding of the physics coupled with technological advancements provided the scientific
community with a suitable environment to expand on the technique. Initially with the introduction of
planar PIV two velocity components were measured along two spatial directions ([Adrian, 1984] and
[Pickering and Halliwell, 1984]). This was extended to three velocity components in two spatial direc-
tions with the introduction of stereo-PIV by Arroyo and Greated [1991]. Further development gave rise
to techniques such as Scanning Light Sheet (SLS), Holographic PIV (holoPIV) and three-dimensional
particle tracking velocimetry (3D PTV) which measure three velocity components (3D) along all three
spatial components (3C) ([Scarano, 2012]). The benefit of such 3D3C-measurement techniques is the
full reconstruction of the velocity gradient tensor. Although useful at the time, these techniques as
described by Scarano [2012] had flaws which limited their development. Elsinga et al. [2006] brought
in the novel tomographic PIV (tomoPIV) method that also enabled the full construction of the velocity
gradient tensor. This technique sparked a range of developments offering the scientific community
a non-intrusive measurement technique for the investigation of three-dimensional turbulence which
quickly became an academical and industry standard.

Concurrently with the introduction of PIV, three-dimensional particle tracking was used in a similar
manner to obtain 3D3C-velocity measurements. Initial work on this method delivered tracks for a single
particle passing through a turbulent open channel water tunnel ([Jacobi, 1980]) or even 72 tracks using
a stereo lens and almost a full day of manual post-processing ([Sheu et al., 1982]). It wasn’t until a re-
search group at the University of Tokyo devised an automated image processing technique for 3D PTV
([Nishino et al., 1989]) that it became a possible alternative method without significant manual labour.
Further work focused on the feasibility and usability of the particle tracking ([Maas et al., 1993] and
[Virant and Dracos, 1997]) which was also referred to as Lagrangian particle tracking (LPT) ([Ouellette
et al., 2006]) due to the particle tracks which yield a Lagrangian representation of the fluid.
In the last decade much attention has gathered for the use of so-called data assimilation tools in post-
processing experimental results. Instantaneous PIV and LPT data can still yield sparse results.

2.1.2. Experimental data acquisition
The experimental data acquisitions and working principles of 3D LPT and tomo-PIV are explained in
detail in this section. Both methods depend on the flow being seeded with specialised tracer particles
which satisfy specific criteria. The objective is to register these particles and track their movement in
space. This is achieved by illuminating a desired volume of interest which is then captured using mul-
tiple cameras at high acquisition frequencies. The laser light that has been refracted by the bubbles
is captured by the cameras as high intensity peaks. Each peak should coincide with a single particle.
The velocity of individual particles or groups/bins of particles are calculated using their respective dis-
placement and the acquisition frequency.

The general setup for (2D) PIV is drawn out in figure 2.1. Methods such as stereo- and tomo-PIV
are increasingly more complex, yet the working principles are best demonstrated by considering the
setup of planar PIV. The core components of a PIV experiment consist of the following:

• The flow is seeded with tracer/seeding particles. As the velocity field will be indirectly inferred
from velocity of the tracer particles, their fluid mechanical properties are of high importance. Ad-
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Figure 2.1: Schematic of planar PIV. ([Raffel et al., 2018])

ditionally, these particles must reflect sufficient light to be identified as clear peaks on the images.
The amount of light reflected depends both on the light source as the choice of seeding particles.
Optimal flow seeding conditions is often recognized as one of the most difficult aspects of a PIV
experiment ([Scarano, 2010]), hence it is worth to review this aspect.

• The particles in the volume of interest are illuminated by a light source, optionally through a series
of light optics. This volume can range from a thin light sheet to a rectangle or for example, as in
the case of ([Schneiders et al., 2018]), a cone. Due to the intensity requirements, a high-powered
laser is often chosen as the light source and optics are utilized to shape the laser light into the
desired form.

• One or more cameras are focused on the illuminated region, optionally through a series of imaging
optics. The camera(s) and light source(s) are generally controlled in parallel through a timing unit.
A pair of snapshots separated by a short time span Δ𝑡 are taken, which must be synchronized
with the firing of the light sources.

• After the images are taken, they are processed to determine the velocity field. This is gener-
ally done through a statistical evaluation of image pairs. After a pre-processing operation, the
recordings are divided into smaller interrogation windows (or volumes in 3D. Through a process
of cross-correlation the average in-plane displacement of the interrogation windows is obtained.

The principal experimental elements of LPT are very similar to those of PIV. The primary differences
are the sets of images that are taken during experimental campaigns and the post-processing of the
image data. Whereas PIV relied on pairs of image to cross-correlate interrogation windows, particle
tracking is usually done through a series of snapshots, called multi-frame or multi-pulse particle tracking
([Cierpka et al., 2013]). In the post-processing of the image data, the intensity peaks corresponding
to individual peaks are iteratively determined through a process called iterative particle reconstruction
(IPR) ([Wieneke, 2012]). Employing the information of individual particles a track can be fitted by
connecting the correct particle through the time frames. When this is done dynamically, this particle
track can be used as a predictor in the next time frame, which is the fundamental concept of Shake-The-
Box ([Schanz et al., 2016]). These advancements have enabled the use of higher seeding densities
while still reliably reproducing individual particle tracks.
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Seeding particles
To visualise the movement of a fluid, it is seeded with a large number of tracer particles. For planar
and stereo-PIV these particles are in the micrometer range and their seeding concentration typically
lies between 109 and 1012 particles/m3 ([Scarano, 2010]). These particles must adequately follow
the flow and simultaneously scatter sufficient light to be distinguishable on the images. The manner in
which particles follow a fluid is determined by the velocity lag or slip velocity 𝑈𝑠, which is the difference
between the particle velocity 𝑈𝑝 and the local fluid velocity 𝑈𝑓. A relation for the slip velocity 𝑈𝑠 is
obtained through Stokes’ law:

# »𝑈𝑠 =
# »𝑈𝑝 −

# »𝑈𝑓 = 𝑑2𝑝
𝜌𝑝 − 𝜌𝑓
18𝜇𝑓

d # »𝑈𝑝
d𝑡 , (2.1)

where 𝑑𝑝 is the particle diameter, 𝜌𝑝 and 𝜌𝑓 are the particle and fluid densities, respectively, 𝜇𝑓 is the
dynamic viscosity of air. It is apparent from equation (2.1) that the particle size must be as small as
possible to reduce the velocity lag to an acceptable value. The dependency on the acceleration d # »𝑈𝑓/d𝑡
additionally indicates that the slip velocity increases in turbulent flows, where fluctuations in time are
observed. When the particle density and fluid density are approximately equal (𝜌𝑝 ≈ 𝜌𝑓), the particles
are referred to as neutrally buoyant. This is an optimal condition for minimization of the slip velocity, but
is not easily attainable in gas flows. Therefore, tracer particles in gas flows are often several factors
smaller than tracer particles in liquids.

The light scattering properties of particles are a fundamental property to consider for a successful
PIV experiment, since it is directly responsible for the contrast of the recorded images. A convenient
measure for the light scattering capabilities, according to Melling [1997], is the scattering cross section,
𝐶𝑠:

𝐶𝑠 =
𝑃𝑠
𝐼0
, (2.2)

where 𝑃𝑠 is the total scattered power and 𝐼0 the light source intensity incident on the tracer particle. Typ-
ical wavelengths for imaging lights are 527nm, whereas typical particle diameters for aerodynamics
are about 1µm [Raffel et al., 2018]. Thus, the particle size to wavelength fraction (𝑑𝑝/𝜆) is generally
larger than one, which corresponds to the Mie-scattering regime ([Mie, 1908]). In this regime, the side
scatter efficiency is significantly less than the forward and backward scattering efficiency, which is the
case with planar PIV. For stereo-PIV, tomo-PIV and 3D LPT, the cameras can be arranged in a forward
configuration to maximise the signal intensity of the scattered light.

Production of the particles is important to achieve optimal seeding conditions. The generation of
particles depends on the fluid medium and the test facility used. Seeding generators produce mixtures
of air and seeding particles. Examples of seeding generators which generate liquid droplets are atom-
izers or hot plate vaporizers/condensers, while solid particles can be produced by entraining particles
with a cyclone ([Scarano, 2010]). For the seeding of wind tunnel flows, the procedure varies with the
facility. In a closed-loop (Göttingen Type) wind tunnel the flow is commonly seeded downstream of the
test section, at the position of the diffuser. This minimises the interference of the seeding generator with
the air in the test section. When the desired seeding level is attained, the production can be decreased
to only account for the disappearing/evaporating bubbles. In the case of blow-down wind tunnels, the
seeding generator is located upstream of the test section, which typically leads to sub-optimal, hetero-
geneous seeding conditions ([Raffel et al., 2018]).

The seeding density affects the resolution of the measured velocity field and the success of the
cross-correlation or particle tracking algorithm. Typically higher seeding densities offer a higher spatial
resolution, but negatively impact the chances of a successful cross-correlation or particle tracking. The
most advance tomo-PIV and 3D LPT algorithms can handle a seeding density up to 0.15 - 0.2 ppp (par-
ticles per pixel) ([Schröder and Schanz, 2023)]. This value depends on the number of cameras 𝑁𝐶, the
pixel-normalised particle image diameter 𝑑∗𝜏 and the particle image peak intensity ([Scarano, 2012]).
Another parameter which relates to the seeding density is the source density 𝑁𝑆, which is defined by
the fraction of the images which are occupied by particles.

The total number of particles 𝑁𝑃 inside a measurement domain of volume 𝑉𝑀 is proportional to the
seeding concentration 𝐶 as

𝑁𝑃 = 𝑉𝑀 ⋅ 𝐶 (2.3)

The resolution of the digital imaging 𝐷𝑅 is a factor of the optical magnification 𝑀 (defined by equation
(2.9)) and the pixel pitch Δ𝑝𝑥. It indicates the number of pixels inside the digital image per millimeter or



2.1. Particle Image Velocimetry and Lagrangian Particle Tracking 9

in other words the minimally identifiable length scale in the digital image.

𝐷𝑅 =
𝑀
Δ𝑝𝑥

(2.4)

In tomo-PIV, the object space is discretized into voxels. Assuming that the voxel length is equal to the
length of the pixel projection into the object space, the digital resolution also applies to voxels mm−1

in 3D ([Scarano, 2012]). The particle concentration inside a single voxel is then given as

𝑃𝑃𝑉 = 𝐶
𝐷3𝑅
. (2.5)

The source density 𝑁𝑆 or particle seeding density in ppp can then be obtained as

𝑁𝑆 = ppp ⋅ 𝜋4 (𝑑
∗
𝜏)
2 = 𝑃𝑃𝑉 ⋅ 𝑊 ⋅ 𝐷𝑅 ⋅

𝜋
4 (𝑑

∗
𝜏)
2 , (2.6)

where 𝑑∗𝜏 = 𝑑𝜏/Δ𝑝𝑥 and 𝑊 is the depth of the measurement domain (typically 𝐿 × 𝐻 ×𝑊). Lastly, the
particle concentration 𝐶 is related to the source density 𝑁𝑆 as

𝐶 = 𝑁𝑆 ⋅ 𝐷2𝑅
𝑊 ⋅ 4

𝜋 (𝑑∗𝜏)
2 (2.7)

Helium-Filled Soap Bubbles
As was shown through equation (2.1), neutrally buoyant particles relax the stringent requirements on
particle size. Larger particles have a significantly higher scattering efficiency, which had been one of
the main limitations of upscaling PIV ([Scarano et al., 2015]). Neutrally buoyant particles are easier
to realise in water flows, but for air flows helium-filled soap bubbles (HFSB) are a possiblity. Such
particles were first used for qualitative visualisations ([Pounder, 1956], [Hale et al., 1971] and [Ferrel
et al., 1985]). It was not until Kerho and Bragg [1994] investigated the use of HFSB as a quantitative
measurement tool. The authors concluded that the bubbles faithfully followed the flow field, though it
is important to ensure the particles are neutrally buoyant if quantitative measures are to be performed.

Most experiments hereinafter used HFSB as a qualitative technique and never inside wind tunnels
due to the low production rates of commonly available generators. It was not until Scarano et al.
[2015] demonstrated the quantitative feasibility of HFSB for flows up to 30m s−1 with instantaneous
tomo-PIV. Their result highlights both the significant increase in domain volume (4.8L) and the high
spatial resolution for an instantaneous investigation feasible with HFSB. Sub-millimetre HFSB were
used, which remain the standard till this day as they input less momentum into the flow, have a higher
generation efficiency, have higher sensitivity to small scale structures and consume less bubble fluid
solution which reduces pollution ([Bosbach et al., 2009]).

Imaging
The imaging is a central part in both tomographic PIV and 3D LPT. To determine the position of particles
in three-dimensional space, a minimum of three cameras are required. An accurate reconstruction

Figure 2.2: Schematic of an object in the object plane being projected onto the image plane, i.e. the camera.
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Figure 2.3: Depth of focus for an acceptable diameter of the geometric image sketch for both extreme positions of out-of-focus
imaging. ([Raffel et al., 2018])

requires that all particles inside the measurement volume are in focus. When the light waves of any
object passes through a circular aperture, a diffraction pattern is created behind the opening. The
minimum diameter of this image diffraction spot 𝑑diff is given by ([Goodman, 1996, p. 157])

𝑑diff = 2.44 ⋅ 𝜆 ⋅ 𝑓# (𝑀 + 1) , (2.8)

where 𝜆 is the wavelength of the light, 𝑓# is the camera ratio between the focal length 𝑓 and the aperture
diameter 𝐷𝑎 and 𝑀 is the magnification factor. The magnification factor is defined as

𝑀 = 𝑧0
𝑍0
, (2.9)

where 𝑧0 is the distance between the lens and image plane and 𝑍0 is the distance between the lens
and object plane as defined in figure 2.2. The

The depth of focus 𝛿𝑍 of the camera is also dependent on the aperture size 𝑓#. The depth of focus
is illustrated in figure 2.3 and can be approximated, using the minimal image diffraction diameter as an
acceptable diameter of the geometric image, as ([Raffel et al., 2018])

𝛿𝑍 = 2 ⋅ 𝑓# ⋅ 𝑑diff
𝑀 + 1
𝑀2 = 4.88 ⋅ 𝜆 ⋅ 𝑓2# (1 +

1
𝑀)

2
(2.10)

Equation (2.10) shows that for a large depth of view, one wants to maximise the f-stop 𝑓#, i.e. decrease
the aperture diameter of the camera. On the other hand, increasing the aperture size, equation (2.8),
yields sharper particle images as 𝑑diff decreases. Increasing the aperture is also needed to ensure
sufficient light is captured from each individual particle. The trade-off between these factors is important
to consider for PIV and 3D LPT experiments ([Raffel et al., 2018]).

For particles which fall outside the region of focus, a blur is seen on the image plane. According to
Scarano [2012] the diameter of this blur spot 𝑑𝐵 can be approximated as

𝑑𝐵 ≈
𝜖𝑍 ⋅ 𝑀2

𝑓#
(2.11)

where 𝜖𝑍 is the distance between the object and the focal plane, shown in figure 2.2. This blur spot
diameter can further be use in a simplified expression for the normalized particle image diameter as
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Figure 2.4: Cross-like and linear imaging configurations of tomographic PIV systems based on four cameras. ([Scarano, 2012]).

([Scarano, 2012])

𝑑∗𝜏 = max
⎧

⎨
⎩
1,
√𝑑2geom + 𝑑diff2 + 𝑑2𝐵

Δ𝑝𝑥

⎫

⎬
⎭
, (2.12)

where 𝑑geom is the geometrical diameter of the particle. Scarano [2012] further gives an expression to
update equation (2.10) as the f-stop 𝑓# may be decreased to collect more light at the cost of a slight
acceptable blur:

𝑓# = min { 𝑀
1 +𝑀

√𝛿𝑍
4.88𝜆 ,

𝛿𝑍 ⋅ 𝑀2

4𝑑𝐵
} (2.13)

According to Schanz et al. [2012] the blur diameter 𝑑𝐵 may be increased and accounted for by using a
variable optical transfer function which reduces these optical distortions.

Typical camera configurations for both 3D PIV and LPT are shown in figure 2.4. The cameras are
positioned perpendicular to the illumination direction. Such configurations require a minimal depth of
focus and offer flexibility in the choice of aperture angle 𝛽, which is maximised between 40deg and
80deg ([Elsinga et al. [2006]]). As reported by Scarano [2012], the one-dimensional linear configura-
tion is 5% to 10% less accurate than the two-dimensional cross configuration. Such setups require
optical access for both the cameras and the light source, which often limits the application of PIV and
LPT. Schneiders et al. [2018] introduced a coaxial measurement configuration for use in volumetric
velocimetry. The compact setup reduces the optical access requirements to a single direction of sight,
at the cost of accuracy loss in the depth direction. This setup was then used to measure the near-wall
velocity over a cyclist ([Jux et al., 2018]).

Illumination
PIV experiments are frequently donewith lasers1 as a light source. Lasers provide a bundle of monochro-
matic light with high energy density, which can be shaped into a thin or thick light sheet through an
arrangement of optical lenses, such as a cylindrical diverging lens and a beam expander. The light
intensity in the volume is inversely proportional to the light sheet thickness, which is a major limitation
to upscale PIV measurements to larger volumes ([Scarano et al., 2015]).
1Lasers is an acronym for ”Light Amplification by Stimulated Emission of Radiation”
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Such limitations can be circumvented in various ways, such as special optical arrangement. Double-
pass andmulti-pass systems, shown in figure 2.5, can be employed to increase the gain factor as shown
by e.g. [Schröder et al., 2008], [Scarano and Poelma, 2009] and [Schröder et al., 2011]. Ghaemi and
Scarano [2010] showed that multi-pass systems can yield a gain factor 7 and 5 times larger compared
to, respectively, single- and double-pass systems.

Recently, the advancements of Light Emitting Diodes (LEDs) have made it a viable option for PIV
and LPT. One of the first demonstrations of LEDs used in volumetric velocimetry measurements is by
Kühn et al. [2011]. The non-coherent actually yields very favorable imaging properties for use in parti-
cle tracking methods. Schanz et al. [2019] also used LEDs to measure a turbulent boundary inside a
volume extending nearly 3m – the total volume size was 450L.

2.1.3. Data processing
Once the experiment has been set up correctly, an adequate seeding density is achieved and the digital
images have been acquired, the results will need to be post-processed to obtain the velocity field. The
images are often processed in various stages, of which the most common ones are discussed in this
subsection.

Volume self-calibration and optical transfer function
To improve the accuracy and even achieve sub-pixel accuracy for three-dimensional velocimetry, Wieneke
[2008] introduced the volume self-calibration (VSC)methodwhich was later improved ([Wieneke, 2018)].
VSC was created from the insight that tomo-PIV required calibrations that were sub-pixel-accurate
([Schröder and Schanz, 2023]). The self-calibration is accomplished using the particle images at a
lower seeding density without the model. The individual 2D particle peaks are determined in each
camera and the corresponding 3D position are found by matching and triangulation. The particle posi-
tions (𝑥𝑖,𝑦𝑖) on the plane of each camera 𝑖 are determined through an optimisation to obtain a best-fit
for the real location (𝑋, 𝑌, 𝑍), where minimisation of the sum of distances |(𝑥𝑖 , 𝑦𝑖)−(𝑥′𝑖 , 𝑦′𝑖)| is frequently
used. This distance is also termed the disparity 𝑑𝑖

𝑑𝑖 = (𝑑𝑖,𝑥 , 𝑑𝑖,𝑦) = (𝑥𝑖 , 𝑦𝑖) − (𝑥′𝑖 , 𝑦′𝑖). (2.14)

The disparity is then used to correct the mapping function𝑀𝑖(𝑋, 𝑌, 𝑍) obtained from the initial calibration
procedure as

𝑀′
𝑖 (𝑋, 𝑌, 𝑍) = 𝑀𝑖(𝑋, 𝑌, 𝑍) − 𝑑𝑖(𝑋, 𝑌, 𝑍). (2.15)

These disparity vectors are usually obtained by first subdividing the complete measurement volume into
𝑛𝑥 ⋅ 𝑛𝑦 ⋅ 𝑛𝑧 sub-volumes. The disparities of all particles lying inside a single sub-volume are plotted and

Figure 2.5: Sketch of the optical setup used by Schröder et al. [2008]] which enabled the optimal usage of the laser pulse
energy of only 21mJ per pulse for illumination of the PIV measurement volume at 4 and 5kHz.
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Figure 2.6: Summations of disparity maps over 1–16 recordings. ([Wieneke, 2008])

summed over all cameras over several images to improve the statistics. An example of the summed
disparity maps is showcased in figure 2.6. With the addition of the disparities of more triangulated
particles inside the sub-volume, an intensity peak becomes more pronounced, which corresponds to
the most probable disparity vector. The final results can optionally be smoothed and even be repeated
in an iterative manner. By fitting a Gaussian curve to the peak location, it is possible to achieve a
sub-pixel self-calibration.

This approach was later improved to suppress ghost particles and enable detection of larger dis-
parities ([Wieneke, 2018]). This enables the VSC method to be used without significantly decreasing
the seeding density beforehand. Michaelis et al. [2021] demonstrated a calibration correction using
non-parametric, 3D disparity fields. These were subsequently used to create correction fields for the
pinhole model and mapping methods employing polynomials.

Building upon the VSC method, Schanz et al. [2012] introduced non-uniform optical transfer func-
tions (OTFs). OTFs are used to map the 3D voxels to the corresponding camera pixels. These map-
pings had been homogeneous and uniform for the entire measurement volume and all cameras. This is
often an incorrect assumption due to astigmatic distortions. Non-uniform OTFs are utilized to account
for distortions per sub-volume and improve the voxel-pixel mapping accuracy.

The OTF routine is added to the VSC method as an additional processing step. When the individual
particles are identified, their shape is identified using a two-dimensional Gaussian peak-fitter to find the
parameters 𝑎, 𝑏, 𝑐 and 𝑝 of the weighting function

𝑊(𝑥, 𝑦) = 𝑝 ⋅ exp(−12 (
𝑥
𝑦)

𝑇
(𝑎 𝑏
𝑏 𝑐)(

𝑥
𝑦)) , (2.16)

where 𝑥 and 𝑦 are the pixel coordinates, 𝑎, 𝑏 and 𝑐 relate to the shape of the image and 𝑝 is the
peak height. This weighting is subsequently averaged over all particles inside a single sub-volume and
accounted for by the desired particle diameter. The result is a non-uniform OTF-map for all cameras
and all sub-volumes. This process is schematically shown for 2 cameras in figure 2.7.

Iterative particle reconstruction
In particle tracking velocimetry, the reconstructed particle positions are determined and tracked through
several image frames. Through tomographic reconstruction techniques particle densities could be in-
creased, but the accuracy was limited by the detection of 3D peaks and the high computational de-
mands of tomo-PIV – in the order of 10 min/snapshot when using 1 Mpx images ([Scarano et al.,
2021]). The introduction of the iterative particle reconstruction (IPR) method byWieneke [2012] allowed
a return to direct particle tracking at comparable seeding densities. The full IPR approach is shown
schematically in figure 2.8. The approach starts off by finding particles in the 2D-images and performing
3D-triangulation to determine the position in physical space. This triangulation often involves errors of
approximately 1px. These errors are reduced by optimising the 3D position and intensity of the trian-
gulated particles, shown in step 3. First, the projected intensity of all triangulated particles is subtracted
from the original image yielding a residual image for each camera 𝑖 using

𝐼𝑖res(𝑥𝑖 , 𝑦𝑖) = 𝐼𝑖orig(𝑥𝑖 , 𝑦𝑖) − 𝐼𝑖proj𝑥𝑖 , 𝑦𝑖), (2.17)

where the reprojected images of the particles are computed using a sum over all particles 𝑝 as

𝐼𝑖proj(𝑥𝑖 , 𝑦𝑖) =∑
𝑝
𝐼𝑖part(𝑥𝑖 , 𝑦𝑖 , 𝑝). (2.18)



14
2. Background information on particle-based volumetric velocimetry techniques and near-wall flow

measurements

Figure 2.7: Scheme of the OTF calibration. Two cameras are used to image the interrogation volume, divided into 8
subvolumes. The following steps can be identiftied. (1) The particles are sorted into their subvolumes. (2) The shape
parameters of all detected particles are determined by fitting Gaussian distributions. (3) The shape parameters are

subequently averaged over each subvolume. (4) The particles are corrected to fit a desired diameter, typically 2-3 pixels. (5)
The results of all subvolumes are combined to create the complete OTF-maps for all cameras. ([Schanz et al., 2012])

A particle-augmented residual image is then created by superimposing the residual image with the
projection of the intensity of a single particle, visualised in figure 2.9, given by

𝐼𝑖res+𝑝(𝑥𝑖 , 𝑦𝑖) = 𝐼𝑖res(𝑥𝑖 , 𝑦𝑖) + 𝐼𝑖part(𝑥𝑖 , 𝑦𝑖 , 𝑝) (2.19)

An optimisation approach is then employed to minimise the residual between the particle-augmented
residual image and the projection of a single particle’s intensity. The scheme optimises the coordinates
(𝑋′𝑝, 𝑌′𝑝, 𝑍′𝑝) of the particle along with its intensity 𝐼′𝑝 through the following residual:

𝑅 = ∑
𝑖,𝑥𝑖 ,𝑦𝑖

(𝐼𝑖res+𝑝(𝑥𝑖 , 𝑦𝑖) − 𝐼𝑖part(𝑥𝑖 , 𝑦𝑖 , 𝑋′𝑝, 𝑌′𝑝, 𝑍′𝑝, 𝐼′𝑝))
2

(2.20)

Remember that the physical particle position (𝑋𝑖 , 𝑌𝑖 , 𝑍𝑖) is mapped to the camera plane using the map-
ping function of equation (2.15). For a more detailed description on how the particle position and
intensity can be updated, the reader is referred to ([Wieneke, 2012]).
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When the triangulation has been optimised and weak particles are filtered out (step 4 in figure 2.8),
the residual images (following equation (2.17) are iteratively processed again. This process can be
repeated until no more new particles are detected. The IPR approach achieved more accurately re-
constructed particle positions up to source densities of 0.05ppp. Above this density, the fraction of
wrongly detected particles increased significantly ([Wieneke, 2012]). Later, Jahn et al. [2021] demon-
strated an improvement to the IPR method. They accomplished this by substituting the optimisation
approach to minimise the residual defined in equation (2.20). Instead they used derivatives of the
cost function, which allowed implementation of several different optimisation procedures such as the
steepest-descent method.

Shake-the-box
The STB algorithm is displayed schematically in figure 2.10. The temporal information is seized by
reversing the order of the reconstruction process. Instead of reconstructing the physical particle posi-
tions and, subsequently, matching them with the position in previous frames, the already reconstructed
particle trajectories are used to initialise an estimate for the particle’s position in the next time step.
The actual position of the particles is then determined from the initialisation by a process later called
”Shaking-the-particles” which was initially introduced by Wieneke [2012] and refers to the moving of
the particle position to optimise a residual, such as the one in equation (2.20). The complete approach
is outlined in this subsection ([Schröder and Schanz, 2023]), following figure 2.10.
1. (Pre-)Initialistation phase: Trajectories need to be initialised before they can be used in subse-

quent predictions. This is done using IPR ([Wieneke, 2012] or [Jahn et al., 2021]) over the first

Figure 2.8: Schematic showing the different steps in IPR. (1) Peaks are detected on the 2D images, which are used to (2)
triangulate the 3D positions of the particles in space. (3) These are then optimised by slightly moving the particle around in
space and (4) particles with an intensity which falls below the prescribed threshold are removed. (5) The particles and their

detected intensity are removed from the residual images. These are then iteratively processed until no more new particles are
detected. ([Schröder and Schanz, 2023])
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Figure 2.9: Schematic showcasing how adding the particle image shape is to the residual affects the fitting of the particle
position ([Wieneke, 2012])

𝑁init time steps, typically taken as 𝑁init = 4. Track candidates are identified in this initialisation
phase. Matches amongst the 𝑁init time steps can be determined in various manners such as
applying a search radius around the particle position or using a predictor (e.g. mean velocity field
measurements from other tools). The track candidates are checked for by applying velocity and

Figure 2.10: Schematic explaining the Shake-The-Box approach. First, particles are detected using IPR for a number of 𝑁init
time steps. When tracked consecutively, they are used to form particle tracks. These tracks are subsequently used as a prior
for the particle’s position in the next time step. This estimate is corrected using a ”shaking” approach similar to IPR. The

detected particles are subtracted from the images. New particle tracks are formed and old tracks of which the particles have
left the measurement domain are deleted. This is iteratively repeted until no more particles are detected. ([Schröder and

Schanz, 2023])
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acceleration thresholds and are passed to the box of tracked particles,
2. Prediction of next particle position: The track candidates can be used as predictors for the next

time step. The position at the time 𝑡𝑁init+1 can be extrapolated in different manners such as a
predictive Wiener filter ([Wiener, 1949]) or a polynomial fit, e.g. a Savitzky-Golay filter ([Savitzky
and Golay, 1964]). Schanz et al. [2016] reported that the Wiener filter provided more flexibility,
easier application and a better reliability of the particle position prediction.

3. Shaking the particles: The initial particle positions are updated in a similar approach as outlined by
Wieneke [2012] for IPR. The intensity of individual particles is re-projected onto residual images
for each camera. Subsequently, the residual of equation (2.20) is minimised to obtain the new
particle positions. The prediction of the particle position using trajectories are usually worse com-
pared to predictions obtained through direct triangulation as done in IPR ([Schröder and Schanz,
2023]), however, most particles can still be correctly shifted to the correct position.

4. Removing particles: The particles which have already been tracked are subtracted from the im-
ages. The particles whose intensities fall below a certain threshold are deleted and the trajectories
are stopped and removed from the system as to not be used in the next time step.

5. Identifying new particles: The remaining residual images contain particle candidates which can be
triangulated using (advanced) IPR. Since most particles have been algorithmically removed from
the measurement volume, the source density of the residual images is much lower benefitting
the IPR. Once particle candidates are tracked for a number of time steps (usually equal to 𝑁init),
the trajectory is added to the system and used as a predictor. Tracking new particles can be
done using a productor constructed from surrounding particle trajectories, by applying a Gaussian
weighted average of the velocities ([Schanz et al., 2016]).

6. Convergent phase: After a number of time steps the system is considered converged once the
number of tracked particles no longer changes significantly, and only particles which newly enter
the measurement volume need to be triangulated. Once this state is reached, almost all of the
other particles are accurately and correctly identified using the trajectories as predictors.

2.1.4. Post-processing volumetric velocimetry results
The volumetric velocimetry data can be used to detect Eulerian and, in the case of LPT, Lagrangian
flow structures for flow analyses. Vorticity detection parameters such as the Q-criterion and lambda2-
criterion can also be employed since the full three-dimensional velocity field is available. However,
the applications of the complete flow field are not limited to determination of flow structures. LPT
methods both provide a multitude of Lagrangian trajectories and a discretised velocity and acceleration
field for each time step – and even between them through continuous filtering ([Schröder and Schanz,
2023]). Such data richness enables determination of two-point statistics up to the accuracy of the
position determination ([Godbersen and Schröder, 2020]), which was previously limited by the imaging
diameter of the particle ([C. Kähler et al., 2012]).

Bin-averaging of Lagrangian Particle Tracking results
Ensemble averaging is commonly used to convert Lagrangian velocimetry data to an Eulerian reference
frame. An Eulerian reference frames permit solutions to be plotted from the perspective of the external
spectator, which is how data is fluid dynamics is typically visualised. General quantities of interest are,
amongst others, mean velocity (gradients), Reynolds stresses/fluctuations, strain rates and two-point
correlations. The classic Reynolds decomposition of the instantaneous velocity #»𝑢 is given by

#»𝑢(𝑥, 𝑦, 𝑧, 𝑡) = #»𝑢(𝑥, 𝑦, 𝑧) + #»𝑢 ′(𝑥, 𝑦, 𝑧, 𝑡), (2.21)

where
#»𝑢 is themean velocity field and #»𝑢′ represents the fluctuations. Note how themean is independent

of time 𝑡. The classical ensemble averaging approach defines bins in which all fitted particles are
averaged, allowing the recovery of turbulence statistics ([Kasagi and Nishino, 1991]). This is shown
schematically in figure 2.11 for rectangular bins, which displays three particle tracks (i., ii. and iii.)
passing through several bins at different time steps (𝑡1 - 𝑡4). All particles that fall inside a single bin are
collected and averaged to obtain

#»𝑢 . The top centre bin would for example use three particles, two from
track i. at times 𝑡2 and 𝑡3 and one from track ii. at time 𝑡1. The fluctuations

#»𝑢′ and turbulence statistics
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Figure 2.11: Schematic showing how particle tracks can pass through multiple bins at different times.

𝑢′𝑖𝑢′𝑗 can be readily determined.
It is also possible to apply weighting to the particles based on their position. For example Agüí and

Jiménez [1987] applied convolution with adaptive Gaussian windows to interpolate the tracers onto a
uniform Eulerian grid. A different approach was taken by Agüera et al. [2016] who utilised polynomial
fits inside bins based on the particle’s position. This relied on fitting a quadratic velocity function of the
form

𝑢𝑛 = 𝑎0+𝑎1Δ𝑥𝑛+𝑎2Δ𝑦𝑛+𝑎3Δ𝑧𝑛+𝑎4Δ𝑥2𝑛+𝑎5Δ𝑥𝑛Δ𝑦𝑛+𝑎6Δ𝑦2𝑛+𝑎7Δ𝑥𝑛Δ𝑧𝑛+𝑎8Δ𝑧2𝑛+𝑎9Δ𝑦𝑛Δ𝑧𝑛 , (2.22)

for each bin 𝑛, where Δ𝑥𝑛 , Δ𝑦𝑛 and Δ𝑧𝑛 are the distances to the grid point. This model fit is done for
each of the three velocity components 𝑢, 𝑣 and 𝑤. The reason to apply a polynomial fit over a top-hat
filter (simple mean) or a Gaussian filter was illustrated through the sources of error due to residual
velocity gradients, visually shown in figure 2.12. All three ”filters” are applied in a one-dimensional
problem. Given the right underlying functional, the polynomial fit is expected to yield the lowest residual
fit. This argument can be bolstered by Taylor’s theorem for approximation that any functional can be
approximated in the vicinity by a polynomial fit using its derivatives ([Taylor, 1715]).

Recently, functional binning approaches have been proposed to use the full information of particle
tracks, in the form of a parametric function over time, instead of the point-wise particle data ([God-
bersen and Schröder, 2020]). In this functional approach the bin is represented by the spatial weighting
function, part of which is dependent on the bin-dependent weighting

𝑤bin( #»𝑥 ) = 1
(2𝜋)𝑘/2√det (Σ)

⋅ exp(−12 (
#»𝑥 − #»𝜇 𝑇) Σ−1 ( #»𝑥 − #»𝜇 )) , (2.23)

Figure 2.12: The source of residual error due to top-hat filter, Gaussian filter and a polynomial fit. ([Agüera et al., 2016])



2.1. Particle Image Velocimetry and Lagrangian Particle Tracking 19

a probability density function of a multivariate Gaussian distribution with dimension 𝑘, centered at the
bin midpoint 𝜇 and the shape given by the co-variance matrix Σ. The choice of the co-variance matrix
can be varied to adaptively shape bins and the bin centers 𝜇 need not be placed in a regular grid
([Godbersen and Schröder, 2020]). An additional temporal track-dependent weighting function𝑤track(𝑡)
is multiplicatively added to the total weight function. This allows to introduce information on the quality
of the data along the track. The complete weighting function is given by

𝑤(𝑡) = 𝑤bin( #»𝑝(𝑡)) ⋅ 𝑤track(𝑡), (2.24)

where the track position is parameterised, #»𝑥 (𝑡) = #»𝑝(𝑡) = (𝑝𝑥(𝑡), 𝑝𝑦(𝑡), 𝑝𝑧(𝑡)). Finally, the mean
velocity

#    »𝑢bin inside a bin is weighted using all 𝑁 tracks following

#    »𝑢bin =
∑𝑁𝑛=1

#  »

𝑈𝑛𝑊𝑛

∑𝑁𝑛=1𝑊𝑛
=
∑𝑁𝑛=1 ∫

𝑡1
𝑡0

#»𝑢 𝑛(𝑡)𝑤𝑛(𝑡)dt
∑𝑁𝑛=1 ∫

𝑡1
𝑡0 𝑤𝑛(𝑡)dt

, (2.25)

where the velocity along a given track is given by #»𝑢 𝑛(𝑡).
To reduce the computational effort, a multi-stage filter process can be used to decrease the number

of tracks that need to be integrated. The example by Godbersen and Schröder [2020] is shown in figure
2.13. In the first step, the tracks with midpoints inside a vicinity are chosen. This neighbouring distance
is chosen generously as identification based on the midpoint will be an inaccurate approximation of the
track’s influence. In the second step, the minimum distance of the remaining tracks to the bin is then
found by analytically solving a cubic equation. When the track falls inside a threshold proportional to the
standard deviation, using the Gaussian bin weight function 𝑤bin of equation (2.23), the track contributes
to mean of the respective bin.

Pressure reconstruction from volumetric velocimetry data
Solving the (incompressible) momentum equation in classical fluid dynamics is generally complex (if not
impossible) as it includes four unknowns namely three velocity components 𝑢, 𝑣 and𝑤 and the pressure
field 𝑝, whilst being non-linear in the velocity components. However, the availability of velocity field
information has enlightened researchers to utilise the incompressible momentum equation, inputting
experimental results for the complex, non-linear terms and leaving only the gradient of the pressure as
an unknown:

∇𝑝 = −𝜌(𝜕
#»𝑢
𝜕𝑡 + [

#»𝑢 ⋅ ∇] #»𝑢 − 𝜈∇2 #»𝑢) or ∇𝑝 = −𝜌(D
#»𝑢

D𝑡 − 𝜈∇
2 #»𝑢) , (2.26)

where the left equation is the Eulerian form and the right equation the Lagrangian. This can also be
converted to a single elliptic partial differential equation for the pressure field 𝑝, known as the Poisson

Figure 2.13: The approach to functional binning of particle tracks. In the first filter, tracks with a midpoint very far away are
removed. In the second filter, the closest distance is computed and only the tracks which pass through the bin are chosen.

([Godbersen and Schröder, 2020])
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pressure equation by taking the divergence of equation (2.26) ([van Oudheusden, 2013]). This equation
is written in Eulerian form as:

∇2𝑝 = −𝜌∇ ⋅ ( #»𝑢 ⋅ ∇) #»𝑢 (2.27)

Note how all of the right-hand side terms in equations (2.26) & (2.27) are measured in tomo-PIV and 3D
LPT. The Lagrangian form of the pressure gradient could even be utilized along particle tracks with 3D
LPT. These equations can be used in both unsteady approaches and time-averaged when a Reynolds
decomposition is introduced with subsequent averaging. Early attempts to determine pressure from

PIV measurements focused on the Poisson equation of (2.27) in 2D. Gurka et al. [1999] applied a 2D
Reynolds averaged version of equation (2.27) on PIV measurements of a pipe flow with water and
a turbulent impinging jet flow. Instantaneous pressure computations of water waves from PIV were
performed by Jakobsen et al. [1997] and Jensen et al. [2001]. Pressure inferral from PIV was extended
by van Oudheusden [2008] to compressible flows which was validated with supersonic experimental
data.
A range of suitable approaches to determine the pressure field from velocimetry data has been demon-
strated ([van Gent et al., 2017]) to be suitable. The examples mentioned above solve the pressure
Poisson equation (2.27). Another class of methods use the pressure gradient of equation (2.26) and
integrate this along paths in the volume ([Liu and Katz, 2006]). The advantage of such an approach
is the use of Lagrangian flow information from STB data, which is typically of higher spatial resolution
([van Gent et al., 2017]).

The main obstacle in the path-integral approach is to minimise the accumulation of errors along the
path originating from spurious or under-resolved velocimetry data. An optimal path-choosing strategy
defines the paths such that the region of large error is reached at the end. An example of such regions
is near solid boundaries. This was implemented by Jux et al. [2020], who combined the approach with
LPT measurements of a full-scale cyclist to determine the pressure coefficient at the model’s surface.
They also simplified the integration approach by employing Bernoulli’s equation in regions of irrotational
flow.

2.1.5. Data assimilation techniques
Data assimilation (DA) describes the mathematical discipline of combining theoretical models with ex-
perimental observations. Originating from the field of Numerical Weather Prediction (NWP) measure-
ments of weather stations were combined with mathematical models to improve the reliability of weather
prediction tools ([Navon, 2009]). The nonlinearity of the initial-value problem required an accurate de-
termination of the initial conditions which explicitly take the dynamical evolution of the flow into account.
This was accomplished by assimilating real-world measurements in time into a the numerical model
([Talagrand, 1997]).

In regards to instantaneous velocimetry measurements. (VIC)+ ([Leroux et al., 2014] and [Schnei-
ders and Scarano, 2016]) is a well-established approach to improve both temporal and spatial resolu-
tion. VIC(+) is a variational data assimilation technique, which use an adjoint method to update a model
with measurement values. VIC+ uses the vortex-in-cell description ([Christiansen, 1973]) as the model
function, which is based on the inviscid, incompressible Navier-Stokes equations in terms of the vortic-
ity and using the material derivative of the velocity. This works well in conjunction with the Lagrangian
velocimetry technique, which directly determines this material derivative. The approach can improve
the spatial resolution by a factor 4 ([Schneiders and Scarano, 2016]) and the time super-sampling ap-
proach has shown to be able to resolve a jet case sampled below the Nyquist frequency ([Schneiders
et al., 2014]). Results of the VIC+ from Schneiders and Scarano are depicted here in figure 2.14. The
Q-contours of a jet flow in water are reconstructed using linear interpolation, VIC (cost function without
the term minimising D𝑢/D𝑡) and the full VIC+ method. The results clearly show how well VIC+ works.

Gesemann et al. [2016] proposed another optimisation method for time-resolved track-based re-
sults, i.e. from LPT. This method, termed FlowFit, use 3D B-splines to fit particle tracks by additionally
penalising high frequency components and nonzero divergences. These methods were later extended
to VIC# ([Jeon et al., 2018]) and VIC-TSA ([Scarano et al., 2022b]). The VIC# method implements
three additional sub-cost functions based on the continuity and incompressible Navier-Stokes (NS)
equations. Further, a multigrid method is proposed to accelerate the convergence and iteratively refine
the grid size. VIC-TSA aimed at including more time-dependent particle track information from other
time steps for the reconstruction at a single time step. This was done by performing the VIC+ approach
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Figure 2.14: Results of vorticity reconstruction using (left) linear interpolation, (middle) VIC without D𝑢/D𝑡 term and (right)
VIC+. ([Schneiders and Scarano, 2016])

for a set time interval. For a time 𝑡0 a number of sampled positions 𝑁𝑇 + 1 around 𝑡0. For the solution
at 𝑡0 the respective cost function was then minimised over all time steps inside the sample. A similar,
but simpler and computationally cheaper approach was taken by Jeon et al. [2019] and relied on the
Taylor hypothesis. Particle information from neighbouring time steps (e.g. 𝑡𝑘−1 and 𝑡𝑘+1) are projected
onto the current time step 𝑡𝑘 to increase the amount of available data. All methods have been show to
handle Reynolds numbers of order 𝒪(105) and can provide slight improvements at the cost of a higher
computational cost, higher complexity or more assumptions.

2.2. The boundary layer
This section outlines boundary layers in more depth and shortly explains common measurement tech-
niques for near-wall flow properties, such as wall-shear stress, boundary layer thickness, moment
thickness and shape factor. Section 2.2.1 reviews the description the boundary layer. The classical
boundary layer parameters are outlined in section 2.2.2.

2.2.1. Boundary layer description
The presence of a solid object imposing zero-velocity induces a boundary layer over the surface where
viscous effects dominate. For the incompressible flows discussed in this report, the characteristics of
the boundary layer depend largely on the Reynolds number, the type of flow, namely laminar, turbulent
or transitional. The Reynolds number defines the ratio of inertial forces to viscous forces and is given

Figure 2.15: Schematic description of the velocity profile near the wall in a turbulent boundary layer, showing the various layers
which exist at different scales.(recreated from [Ting, 2016])
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by

𝑅𝑒 = 𝜌 ⋅ 𝑈 ⋅ 𝐿
𝜇 , (2.28)

where 𝜌 is the density, 𝑈 is the characteristic velocity, 𝐿 is the characteristic length scale and 𝜇 is the
dynamic viscosity.

The classic velocity profile in a turbulent boundary layer is depicted in figure 2.15. The velocity
follows different ”laws” at different scales from the wall. Largely, the profile is divided into an inner layer
and an outer layer. Note that both the velocity and the wall-normal distance are non-dimensionalised
as

𝑧+ = 𝑧 ⋅ 𝑢𝜏
𝜈 and 𝑢+ = 𝑈

𝑢𝜏
, (2.29)

where 𝑧 is the wall-normal distance, 𝑢𝜏 is the friction velocity (or shear velocity), 𝜈 is the kinematic
viscosity and𝑈 is the velocity inside the boundary layer. In the following, 𝑧will always be used to indicate
the wall-normal direction. Inside the inner layer, in the log region, the profile follows a logarithmic law,
described as the law of the wall, here called the log-law ([Örlü and Vinuesa, 2020]). Very close to the
wall in the viscous sublayer, the non-dimensionalised velocity and wall-normal distance exhibit a linear
relation up to approximately 𝑧+ = 5. In between these layers, the two profiles overlap which is termed
the buffer layer.

2.2.2. Boundary layer parameters
Just as the velocity #»𝑢 can be Reynolds decomposed, the wall-shear-stress 𝜏 can also be decomposed
into a mean component 𝜏 and a fluctuating component 𝜏′

𝜏 = 𝜏 + 𝜏′. (2.30)

The wall-shear-stress components are defined using the Reynolds decomposed velocity as

𝜏 = 𝜇 𝜕u𝜕n |𝑤
and 𝜏′ = 𝜇 𝜕u

′

𝜕n |𝑤
, (2.31)

where the subscript 𝑤 denotes that the the wall-normal gradient is evaluated at the wall. The skin
friction can also be inferred from the velocity profile instead of the velocity gradient. If measurements
are available inside the viscous sublayer, it is possible to directly determine the wall-shear stress due
to the linearity between 𝑦+ and 𝑢+ as given by equation (2.29). For a simple 1m flat plate flow at
𝑅𝑒 = 10, 000, this would already yield a viscous sublayer size of 1mm which is typically a limitation for
most experimental techniques. A common other approach is the assumption of wall models, such as
the Clauser chart/plot method ([Clauser, 1954]). This approach relies on fitting the logarithmic law of
equation (2.32) to the measured velocity in the buffer layer:

𝑢+ = 1
𝜅 ln (𝑦

+) + 𝐵, (2.32)

where 𝜅 is the von Kármán coefficient and 𝐵 is the log-law intercept. Typically, constant values of the
von Kármán coefficient and log-law intercept are assumed. That approach is often contested due to
the variation of the constants in literature and the subjectivity in defining the limits of the log region
([Tavoularis, 2005]).

The boundary layer is traditionally characterised by the boundary layer thickness 𝛿∗, the momentum
thickness 𝜃 and the shape factor 𝐻, defined as

𝛿∗ = ∫
∞

0
(1 − 𝜌𝑢

𝜌∞𝑢∞
)d𝑦, (2.33)

𝜃 = ∫
∞

0

𝜌𝑢
𝜌∞𝑢∞

(1 − 𝑢
𝑢∞
)d𝑦, and

𝐻 = 𝛿∗
𝜃 , (2.34)

where the subscript ∞ denotes a parameter in the free-stream. These are important parameters when
quantitatively comparing different boundary layer flows or investigating the dynamical state of the flow,
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i.e. laminar, transitional or turbulent. For incompressible flows (𝜌 is constant), the density drops out
of the equations and only information on the velocity profile is required. Unlike wall-shear-stress mea-
surements, however, determining the boundary layer parameters requires complete information on the
velocity variation throughout the boundary layer.

2.3. Object registration
In a recent publication, Hendriksen [2024] demonstrated an approach to register objects in (large-scale)
3D-PIV experiments, where the velocity field and object position are obtained using the same set of
cameras. The objective was to enhance the Shake-The-Box algorithm by including the distribution of
the camera coverage rank 𝑅𝐶 which requires information on the model position. 𝑅𝐶 is defined as the
number of cameras having optical access to a specific region of the measurement volume, which can
be obtained through a ray-casting approach. These 𝑅𝐶 maps provide information on which camera can
physically detect a particle in which region.

An additional benefit of this approach is accurate information on the object position. Since the
wall-position is of significant importance for wall-shear-stress estimates ([Titchener et al., 2015]), this
development opens the door towards near-wall surface fluid dynamic evaluations with large-scale PIV.
The representation space of the model is referred to as the model domain Ωℳ. The model geometry
is provided through a digital computer-aided design (CAD) model. The goal of the object registration
is to seek a transformation matrix ℳTℱ that aligns the coordinate system of Ωℳ with the coordinate
system of the fluid domain Ωℱ, ℳTℱ ∶ Ωℳ → Ωℱ. In other words, to place the CAD model in the correct
position with respect to the fluid measurements. More detailed information on the data representation
of the CAD model is available in appendix C.

The experimental process is denoted in subsection 2.3.1. Different approaches can be used to
mark the surface, but the point-to-surface based registration is included here. This approach does
not require adapting the physical model to include surface markers at predetermined positions. The
procedure is explained in subsection 2.3.2. Lastly, the uncertainty of the object registration and its
relation to uncertainty on boundary layer parameters is included in subsection 2.3.3.

2.3.1. Experimental process
The object registration relies on fitting a set of physical measurement points which represent the outer
surface of the model to the CAD model. The process of obtaining the physical measurements points is
referred to as surface marking. Several approaches to surface marking are compared by Hendriksen
[2024]:

1. Incorporated markers; a set of markers are integrated into the model, such that these are individ-
ually distinguishable.

2. Single laser-beam pointer; a low-power laser pointer is employed to optically mark a single point
on the model.

3. Multi-point laser beam pointer; a low-power laser pointer is equipped with an optical pattern mod-
ule to split the laser beam into multiple points marking the model.

Figure 2.16 shows the point cloud results of each of the three surface marking approaches applied to
a scaled cyclist model.

The point reflections are triangulated using the IPR method by Wieneke [2012]. To overcome the
issue that not all cameras have optical access to the same set of markers, markers are registered with
partitioned groups of the cameras ([Hysa et al., 2023]). Groups of three cameras can be used at low
densities of the marker points, such as with approach 1. and 3., whereas partitions of two cameras can
be used for single point reconstructions.

2.3.2. Point-to-surface based object registration
The surface marking approach returns a point cloud which represents a point-wise discretisation of the
physical model’s surface. The registration algorithm must ensure a robust an accurate fitting of the dig-
ital CAD model to this point cloud, shown for a cube in figure 2.17. Hendriksen [2024] shortly describes
and implements point-to-point registration and point-to-plane registration, which are variations of the
iterative closest point (ICP) algorithm ([Rusinkiewicz and Levoy, 2001]). A point-to-plane registration is
most applicable in the general case with static, non-moving models as it does not require the integration
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of surface markers into both the digital CAD model and corresponding physical model. Therefore, this
method of registration is shortly outlined here and further discussed in section 5.4.

Given that the model geometry is known a priori, the output is a transformation matrix (rotation and
translation), which moves the CAD closest to all points. A registration is typically started with an initial
guess to bring the source close enough to the target. Then, the registration process commences which
consists of six stages:

1. Selection, where the sets of points to be matched are defined.

2. Matching, where the points in the source set are linked to the points in the target set.

3. Weighting, where each point-pair is given a corresponding weight.

4. Rejecting, where certain point-pairs are not considered to partake in the matching.

5. Objective function computing, which quantifies the mismatch between the source and the target.

6. Minimising, where a transformation matrix T is sought such that the objective function is min-
imised.

The ICPmethods considered here is the point-to-plane registration. In both cases the source points are
the triangulated measurement points, whereas the target is the CAD-model. Note that once a transfor-
mation from the source to the target is found, this can be inverted to obtain the reverse transformation.
The Selection step determines which source and target points are used. The target point set is selected
by projecting the source point onto the CAD model. The selection of the source points will include all
of the available measurement points, with large outliers removed.

Matching the points in both source and target is not a needed step for the point-to-plane approach.
Similarly, no additional weighting is given to certain points in the source mesh. Points in the source
mesh are rejected based on a threshold search radius. The objective function is defined as follows:

𝜖(T) = ∑
s,t∈𝒦

([Ts− t] ⋅ dn)
2 (2.35)

The error in equation (2.35) is minimised iteratively, where at step 𝑘 a set of corresponding points is
generated using the transformation matrix T𝑘−1 and a new transformation T𝑘 is found which minimises
𝜖(𝒯𝓀). This process is repeated until the difference in the error metric between 𝑘 − 1 and 𝑘 falls below
a certain threshold. The resulting transformation matrix includes both a translation and rotation of the
source points to match the target points.

2.3.3. Uncertainty of the registration
The uncertainty in registration is a significant aspect to consider when calculating the wall-shear-
stresses and boundary layer parameters owing to the propagation of errors. As stated by Titchener
et al. [2015] the errors 𝜖 on the displacement thickness 𝛿∗, momentum thickness 𝜃 and shape factor 𝐻

Figure 2.16: Reconstructed surface markers from a. integrated reflective markers, b. single laser pointer and c. a laser pointer
with optical pattern module. The CAD model is shown in d. [Reprint from Hendriksen, 2024]
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Figure 2.17: Example of object registration which corrects an initial position of the cube to fitting it to the red surface markers.

for attached turbulent boundary layers approximately follow:

𝜖𝛿∗ = 5.9 ⋅
Δ𝑦0
𝛿 (2.36)

𝜖𝜃 = 1.3 ⋅
Δ𝑦0
𝛿 (2.37)

𝜖𝐻 = 4.5 ⋅
Δ𝑦0
𝛿 (2.38)

Placing that into perspective, to achieve an error of less than 5% on calculating the displacement
thickness for a boundary layer that is 20mm thick, the uncertainty of the wall position must be within
0.17mm. For the momentum thickness this must be within 0.77mm and for the shape factor 0.22mm.
Naturally, this scales with the size of the boundary layer and these estimates are valid for attached
turbulent boundary layers, which exhibit a steep gradient at the wall.

The uncertainty of the object registration is given by the mean absolute distance, 𝛿s,t, defined as
the mean distance between the triangulated source points s and their projection on the target CAD
model t. The results of the experiment exhibit an uncertainty in the order of 𝒪(10−1mm) for models
of 𝒪(102mm), amounting sub-1% accuracy on the position. The true effect of wall position offset
on the object registration will vary over the model due to the dependence on not only the boundary
layer thickness, but also the flow regime. For example, the flow around the cube consists of several
separation and reattachment points, where new boundary layers are formed locally.
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Literature survey on near-wall flows of

generic 3D objects

Particle image velocimetry (PIV) and Lagrangian particle tracking (LPT) have matured into the pre-
ferred method for turbulent volumetric measurements ([Raffel et al., 2018]). Both techniques have
demonstrated the capability to survey the three-dimensional characteristics of turbulent flows. Recent
advancements have proposed the use of these volumetric velocimetry techniques to infer the surface
pressure distribution on generic objects. Coupled with the rich availability of volumetric data ([Schröder
and Schanz, 2023]) and developments to more accurately determine model positions relative to the
vector positions of the fluid velocity field ([Hendriksen, 2024]), this motivates a study on inferring near-
surface fluid dynamics using PIV and LPT.

To define the gap in research, recent literature is reviewed in this chapter, focused on near-wall flows
around 3D objects. The goal is to formulate a research objective and divide it into research questions,
which are tackled in the remainder of this thesis report. As a starting point, endeavours using direct
methods for surface flows are reviewed in section 3.1. Firstly, common approaches to near-wall flow
measurements are reviewed in section 3.1. Next, the volumetric velocimetry techniques, tomographic
PIV (tomo-PIV) and three-dimensional LPT (3D LPT), and their applications to near-surface flows are
reviewed in section 3.2. Then, to understand how fluid measurements and physical boundaries are
merged in numerical schemes and the endeavours with data assimilation, section 3.3 evaluates the
field of data assimilation with a focus on the implementation of boundary conditions. Lastly, the re-
search objective is stated in section 3.4. This section also contains the research questions which are
derived from the objective.

3.1. Direct measurements of near-wall flows
The wall-tangential skin friction and the wall-normal pressure are the only two sources that nature can
use to communicate aerodynamic forces and moments ([Anderson, 2017]). Measuring the distribution
of both quantities over objects is vital in most (industrial) applications. Subsection 2.1.4 showed that
the wall-pressure could be reconstructed using PIV or LPT. Now, what remains is how the skin friction
can be determined.

This section reviews direct measurement techniques for near-wall flows with a focus on wall-shear
stress. Direct techniques are often favoured over indirect techniques as they require less assumptions
on the wall-shear stress relations [Örlü and Vinuesa, 2020]. The two most common approaches are oil
flow interferometry and floating elements [Vinuesa and Örlü, 2017]. Firstly, the oil film approach is dis-
cussed in subsection 3.1.1. Subsection 3.1.2 then reviews literature which employs floating elements.

27
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Figure 3.1: Example of how an oil drop develops to for a film, which indicates the interferometric pattern that can be used to
determine the thickness. The images progress in time from left to right and the flow comes in from the bottom. [Örlü et al., 2010]

3.1.1. Oil Film interferometry
Oil flow interferometry (OFI) is one of the few techniques which directly measure time-averaged skin
friction. It was originally proposed by Tanner and Blows [1976] and was later adopted for wall-bounded
turbulence research [Monson et al., 1993]. One or more drops of oil are placed on a surface, which gets
displaced by the incoming flow. The oil drop is stretched and forms a thin film which is typically several
wavelengths of light thick. The thickness of the oil film and the wall-shear-stress can be correlated
using an interferometric pattern, for example shown in figure 3.1. Monochromatic light is shone on the
film which gets reflected by the surface of the oil and by the bottom wall. The height of the film at the
𝑘th fringe is given by [Fernholz et al., 1996]

ℎ𝑘 = ℎ0 + 𝑘Δℎ, with Δℎ =
𝜆

2√[𝑛2 − sin2 𝛼]
, (3.1)

(a) (b)

Figure 3.2: Two OFI measurement setups varying from very simple (a) using only a light box to very complex (b) where the
wind tunnel walls have been painted white to increase light reflection [Driver, 2003].
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where ℎ0 is the height of the first fringe at the edge of the film, where the drops starts, Δℎ is the differ-
ence in height between consecutive fringes, 𝜆 is the wavelength of the monochromatic light, 𝑛 denotes
the refractive index and 𝛼 is the viewing angle of the observer. The slope of the oil film can be used
to determine the wall-shear stress from the development of the film height over time, while also ac-
counting for effects such as pressure gradients, surface tension and gravity [[Fernholz et al., 1996]].
Driver [2003] reviewed several approaches that make use of OFI and applied these to models in large
wind tunnels from NASA. Some of these setups are shown in figure 3.2, ranging from a compact setup
using only a light box and a small illuminated region, subfigure 3.2a, to a large setup where the walls of
the wind tunnel test section were painted white, subfigure 3.2b. The technique required minimal setup
experience and costs and attained accurate measurements with errors less than 5%, though one of
the major drawbacks was the productivity of the techniques.

In recent times, the accuracy of OFI has been improved. Vinuesa et al. [2014] applied OFI to mea-
sure skin frictions of a turbulent channel flow at a friction Reynolds number up to Re𝜏 = 900 to assess
the developing flow. They estimated the uncertainties of the friction velocity and wall shear stress to
be respectively 0.58% and 0.85%. Further understanding of the technique was given by Segalini et al.
[2015]. They provide a detailed analysis of perturbation effects on the different boundary layer regions
caused by an oil film to establish corrections to the classical OFI interferometry method. They conclude
that the accuracy of OFI with their proposed corrections for determining the friction velocity is similarly
around 1%.

OFI is the method of choice for measuring mean wall-shear-stress, but it can not be used to de-
termine the instantaneous wall-shear stress. And even though corrections have been proposed, the
nature of the technique means that OFI is still affected by curvature of the surface, surface tension of
the oil, the pressure gradient and gravity [Squire, 1961]. It would therefore be infeasible to apply this
technique to highly curved surfaces or even inverted surfaces. And since the film must be captured by
a camera, the method still requires optical access.

3.1.2. Floating elements
In experimental aerodynamics, floating elements (FE) have become a vital tool for measuring wall-
shear stresses and skin friction. These devices consist of small, isolated sections of a surface that
are allowed to ”float” or move in response to shear forces exerted by the fluid flow. By measuring the
displacement or force on these elements, one can directly quantify the wall-shear stress [Vinuesa and
Örlü, 2017]. A skectch of a floating element is depicted in figure 3.3. Floating elements have been
used since the early 1900s [Kempf, 1929] and are still used today.

Recent advancements have significantly improved the sensitivity and accuracy of floating elements.
The design by Ferreira et al. [2018] for example is capable of accurately measuring rough-wall bound-
ary layer flows. They demonstrated an accuracy to within 2% of comparable hot-wire anemometry
measurements. This was later extended to improve the accuracy of FE in low speed boundary layer
flows using an analytical model [Aguiar Ferreira et al., 2024].

Typically, larger FE are desired as these yield a higher signal-to-noise ratio [Örlü and Vinuesa, 2020]
and are therefore more suited to measurements of the atmospheric boundary layer. A recent work by
Baars et al. [2016] assessed the accuracy of modern FE devices and found good agreement with the-
ory for the case of a 3x1m device. Nonetheless, recent works have attempted to decrease the size of
FE devices ([Naughton and Sheplak, 2002]), classified as microelectromechanical systems (MEMS).
If such a device would ever reach the accuracy of OFI, it could become extremely versatile as it can
be essentially incorporated in any surface without any need of for example optical access. However,
unless millions of miniature MEMS were to be used Floating elements could also not ever reach a point
where they could measure the complete skin friction distribution around a generic object such as a

Figure 3.3: Sketch of a floating element balance Vinuesa and Örlü, 2017
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(a) (b)

Figure 3.4: Results showing (A) mean velocity profile and (b) Reynolds stress profile inside a flat plate boundary layer obtained
via planar PIV and tomographic PIV [Kempaiah et al., 2020].

cyclist.

3.2. Near-wall flowswith particle image velocimetry and Lagrangian
particle tracking

Section 3.1 reviewed the techniques for wall-shear stress measurements in the form of OFI and float-
ing elements. Another category of measurement techniques for wall-shear stresses are the indirect
methods. These rely on the relation between velocity and wall-shear stress, given by equation (2.31).
PIV and LPT are herein considered as several works have already demonstrated the use of volumetric
measurement techniques to near-surface flows.

This section reviews the works that employ tomo-PIV and 3D LPT for near-surface flows to de-
termine the state-of-the-art. Most work has focused on (semi-)flat plate boundary layers and these
are discussed in subsection 3.2.1. Few works have been presented which attempt to broaden the
perspective to complete objects and these are reviewed in subsection 3.2.2.

3.2.1. Flat plate flows
Particle image and tracking velocimetry can yield high resolution velocity measurements, from which
the wall-shear stress can be directly determined. As explained in section 2.2, this requires that the

Figure 3.5: Plots of the instantaneous streamwise velocity with iso-surfaces of ejection events (parameterised as 𝑢′𝑣′ < 0) for
(left) the stationary plate and (right) the oscillating plate, as reported by Scarano et al. [2022a].
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Figure 3.6: Exemplary snapshot of STB evaluation in the turbulent boundary layer of an adverse pressure gradient flow at
free-stream velocity of 14m s−1. (Reproduced from [Schanz et al., 2019]

scale of the PIV-experiment is compatible with the scale of the viscous sublayer such that velocity
can be measured up to the viscous sublayer [C. J. Kähler, 2004]. For example, the results in figure
3.4 are excellent illustrations by Kempaiah et al. [2020] (see also [Scarano et al., 2022a]) of how PIV
measurements can be used to directly obtain the wall shear stress. A light sheet was placed per-
pendicular to the wall, such that the velocity along the wall-normal coordinate could be measured in
a single plane/. The non-dimensionalised velocity 𝑈+ is then plotted against the non-dimensionalised
wall-normal coordinate 𝑦+. Note how in the current thesis report, the 𝑧−coordinate is used to denote
the wall-normal direction. Planar PIV measurements are available up to 𝑦+ = 1, which is well inside
the viscous sublayer (i.e. 𝑦+ < 5). A linear relation exists between 𝑢+ and 𝑦+ using equation (2.29) as

𝑢+ = 𝑦+ or 𝑈𝑢𝜏
= 𝑧 ⋅ 𝑢𝜏

𝜈 . (3.2)

Figure 3.7: Mean velocity profiles and Reynolds stress profiles in a turbulent boundary layer after binning multi-pulse STB
results, compared against results from planar PIV, at edge velocity of 𝑈𝑒 = 35m s−1. [Schröder et al., 2018]
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The measurements can be used directly to determine the friction velocity 𝑢𝜏. 𝑢𝜏 can in turn be used to
determine the wall-shear stress via [White, 2006]

𝜏𝑤 = 𝑢2𝜏 ⋅ 𝜌. (3.3)

The results of Kempaiah et al. [2020] also highlight how tomo-PIV suffers more from light reflections
and reduction of light intensity than two-component planar PIV. Results were obtained within the log-
layer region of the flow, which still agrees well with the results from planar PIV. The measurement
volume was 7×6×0.6 cm3 and a vector spacing of 0.25mm was achieved using an overlap of 75%.
This yielded velocity measurements in the buffer layer (𝑦+ = 20 − 70) of the boundary layer. Due to
the low resolution the authors resorted to planar PIV to determine the skin friction and used the tomo-
PIV results for vorticity analysis. As displayed in figure 3.5, the tomo-PIV investigation did visualise
the instantaneous streamwise velocity and iso-surface of ejection events for both a stationary and
oscillating plate surface, providing valuable insight into the effect that oscillating walls have on the
near-surface fluid structures. When it comes to near-wall resulotion, the dynamic spatial range (DSR)
may actually be improved by particle tracking techniques compared to correlation-based techniques
since a large number of particles need to be captured at a single time for a reliable correlation [C. J.
Kähler et al., 2012].

The advent of 3D LPT has lead Schröder et al. [2018] to investigate the turbulent boundary layer
using regular and multi-pulse STB. The authors chose to utilise DHES particles with a mean diameter
of 1µm. They implemented specialised wall-seeding devices to introduce significantly more particles
near the walls and achieved high resolution velocity and turbulence statistics data up to the wall in
several unconnnected regions. The particles were tracked in small volumes which mainly extended
along the wall-normal direction. They adapted the multi-pulse STB approach [Novara et al., 2019],
which allowed creating bins with very high wall-normal resolution, 0.07mm or 2px or about 5 viscous
units. Results of their experiment are included here in figure 3.7. Velocity is obtained. This result
may have been expanded to determine skin friction distributions, for example by fitting wall models
[Rodriguez et al., 2015]. However, only velocity profiles are reported.

In a similar manner Schanz et al. [2019] measured the turbulent boundary layer flow of a sequentially
zero-pressure, favourable and adverse pressure gradient. They used HFSB with a mean diameter of
300µm in a single measurement volume of 450L spanning up to 3m. Schanz et al. tracked hundreds
of thousands bubbles over the length of the measurement volume which are shown in figure 3.6. The
results showed large-scale turbulent structures in the outer turbulent boundary layer region and even
medium-scale structures were resolved. However, close to the wall the undersampling of flow gradients
due to relatively large observation space and bubble diameters was apparent and the small scales could
not be resolved.

3.2.2. Near-wall flows around generic objects
The examples outlined above demonstrate the applicability of PIV and in particular LPT to investigate
near-wall solutions. The requirement of optical access and adequate lighting, however, often limit
the application of near-wall PIV to flat plate boundary layers, with occasionally a minor adverse or
favourable pressure gradient. However, several works have afforded the same problem of applying
near-wall PIV to generic objects. One such example is by Drouin et al. [2002], who applied near-wall
planar PIV to the rear of an Ahmed body. This is possible since an Ahmed body has planar surfaces
at the rear and light sheets could be oriented tangentially. Similarly, Depardon et al. [2005] used near-
wall PIV to determine the velocity distribution very close to the walls of a surface-mounted cube using
parallel light sheets. Results of the velocity magnitude and skin friction lines (partly using oil flows) are
shown in figures 3.8 and 3.9, respectively. The velocity was measured at a distance of 0.5mm (0.8%
of the cube height) from the walls. They demonstrated that these near-wall velocity streamlines can be
used to infer the skin friction lines, though this approach was only used to infer skin friction topologies,
not magnitude distributions.
A data-rich example showcasing the full extent of 3D LPT with STB and multi-pulse STB was orches-
trated by Schröder et al. [2020]. They used seven high-speed cameras to capture the 3D velocity field
around a cube of 1 cm3 mounted to a flat surface gathering up to 55,000 images. This experiment
was performed inside a water tunnel at inflow velocities up to 0.8m/s yielding a Reynolds number of
approximately 8 × 103 based on the cube length scale. The striking experimental results are in part
due to the high temporal and spatial resolution that was achieved, showcasing a state-of-the-art im-
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plementation of 3D LPT. Such an experiment is, however, extraordinary and, in most cases, simply
unattainable. The regions occluded by the cube were marked by hand to define the particle search
area for each camera, which is only possible due to the simple geometry. Schröder et al. do obtain
velocity information well within the viscous sublayer, but they do not provide any indication on the wall-
shear-stress and only comment ”For this specific case [..] the displayed flow structure at the wall is
a good and direct approximation of the mean skin friction velocity vector distribution. [..] Access to a
direct estimation of the surface drag based on the flow field around an obstacle is considered a very
interesting novelty for aerodynamic investigations.” [Schröder et al., 2020].

Lastly, the results by Jux et al. [2020] are highlighted, using what has been termed ”robotic PIV”1.
The flow around a full-scale cyclist was measured using the co-axial volumetric velocimetry configura-
tion proposed by Schneiders et al. [2018] and a robotic arm. Jux et al. subsequently used the velocity
measurements and the pressure gradient-path integral approach to determine time-averaged wall pres-
sures on the surface of the cyclist. However, the results of interest here are from an earlier publication
[Jux et al., 2018], where they used the same dataset determine the near-surface time-averaged ve-
locity field around the cyclist, displayed in figure 3.11. The authors first created a dilated, offset mesh
from the contour of the cyclist. Due to the high availability of data up to the model and relatively small
bins, only a small dilation of 5mm or 0.5% of the characteristic model length scale was needed. This
brought the velocity contour inside the domain of binned data points and it could be interpolated onto
the dilated mesh. The authors were thereby able to display near-surface velocity streamlines around a
generic cyclist body. This approach is thus seen as the state-of-the-art and will be the starting point of
comparison for the proposed family of methods. Therefore, more attention is given to this approach in
section 5.1. The near-surface velocity streamlines provide an indication of the skin friction lines, akin
to the results of Drouin et al. [2002] and Depardon et al. [2005]. Schneiders et al. [2018] went one step
further with these results and displayed the skin friction topology around different parts of the cyclist.
For example, the topology at the lower back of the cyclist is included in figure 3.12. They identified
critical points, such as nodes, spiral and saddle points. However, as was the case with the results by
Depardon et al. [2005], the step to the wall-shear stress had not been taken. This may have been due

Figure 3.8: Results of the near-wall PIV measurement
by Depardon et al. [2005] with velocities obtained at
0.5mm (0.8% of the cube height) from the walls.

Figure 3.9: Skin friction topology inferred from oil flow visualisation
and near-wall PIV at high Reynolds numbers. Critical points are
indicated, with green indicating saddle points, purples indicating

nodes and red a focus. ([Depardon et al., 2005])

1Note that in reality this is a particle tracking approach, so robotic PTV or LPT would have been more applicable.
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Figure 3.10: Example results of the three-dimensional flow around a surface-mounted cube. (see [Schröder and Schanz,
2023], reformatted from [Schröder et al., 2020].

to the lack of an accurate model position estimate. A problem that can now be resolved with the object
registration method of Hendriksen [2024].

Figure 3.11: Near-surface velocity streamlines plotted on a dilated surface of the cyclist, along with contours showing the
velocity magnitude by Jux et al. [2018].
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Figure 3.12: Near-surface velocity contour overlayed with skin friction topology at the lower back of a cyclist. [Schneiders et al.,
2018].

3.3. Applying data assimilation to near-wall PIV and LPT
Reviewing current implementations of DA approaches can provide insight into how experimental data
is generally combined with numerical models. DA is applied in either one of the following two similar
goals; (1) improving numerical simulations by introducing real-world measurements or (2) improving
measurement accuracy and resolution by introducing numerical models. The latter goal can be consid-
ered as a model-informed interpolation. With regards to 3D LPT, DA has been successfully utilised to
improve the temporal and spatial resolution of instantaneousmeasurements ([Schneiders and Scarano,
2016] and [Gesemann et al., 2016).

There exist two main types of DA methods mentioned throughout literature ([Talagrand, 1997] and
[Hayase, 2015b]), sequential DAmethods and variational DAmethods. Though sequential DAmethods
have seen much use in other fields, when it comes to PIV and LPT, most approaches have employed
variational methods. Therefore, these are primarily covered in subsection 3.3.1. The incorporation of
boundary conditions is reviewed in subsection 3.3.2 which is essential in the context of near-surface
fluid dynamics.

3.3.1. Data assimilation approaches
There are two main types of DA methods mentioned throughout literature:

• Sequential methods, divided into statistical and state observer methods. Examples of statistical
methods are Optimal Interpolation (OI), Kalman filters (KF), ensmble Kalman filters (enKF) and
particle filters (PF).

• Variational (non-sequential) methods, particularly three-dimensional (3D-VAR) and four-
dimensional (4DVar) variational methods.

The advent of data assimilation techniques with PIV and LPT has risen since the last decade. As of
now, most works seem to favour the variational approach over the sequential. Sequential DA methods
perform assimilation in a serial manner, iteratively stepping the solution to the next value. The core
assumption is that the state of a system 𝜓( #»𝑥 𝑘) at time 𝑡𝑘 only depends on the previous state of the
system 𝜓( #»𝑥 𝑘−1) and the observations #»𝑦 𝑘 only depend on the state 𝜓( #»𝑥 𝑘) ([Bertino et al., 2003]). Se-
quential DA methods are further divided into statistical methods and state observer methods. Deng
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Figure 3.13: Example results of the state-observer implemented into a 3D RANS model for the flow around a simplified car
mirror by Saredi et al. [2021]. The left column shows the contours of the proportional feedback, whereas the right column

shows the results of the proportional-integral feedback term. All plots are overlayed with the reference data.

et al. [2018] made use of the ensemble Kalman filter ([Evensen, 1994]) to assimilate local measure-
ment data into Reynolds-averaged Navier-Stokes (RANS) models. They compared the EnKF with four
different turbulence models, the Spalart and Allmaras (SA, [Spalart and Allmaras, 1994]), 𝜅−𝜖 ([Laun-
der and Spalding, 1974]), 𝜅 − 𝜔 ([Wilcox, 1988]) and the shear stress transport (SST, [Menter, 1994])
models. The measurement data was obtained from planar PIV at 𝑅𝑒 =6000 for a jet flow and different
subsamples of the measurements were assimilated and compared against each other.

Early examples in literature on state-observers can be found from [Hayase, 2015a], though few are
validated/applied to PIV measurements. An example using PIV is given by Yamagata et al. [2008] at a
Reynolds number of 1200, using a body force term in the 2D RANS equations. They investigated the
effect of the feedback data rate by changing the feedback frequency and the feedback area (the per-
centage of measured data which is assimilated). Saredi et al. [2021] introduced a state-observer into
the 3D-RANS equations. The goal was to improve the accuracy of RANS-based CFD simulations for
unsteady flows at high Reynolds numbers. Two feedback control laws were compared using the flow
around a simplified car mirror, one with a proportional feedback and one with a proportional-integrated
feedback. Some results are shown in figure 3.13. The result showed that the assimilated measure-
ment results are largely advected by the flow and a high density of measurement points is required to
significantly affect to solution in regions where advection dominates.

Variational DA methods have been extensively used with PIV and LPT. Most well-known examples
are VIC and its variations which have been introduced in subsection 2.1.5. These do not follow a se-
quential approach, but are known as an adjoint method ([Talagrand and Courtier, 1987]). The principal
is to adjust one global model solution towards the available observations, using both past and future
information. A scalar, the cost function, is defined which defines the distance between the solution and
the observations. The goal is to find the solution which minimises this scalar, i.e. the distance. This is
known as a ’constrained variational’ problem, where the unknowns (e.g. velocity or pressure) should
minimise the scalar, while simultaneously adhering to a given set of constraints (e.g. the incompress-
ible Navier-Stokes equations) ([Talagrand and Courtier, 1987]). The constraints can be introduced into
the optimisation through Lagrangian multipliers ([Bertsekas, 1996]). The gradient of this Lagrangian
can be used to iteratively minimise the cost function. This gradient is known as the adjoint equation.
Typically conjugate-gradient or quasi-Newton methods are used for this iterative procedure ([Evensen
et al., 2022]). Though effective, one of the main obstacles of variational methods is the need for the
tangent linear and adjoint model operators, which can be a complicated task to obtain. Additionally, for
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very nonlinear problems, the gradient-based 4DVar may get trapped in a local minimum.
The model and measurement operators in the equation for the cost function are generally nonlin-

ear. This yields a non-quadratic cost function 𝒥, which is often difficult and computationally expensive
to minimise ([Evensen et al., 2022]). An incremental approach which makes use of the incremental
Gauss-Newton formulation can offer a computationally cheaper and more efficient solution. In this ap-
proach, the minimisation of the cost function is replaced with a loop to minimise an inner incremental
(linearised) cost function which is quadratic. The inner iterations can be solved with various minimi-
sation methods, such as the conjugate gradient method or the Broyden–Fletcher–Goldfarb–Shanno
(BFGS) algorithm.

Mons et al. [2016] compared the ensemble Kalman smoother (EnKS, an extension to the EnKF)
against 4DVar methods. The Benefit of the EnKS was the availability of posterior statistics next to an
assimilated result, however, the 4DVar yielded the largest error reduction given the same computa-
tional cost and fixed observation and prior statistics. An implementation of 4DVar using planar PIV is
given by Foures et al. [2014]. They give a complete description on how the weak-constraint variant can
be implemented into the RANS equations. The divergence of the Reynolds stress tensor was included
as one of the design variables, contrary to using a turbulence model. Using this approach they recon-
structed mean velocities, pressures and, of course, Reynolds stress tensors at a very low Reynolds
number of 150. This method was later extended to higher Reynolds numbers by Symon et al. [2017]
and applied to an idealised 2D airfoil at 𝑅𝑒 = 13, 500. Their results are displayed in figure 3.14 showing
the PIV-measurement results and the assimilated results.

3.3.2. Implementing boundary conditions
At its core, data assimilation relies on solving a dynamical model defined by (partial) differential equa-
tions. DA applications to fluid mechanics are no exception to that and this essentially results in a merger
between the field of computational fluid dynamics (CFD) and experimental fluid dynamics (EFD). The
merger comes with several complications as data in the experimental (or measurement/observation)
space needs to be mapped to the computational (or model) space. Information in the experimental
space lies on an experimental mesh which must be connected to the computational mesh which stores
the information in the computational space. Such a mapping can be done using linear projections or
interpolations, but other nonlinear approaches (e.g. convolutions) [Evensen et al., 2022] can also be
utilised. When assimilating data from an experimental mesh to a computational mesh, a correct im-
plementation of boundary conditions becomes crucial since slight mismatches between the physical
boundaries and the computational boundaries can yield significant errors. These position errors can
be included into the data assimilation framework, either as an alignment error or using boundary con-
ditions as design variables [Nehrkorn et al., 2015].

The issue of measurement position and boundaries does raise the question on how boundary condi-
tions are generally implemented in data assimilation frameworks for fluid mechanics. Perhaps the most

Figure 3.14: Results of the variational assimilation process applied to an idealised airfoil at high Reynolds number by Symon
et al. [2017]. The left column shows the results from 2D PIV and the right column shows the assimilated results. The top plots

show contours of the mean velocity and the bottom displays contours of the vorticity.
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straightforward method to handle a boundary is through the use of a conformal mesh. In this manner
the mesh is generated such that it aligns with the boundary. Conformal meshes can be easily created
for rectangular and spherical models and domains. Conformal meshes for more complex geometries
such as hills or airfoils can be handled through mapping techniques ([Baker, 2005]). The coordinate
system (𝑥, 𝑦) would be mapped to the space (𝜂, 𝜉) which has a simple geometry such as a circle or
rectangle. The model can be evaluated with the alternative coordinates and similarly, the boundary
conditions can be imposed there. The advantage is an analytical representation of the domain and a
simplification of the numerical derivatives. In reality, however, very few complex geometries can be
mapped to a simpler domain ([Baker, 2005]).

With the advent of numerical mesh generation, more complex configurations could be conformally
meshed using multi-block approaches ([Baker, 2005]). This involves a hybrid meshing strategy using
multiple mesh types such as C-, O- and H-meshes. This approach could handle more model geome-
tries, though to this day it still requires significant human error to set up such a multi-block mesh.
This need for human interaction was resolved with the development of automatic unstructured mesh-
ing techniques ([Owen, 2000]). Several techniques exist for three-dimensional unstructured meshing,
mostly based on tri/tetrahedral (triangulation) meshing or quad/hexahedral meshing. Typical triangula-
tion methods are the Delaunay triangulation, advancing front, and octree decomposition. The Delau-
nay triangulation make use of the Delaunay criterion ([Delaunay, 1934]) which states that no node in
the mesh must be within the circumsphere of any triangle/tetrahedron. A triangulation is sought that
matches this criterion. The advancing front approach progressively meshes a domain starting at a
boundary. New nodes are inserted based on certain criteria, which may also be the Delaunay crite-
rion. A special form of the advancing front method is the advancing layers ([Owen, 2000]), which is
used to create mesh elements along the boundary which are stretched in the fluid direction. An octree
decomposition is obtained by recursively subdividing a domain into smaller elements until the desired
resolution. In its simplest form this can be done by splitting domains into cube-shapes, which can be
split in half to form the tris/tetrahedra.

After a conformal mesh is created, boundary conditions must be imposed on it. Generally speaking
two boundary types are recognised for fluid mechanical applications, namely Dirichlet and Neumann
boundary conditions ([Tu et al., 2018]). The Dirichlet boundary condition specifies the value that the
solution needs to take along the boundary and the Neumann boundary condition specifies the value
that a derivative of the solution must have.

Another approach to handle boundaries is through the use of the immersed boundary (IB) method,
which is often used in problems of fluid-structure interactions. In this method a force distribution over
all grid points replaces the solid boundaries. The method was first proposed by Peskin [1972] as a
method to investigate the fluid flow around heart valves. Since its introduction, the method has found
its place in various applications due the benefit of avoiding complicated mesh generation, particularly
in the situation of moving and deforming objects ([Huang and Tian, 2019]).

The technique was originally designed to solve problems with IBs which are both moved by the fluid
and exert a force on the fluid. It was adapted for rigid bodies using the penalty IB method ([Goldstein
et al., 1993]). In this approach the Lagrangian forcing is modelled as a feedback term based on the
prescribed velocity at the boundary and the velocity of the solution ([Verzicco, 2023]). A special case
of the penalty IB method is the projection IB method. In this approach, which treats the force as a
Lagrangian multiplier for imposing the no-slip condition ([Huang and Tian, 2019]).

A main problem of the IB method for fluid dynamics is the treatment of near-wall regions, partic-
ularly in the case of high-Reynolds number flows ([Verzicco, 2023]). The IB method must cope with
thin boundary layers to yield a sufficient resolution, yet does not benefit from the anisotropic element
dimensions. Body-fitted meshes can typically be resolved with either wall-resolved or wall-modelled
approaches, but for IB a wall model must be implemented ([Cai et al., 2021]).

A comparison of immersed boundaries and conformal boundaries with the data assimilation ap-
proach has been given by Cakir et al. [2022]. They modified the VIC+ method with an immersed
boundary (ImVIC+) and with a conformal mesh using the Arbitrary Lagrangian-Eulerian approach (ALE-
VIC+) to specify appropriate boundary conditions near surfaces. Results of both approaches and of
the VIC+ approach applied to a periodic hill are reproduced from ([Cakir et al., 2022]) and shown in
figure 3.15. Cakir et al. also used the updated approaches to estimate wall-pressures. They concluded
that the ImVIC+ implementation slightly outperformed the ALE-VIC+ approach. Proper inclusion of
the boundary conditions has had an expected impact on the assimilated near-wall velocity, however,
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Figure 3.15: Results of the ImVIC+ and ALE-VIC+ approaches for a period hill compared against the traditional VIC+. Moving
from left to right the density of particles is increased. ([Cakir et al., 2022])

neither approaches have incorporated the viscous terms which dominate near the walls. A proper
comparison of the ImVIC+ and ALE-VIC+ approaches to implement the no-slip boundary conditions
need realistically be updated with an inclusion of viscous terms, which might require the inclusion of
turbulence models. Additionally, the results are currently limited to 2D and simple geometries.

3.4. Research goal statement
Chapter 2 and the previous sections have provided an overview of the current state-of-the-art of PIV and
LPT and near-wall flow measurements. This section focuses on translating that review into a specific
gap in literature, which is done in subsection 3.4.1. Then, the research objective and questions meant
to fill this gap are formulated in subsection 3.4.2.

3.4.1. Research gap identification
Skin friction measurements are often limited to simple geometries and few examples exist which yield a
full skin friction distribution on any geometry. Near-wall velocity data can be resolved using PIV and LPT,
up to a small distance from the model surfaces. Current data assimilation approaches utilising large-
scale PIV and LPT results have mainly focused on far-body flows. Near-surface methods have been
proposed and experimented with, but this has been limited to the two-dimensional case and viscous
terms have been neglected. This leaves a research gap to utilise large-scale PIV/LPT to reconstruct
near-surface fluid dynamics, with a specific focus on skin friction distribution, for generic, complex
bodies. It is assumed that the location of the physical walls with respect to the measurement data can
be accurately determined, which was demonstrated by Hendriksen [2024].

3.4.2. Research objective and questions
The following main objective of the research is proposed:

The research objective is to reconstruct near-surface fluid dynamical properties in
large-scale time-averaged PIV/LPT measurements by combining verified body position

information with experimental results in the outer-field.

The main objective is divided into three research questions, which deal with I) reconstruction of the
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near-surface velocity, II) computation of near-surface properties such as skin friction and boundary
layer parameters and III) implementation requirements of the method into the current state-of-the-art.

I How can the information of the object position be utilised to reconstruct the near-surface velocity
gaps in measurements from the PIV/LPT?
Ia How can the model domain (verified body position) be merged with the fluid domain (exper-

imental results)?
Topic of Domain discretisation (DD).

Ib What method can be used to reconstruct the near-surface velocity field from the merger
between object and fluid domain while implementing (basic) flow physics?
Topic of Computational (fluid) reconstruction models (CfRM).

Ic How are the boundary conditions implemented (verified body position) implemented?
Topic of Boundary condition implementation (BCI)

Id How does the proposed method compare to what is currently available with the state-of-the-
art in terms of the near-surface velocity, skin friction topology (critical point positions) and
skin friction magnitude?
Topic of Method verification & validation (MVV)

II How are the fluid dynamical (near-)surface properties computed from the reconstructed velocity
field?
IIa What method can be used to compute the wall shear stress distribution from the recon-

structed velocity field?
Topic of Wall shear stress computation (WSSC).

IIb How accurate is this method in reconstructing the topology, when comparing the position of
critical points to literature
Topic of Skin friction topology (SFT).

IIc How accurate is this method in reconstructing the skin friction magnitude, compared to liter-
ature and benchmark solutions.
Topic of skin friction magnitude (SFM).

III How is the method implemented into the current state-of-the-art?
IIIa What are the requirements on the PIV/LPT data for use of this method in terms of particle

density and tracer data availability near the wall?
Topic of Measurement data requirements (MDR).

IIIb How can the method be generally implemented into PIV/LPT data assimilation given any
verified object mesh (such as a .STL) and flow field data points?
Topic of General method implementation and use (GMIU).

This report aims to answer the above-mentioned questions. A method has been devised to re-
construct the near-surface velocity gaps. The skin friction distribution has been determined from the
results of this method and a graphical user interface has been designed to allow the post-processing of
volumetric velocimetry data. Note that the method is verified and validated using 3D LPT techniques.
The state-of-the-art for near-surface velocity description by Jux et al. [2018] is used as a starting point,
who incorporated 3D LPT data which had undergone CGR.



4
Experimental dataset

The experimental data used through this thesis report is obtained during the test campaign in [Hen-
driksen, 2024]. The goal of this experiment was to validate various object registration approaches of
three wall-mounted models with a LPT-camera setup. This chapter details the experimental datasets
and processing steps first before the proposed method is outlined in the following chapters, since the
data is occasionally utilised to highlight different stages of the method. Firstly, section 4.2 introduces
the wall-mounted models which are investigated. Then, the test facility is shortly described in section
4.1. Section 4.3 describes the experimental procedures and acquisition approach for each of the three
models. Lastly, the post-processing of the digital images to obtain the Lagrangian particle trajectories
is described in section 4.4

4.1. Test facility: W-tunnel
The experiments are conducted in the W-tunnel at the High Speed Laboratories of TU Delft, shown
in figure 4.1. This wind tunnel is a low-speed, open jet facility with an exit of 400mm×400mm. It is
typically used for smaller experiments and allows testing in wind speeds up to 35m/s. The level of
turbulence can be reduced to about 0.5% (Delft University of Technology, 2023).

The free-stream velocity during the experiments is 10m s−1 for the cube and WBJ models and
8m s−1 for the scaled cyclist, which yields Reynolds numbers of 80,000 for the cube, 120,000 for the
WBJ (based on the height) and 50,000 for the cyclist (based on the torso size of 90mm). The w-tunnel
offers a convenient way to place the seeding generator in the settling chamber before the contraction
section, which minimises the increase in turbulence intensity ([Giaquinta, 2018]). An aluminium frame
was constructed to suspend the plywood board with the surface mounted models upside down, such
that the cameras and light source can be placed near the ground and be pointed upward. This made
the cameras more accessible to tune the focal lengths.

4.2. Surface-mounted test objects
Threemodels were investigated during the experimental campaign with increasing levels of geometrical
complexity:

• A cube with sides of 120mm in length.

• A wing-body junction (WBJ) with a chord length of 180mm, a span of 108mm and maximum
thickness of approximately 36mm.

• A cyclist with 1:8 scaling, a wheel-to-wheel distance of 220mm, a height of 180mm and a width
of approximately 50mm.

These models are shown in figure 4.2, displaying both the models with and without reflective markers.
These markers were integrated into the model surface for the object registration. The cube and WBJ
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Figure 4.1: Overview of the W-Tunnel at the High Speed Laboratories of TU Delft. (Taken from [Delft University of Technology,
2023])

models were produced with a Fused Deposition Modeling printer and the nominal manufacturing accu-
racy is respectively 0.3mm and 0.1mm. The cyclist model was manufactured with a stereolithography
printer and its nominal manufacturing accuracy is 0.1mm. All models were mounted to a plywood
board with an elliptical leading edge using an adapter plate at a position 800mm from the leading
edge of the board. A cut-out was manufactured in the board where the adapter plate was placed. A
trip strip was placed on the plywood board approximately 500mm forward of the models.

4.3. Experimental setup and procedures
Next, the experimental setup and procedures are shortly discussed. An overview of the camera and
light source setup is provided in subsection 4.3.1. The helium-filled soap bubbles and the seeding

Figure 4.2: Image of the three models that were examined during the experimental campaign. Reflecting surface markers were
integrated into the models on the left. The models on the right were marked using laser pointers. (Reprint from [Hendriksen,

2024])
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Figure 4.3: Render of the wind tunnel test setup where the measurement domain is visualised using a glass box. Seven
cameras are placed in a square configuration around the object and two LED-lights were used for illumination.

generator are introduced in subsection 4.3.2. Subsection 4.3.3 outlines the data acquisition procedure
from calibration to imaging.

4.3.1. Imaging setup
The imaging setup consists of seven high-speed complementary metal-oxide semiconductor (CMOS)
cameras yielding a measurement volume of 400×400×300mm (𝐿×𝑊×𝐻) around the model. This also
includes a small segment under the ground plane. The cameras are placed in a square configuration
around the model, as shown in figure 4.3. All cameras have a resolution of 1024×1024px (1Mpx), a
pixel pitch of 20µm, a magnification 𝑀 of 0.05, an angular camera offset of 45° and can be operated
up to 5400 fps. The focal length and 𝑓# of the cameras varied depending on their position and is
summarised in table 4.1. Two large flashlight-300 LED lights from LaVision are employed to illuminate
the measurement volume.

Table 4.1: Camera focal lengths and 𝑓#.

C1 C2 C3 C4 C5 C6 C7
Focal length [mm] 60 50 60 50 60 50 60
𝑓# [-] 32 22 22 16 22 22 32

4.3.2. Tracer particles and flow seeding
Neutrally buoyant HFSB with a mean diameter of 0.35mm are used to seed the flow. The bubbles
are generated with a seeding rake of 0.5×1m. The rate of production is 6 × 106 particles per second
([González Saiz et al., 2022]). Asmentioned above, the seeding rake is placed in the settling chamber of
the w-tunnel. With the free-stream velocity of 10m s−1 and 8m s−1, the seeding density is respectively
around 1.2 and 1.5 particles per cubic centimeter (p cm−3) and the source density is 0.02 and 0.025
particles per pixel (ppp).
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Table 4.2: Summary of the model and experiment parameters

Cube WBJ Cyclist
Model size (𝐿 ×𝑊 × 𝐻) [mm3] 120 × 120 × 120 220 × 50 × 180
Tracer particles [-] Helium-filled soap bubbles
Free-stream velocity [m s−1] 10 10 8
Reynolds number [-] 80,000 120,000 48,500
Measurement volume (𝐿 ×𝑊 × 𝐻) [mm3] 400 × 400 × 300
Seeding density [p cm−3] 1.2 1.5
Source density [ppp] 0.02 0.025
Acquisition frequency [Hz] 3,000
Number of images acquired [-] 5,000

4.3.3. Data acquisition
Next the data acquisition procedure is discussed. The model and experiment paremeters are sum-
marised in table 4.2. First, the optical system was calibrated using a two-dimensional calibration target
which consists of an equally spaced array of dots. The plate was positioned three different positions
and orientations. A calibration function based on the pinhole model is set up for each z-position (con-
sidering midplane at 𝑧 = 0) ([Soloff et al., 1997] and [Willert, 1997]). These calibration functions are
combined in a single mapping function 𝑀𝑖(𝑋, 𝑌, 𝑍) for each camera 𝑖, which relate the physical 3D lo-
cation of the particle to its 2D position in the camera image.

After the physical calibration the wind tunnel was turned on together with the seeding rake at a lower
production rate to obtain particle images for a VSC. Then, one of the models was carefully installed
and the seeder production rate was reset to the previously mentioned production rate. With each run,
5,000 images are obtained at an acquistion frequency of 3.000Hz. For purposes of consistency, the
calibration and VSC setup was repeated when switching to the other models. As will be discussed in
the next section, the digital images were post-processed.

4.4. Data processing
This section discusses the processing of the digital images to obtain the Lagrangian particle trajectories.
Examples of the raw digital images taken with Camera C7 for each test object is shown in figure 4.4.
First, a minimum filter was applied to the raw images. This filter is computed over a width of 𝑁filt = 11
images using a symmetrical kernel. The minimum filter subtracts the background noise from the raw
images and increase to signal-to-noise ratio (SNR).

Next, the images are preprocessed with local filters. A sliding minimum is subtracted using a kernel
size of 5px. The pixel intensities are normalised with a local average. The local average is smoothed
over 300px and computed using three images. All frames are then normalises with respect to the first
frame. Additionally, a constant pixel count of 30 is subtracted from each pixel.

STB is performed inside a rectangular measurement volume of approximately (LxWxH) 400x400x
320mm with a single pass. A threshold of 10 counts is used for detecting particles, allowing for a
triangulation error of 1.5 voxels. For the tracking of the bubbles, velocity ranges of −10 < 𝑢 < 20

(a) (b) (c)

Figure 4.4: Raw digital images of the (a) surface-mounted cube, (b) WBJ and (c) cyclist.
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(a) (b)

Figure 4.5: Settings used for the image preprocessing.

ms−1, −10 < 𝑣 < 10 ms−1 and −10 < 𝑤 < +10 ms−1 are used. A minimum track length of 4 time
steps is imposed before a bubble trajectory is used for the shaking process (i.e. 𝑁init = 4). Lastly, two
physical limits are imposed on the trajectory matching. The maximum absolute change in particle shift
is set 3 voxels and the maximum relative change in particle shift is set to 20%. The settings for the
image preprocessing and the STB algorithm are included in figures 4.5 & 4.6, respectively.

Figure 4.6: Settings used for the STB algorithm.





5
Local near-surface flow reconstruction

A literature review which addresses the gap in near-surface fluid analysis with PIV and LPT has been
reported in chapter 3. A research objective has been proposed to employ flow physics and a verified
body position to enable the reconstruction of skin friction topology. This problem is split into two parts,
a geometrical and a physical. Firstly, the mismatch between the fluid domain Ωℱ and the model do-
main Ωℳ is highlighted in section 5.1 and resolved by introducing a third domain, the computational
domain Ω𝒞. Then, section 5.2 introduces the binning approach using spherical interrogation volumes
that is employed everywhere inside Ω𝒞, where the fluid-mesh and object-mesh are combined. This
approach is referred to as the Local Interrogation Volume Approach (LIVA). Five methods of increasing
complexity are presented in section 5.3 which impose the no-slip boundary condition on the velocity
measurements inside the spherical interrogation volumes. Lastly, the object registration experiment
discussed in chapter 4 shows considerable errors in the approximation of the ground plane position.
This problem is addressed in section 5.4. A comment is given in appendix A on fitting the fluid-mesh
and object-mesh with wall functions rather than with the proposed (low-order) polynomial functionals.

5.1. The mesh discrepancy
Results of particle tracking and PIV are generally transformed to Cartesian grids, either via CGR or
via Cartesian interrogation volumes used with PIV. The binning causes aliasing issues near curved
surfaces as shown in figure 5.1. The issue of non-body-conformal interrogation bins can be partially
addressed with the functional fit, though the presence of the wall introduces a boundary layer with
a high wall-normal velocity gradient, which is not accurately reproduced by only fitting the tracers’
velocity. The region near the wall typically sees far fewer bubbles due to a lower entrainment into
the boundary layer and the bubble size prevents measurements of the fluid velocity very near to the
surface. Therefore, introducing information on the position of the wall and thereby imposing a no-slip

Figure 5.1: Schematic description of Cartesian-gridded bins lying (partially) inside a non-planar object.

47
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condition is hypothesised to improve the near-wall velocity reconstruction.
First, subsection 5.1.1 outlines the gap that exists due to the discrepancy between the fluid and

object domain. The problem was similarly addressed by Jux et al. [2018]. Their approach and solution
is reviewed in subsection 5.1.2. This also serves as the baseline of comparison for the proposed
velocity reconstruction techniques. Therefore, the linear interpolation employed by Jux et al. [2018] is
detailed and explained in subsection 5.1.3.

5.1.1. The gap between the model and fluid domains
Consider the two-dimensional situation sketched in figure 5.2, which shows a binned fluid-mesh around
a curved model. Only the bins are considered which centre does not fall inside the model. The nearest
fluid-mesh nodes are connected to indicate the aliased boundary. There is no data available between
the model and aliased boundary and therefore, it is not possible to interpolate the results within this
region. The region bounded by the fluid-mesh boundaries and the aliased boundary is referred to as the
interpolation domain Ωint. It is apparent that fluid measurement results can not be interpolated outside
of Ωint and a gap exists between the Ωℱ and Ωℳ.

To enable interpolation onto any point, the point must lie in the domain of the data that is interpolated.
Points lying outside the domain can be estimated through extrapolation which rely on the curvature of
the extrapolated dataset ([Atkinson, 1989]). The binned LPT results lie on a Cartesian grid which
introduces aliasing near curved objects as bins in the same row, column and tube1 can (partially) lie
inside the model.

Ωint can be enlarged up to the object’s surface, by including the information that is given by the model
surface, the no-slip condition. Such a situation is sketched in figure 5.3, where the model surface is
discretised and forms the boundary of Ωint. The gap that was present earlier in figure 5.2 is removed
and the velocity can be interpolated in this region. The choice of interpolator is critical as it must be able
to reconstruct the non-linear boundary layer profile. Several approaches are proposed in subsection
5.3 and assessed in the next chapter, varying from linear interpolations to fits of quadratic functionals.

It is imperative to understand the role of the object registration demonstrated by Hendriksen [2024].
Including the no-slip condition as a zero velocity boundary condition requires a very accurate determina-
tion of the position of the wall [Örlü et al., 2010; Titchener et al., 2015], as was discussed in subsection
2.3.3. The object registration provides the transformation matrix ℳ𝒯ℱ, aligning the coordinate systems
of Ωℳ and Ωℱ within an error of less than 1%, which has opened the door to the approach outlined in
this report.

It is therein worth to also investigate the solution by Jux et al. [2018]. They did not have an accu-
rate estimate of the wall position, yet did demonstrate the near-surface velocity field around a cyclist.
The remainder of this section focuses on their solution and thereby explains what is considered the
state-of-the-art against which the results from the herein proposed methods will be compared.

Figure 5.2: Aliasing effect on binned results and the near-surface gap due to the presence of the curved model. The bin is
shown in the top right. The black line indicates the aliased contour and represents the boundary of the interpolation domain,

Ωint.

1Equivalent to row and column in the third direction ([Kolda and Bader, 2009])
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Figure 5.3: Schematic of how the problem of aliasing and the near-surface gap would be resolved to increase Ωint when the
position of the model surface is included into the known data points.

5.1.2. Jux’ dilated surface approach
Jux et al. [2018] had to address the same data gap problem when determining the near-surface velocity
over a cyclist. They were necessitated by the availability of fluid data near the surface after binning.
Additionally, the position of the cyclist was not known accurately. This was firstly estimated from the
missing presence of tracer particles, similar to [Jux et al., 2021]. To overcome the gap, they generated
a dilated mesh from the surface of the cyclist, as if blowing up the model slightly, to introduce an
equivalent, enlarged contour offset from the estimated model’s walls. This brings the computational
mesh inside the (local) convex hull of binned fluid measurement data and the velocity can be linearly
interpolated onto this second mesh. The minimum offset distance is determined by the vector grid
spacing ℎ and can via simple geometry be determined to be √𝑛 ⋅ ℎ for the two-dimensional 𝑛 = 2 and
three-dimensional 𝑛 = 3 cases.

As explained in chapter 3, the results obtained by Jux et al. [2018] are considered the state-of-the-
art and will be the point of departure for this report. In that work, multiple particle tracks were measured
around a cyclist using robotic PIV, capturing the flow dynamics in the entirety of the measurement
domain Ωℱ. CGR was performed using binning to yield an Eulerian perspective and time-average
the dataset. Due to the high density of particle tracks compared to the model size, it was possible to
visualize velocity contours at 5mm distance (the size of a single vector spacing) from the model, which
has dimensions of approximately (LxWxH) 1.6x0.4x1.3m2. Taken the characteristic length scale to be
𝐿 =0.9m (=3√Volume), the velocity contours were placed at about 0.5% of the characteristic length of
the model. As explained above the authors generated a dilated surface while estimating the position of
the cyclist based on tracer data availability. This approach will hereafter be referred to as Jux’ method.
The next subsection reviews and outlines an implementation of Jux’ method. More detail is given to
this implementation as it firstly provides a primer for the proposed family of interpolation methods in
the remainder of the chapter and secondly, acts as a benchmark against which the other interrogation
schemes will be compared.

5.1.3. Linear interpolation onto a dilated surface
After dilating the surface of the cyclist and placing this mesh inside Ωint, the binned data is interpolated.
It is possible to differentiate between interpolation from structured and unstructured grids. Structured
grids enable fast interpolation for example with trilinear interpolation though higher order polynomial fits
can be utilised. Meshfree interpolators such as radial basis functions (RBFs) or Kriging ([Fasshauer,
2007]) can be employed for unstructured grids. The aliasing effect yields an unstructured grid with
structured components. Therefore, interpolation schemes that rely on structured grids are unavailable.
The meshfree interpolators are suitable for interpolation inside Ωint, though Kriging is a non-linear inter-
polator and RBF approximations require various considerations such as the placement of RBF-centres
and the domain of the local RBFs. Therefore, a linear interpolation based on Delaunay triangulation,
shorthanded with LIDT, is utilised which can handle unstructured grids.

Given an array of unstructured points, LIDT first triangulates the points based on the Delaunay cri-

2The reader is directed to [Jux et al., 2018] for the specifics on the model dimensions
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(a) (b)

Figure 5.4: Exampular triangulations which (a) do not meet Delaunay’s criterion and (b) which does.

terion ([Delaunay, 1934]) which states that no node in the mesh must be within the circumsphere of any
triangle/tetrahedron (generally called a simplex). This is schematically drawn for the two-dimensional
case in figure 5.4, where figure 5.4a presents a triangulation which does not fit the Delaunay criterion
while the triangulation of figure 5.4b does. In three dimensions the triangle simplex is replaced with a
tetrahedron.

Next, the barycentric coordinates are computed for each point inside a simplex. Barycentric coor-
dinates 𝜆 can be defined for any points inside the simplex and interpreted as masses placed at the
vertices of the simplex which determine a unique mass centroid 𝑃 ([Coxeter, 1969]). This is displayed
schematically for the triangle simplex in figure 5.5. 𝜆 are coordinates in the barycentric coordinate
system of the simplex, where the coordinates of any point 𝑃 are (𝜆𝐴, 𝜆𝐵 , 𝜆𝐶) for triangle simplices or
(𝜆𝐴, 𝜆𝐵 , 𝜆𝐶 , 𝜆𝐷) for the tetrahedron simplex. The discussion next will focus on LIDT in three-dimensions.
The coordinates (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0) and (0, 0, 0, 1) correspond to the vertices 𝐴, 𝐵, 𝐶 and
𝐷 of the tetrahedron. After determining that a point 𝑃 indeed lies inside the simplex, the goal is to find
the barycentric coordinates given the Cartesian coordinates (𝑥, 𝑦, 𝑧) of 𝑃 ([Coxeter, 1969]). Firstly they
satisfy

𝜆𝐴 + 𝜆𝐵 + 𝜆𝐶 + 𝜆𝐷 = 1. (5.1)

Next, the coordinates (𝑥, 𝑦, 𝑧) of 𝑃 are written as a linear combination of the barycentric coordinates
and the vertex coordinates:

𝑥 = 𝜆𝐴𝑥𝐴 + 𝜆𝐵𝑥𝐵 + 𝜆𝐶𝑥𝐶 + 𝜆𝐷𝑥𝐷
𝑦 = 𝜆𝐴𝑦𝐴 + 𝜆𝐵𝑦𝐵 + 𝜆𝐶𝑦𝐶 + 𝜆𝐷𝑦𝐷
𝑧 = 𝜆𝐴𝑧𝐴 + 𝜆𝐵𝑧𝐵 + 𝜆𝐶𝑧𝐶 + 𝜆𝐷𝑧𝐷

(5.2)

Figure 5.5: Barycentric coordinates 𝜆𝐴,𝐵,𝐶 of a triangle simplex can be used to linearly interpolate inside the simplex.
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(a) (b) (c)

Figure 5.6: The process of triangulating a set of two-dimensional points and consecutively computing the barycentric
coordinates which is equivalent to the fitting of a plane inside each triangle.

Combined with equation (5.1), this can be written into the matrix form

A #»𝜆 = r− rD,

with A = (
𝑥𝐴 − 𝑥𝐷 𝑥𝐵 − 𝑥𝐷 𝑥𝐶 − 𝑥𝐷
𝑦𝐴 − 𝑦𝐷 𝑦𝐵 − 𝑦𝐷 𝑦𝐶 − 𝑦𝐷
𝑧𝐴 − 𝑧𝐷 𝑧𝐵 − 𝑧𝐷 𝑧𝐶 − 𝑧𝐷

) , #»𝜆 = (
𝜆𝐴
𝜆𝐵
𝜆𝐶
) and r− rD = (

𝑥 − 𝑥𝐷
𝑦 − 𝑦𝐷
𝑧 − 𝑧𝐷

) .
(5.3)

The matrix A is invertible when none of the vertices of the triangle are colinear, which is true after a
Delaunay triangulation. Equation (5.3) can be solved for the vector of 𝜆 values and the last barycentric
coordinate is then given by equation (5.1). This equation can also be added directly to equation (5.3)
which yields the single linear system of equations

(
𝑥𝐴 − 𝑥𝐷 𝑥𝐵 − 𝑥𝐷 𝑥𝐶 − 𝑥𝐷 0
𝑦𝐴 − 𝑦𝐷 𝑦𝐵 − 𝑦𝐷 𝑦𝐶 − 𝑦𝐷 0
𝑧𝐴 − 𝑧𝐷 𝑧𝐵 − 𝑧𝐷 𝑧𝐶 − 𝑧𝐷 0
1 1 1 1

)(
𝜆𝐴
𝜆𝐵
𝜆𝐶
𝜆𝐷

) = (
𝑥 − 𝑥𝐷
𝑦 − 𝑦𝐷
𝑧 − 𝑧𝐷
1

) . (5.4)

After the barycentric coordinates are computed based on the coordinates of 𝑃, these can be used as
weights to linearly interpolate any quantity 𝜑 based on the value of 𝜑 at the vertices. This is done so
with the following relation

𝜑𝑃 = 𝜆𝐴𝜑𝐴 + 𝜆𝐵𝜑𝐵 + 𝜆𝐶𝜑𝐶 + 𝜆𝐷𝜑𝐷 (5.5)

This process is graphically depicted in figure 5.6 for the two-dimensional case. First the collection of
points are triangulated based on the Delaunay criterion. The LIDT implementation in this report utilises
the scipy.spatial.Delaunay() function of the openly available Scipy package ([Virtanen et al.,
2020]) to perform the triangulation. Then, the trilinear interpolation is performed using the barycentric
coordinates from equation (5.4) and the weighting of equation (5.5). As shown in subfigure 5.6c, this
is equivalent to fitting a plane to the coordinates (𝑥, 𝑦, 𝜑) at the vertices for triangle simplices, where 𝑥
and 𝑦 are the Cartesian coordinates and 𝜑 is the quantity value.

Moving ahead in this effort, Jux’ technique will be compared to the against the other methods at the
model surface. In that case Jux’ method needs to be evaluated outside Ωint and thus the interpolation
method outlined above is no longer valid. In that case, Jux’ method will be linearly extrapolated. This
is done as follows. First, the vector normal n to the geometry is computed as it defines the direction
along which the solution curve will be extrapolated. The point of evaluation 𝑃 iteratively steps along n
towards Ωint until it falls inside the interpolation domain. Then, the LIDT approach is used to determine
both the quantity value 𝜑 and the (linear) gradient of the quantity along the wall-normal line 𝜕𝜑/𝜕𝑛.
The quantity value is then linearly extrapolated along the wall-normal direction to the model wall with
the wall-normal gradient as

𝜑𝑀 = 𝜑𝑃 −
𝜕𝜑
𝜕𝑛 𝑛𝑃 , (5.6)

where the subscript 𝑀 denotes the model surface, subscript 𝑃 refers to the point of evaluation which
lies just inside Ωint and 𝑛𝑃 is the wall-normal distance travelled to move from 𝑀 to 𝑃. Trivially, the
wall-normal gradient of the velocity 𝜕u/𝜕𝑛 remains constant for a linear extrapolation.
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Figure 5.7: Conventions of the object-mesh, fluid-mesh and output-mesh.

5.2. The computational output domain
The model domain Ωℳ and the fluid domain Ωℱ are disconnected and incompatible in their current
implementation. The transformation matrix ℳ𝒯ℱ, obtained from the object registration, aligns the coor-
dinate systems of Ωℳ and Ωℱ such that these can be merged together. The classic approach to CGR,
subdividing the entire domain Ωℱ with bins, slices through the model’s surface and does not account for
its presence. To incorporate information from on the one hand the fluid measurements and on the other
hand the model geometry, a new mesh, similar to the approach by Jux et al. [2018], is introduced onto
which the information is interpolated. This mesh is referred to as the output-mesh. For convenience,
the mesh which holds the model geometry information is shorthandedly referred to as the object-mesh
and the mesh which holds the fluid information is termed the fluid-mesh. This convention is shown
graphically in figure 5.7. This figure depicts an output-mesh which is offset (dilated) from the model
surface. Note that the term fluid-mesh does not specify whether the data is represented as tracer-based
or bin-based.

Although depicted in 2D as a surfacemesh, the output-mesh can generally be any type of mesh, e.g.
triangular or quadrilateral for two-dimensional surface meshes and tetrahedral or hexahedral for three-
dimensional volume meshes, or any combination. In this thesis report, all meshes will be constructed
with triangular and tetrahedral elements. Contrary to the data stored for geometrical information, the
output-mesh holds both geometrical information and information on variables which lie inside this mesh.
Such information can lie at vertices, along edges, on faces or inside cells. This can be viewed as a

(a) (b)

Figure 5.8: Example of (a) a volumetric output-mesh, generated around a cube and (b) a close-up of the output-mesh.
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(a) (b)

Figure 5.9: Example of (a) a surface output-mesh, generated to align with the cube and (b) a close-up of the output-mesh.

superposition of the data format for the LPT fluid measurements and the model geometry. Figures 5.8
& 5.9 respectively show a volumetric and surface mesh generated around a surface-mounted cube.
Note that all images of the object-mesh, fluid-mesh and output-mesh (such as figure 5.11) are gen-
erated using the LIVA-console, explained in section 6.2. Concerning the topic of near-surface fluid
reconstruction the region of interest is evidently near the model, though the object-informed interpola-
tion presented in this report can be employed everywhere in Ωint.

This section outlines the generation of the output-mesh in subsection 5.2.1. The interpolation onto
the output-mesh is localised by using spherical interrogation volumes around the point of interest. This
procedure is introduced and discussed in subsection 5.2.2. Lastly, subsection 5.2.3 gives the complete
picture how fluid and object measurement are integrated onto an output-mesh.

5.2.1. Generating the output-mesh
The output-mesh occupies the Ωint domain and is bounded by the model geometry. To generate such a
mesh an unstructered mesh generation algorithm is employed as reviewed in subsection 3.3.2. These
have the advantage that they can handle arbitrarily shaped domains and are thereby more versatile.
The construction of a mesh boils down to (1) creating vertices/nodes and (2) connecting these vertices
to build the elements of the mesh ([George et al., 2017]). The approach to this unstructured mesh
generation can be divided into two branches, shown in figure 5.10. Either the procedure is handled
in twofold where first a boundary mesh is created by subdividing the boundary and subsequently a
spatial mesh is created from the boundary mesh. On the other hand both steps can be considered
simultaneously in a global approach.

The purpose of the mesh is to infer connectivity between quantities in space. When the fluid quan-
tities are only assigned to vertices, it is also possible to define an array of points which occupies the
given Ωint or any other domain such as the surface of the model. However, in such a case the points are
unconnected which significantly complicates plotting of contours and streamlines in three dimensions.
For more information on mesh geometries and generation, the reader is referred to [de Berg et al.,
2008] and [Tu et al., 2018].

In this report the unstructured meshes are generated using the open-source mesh generator Gmsh
[Geuzaine and Remacle, 2009], unless mentioned otherwise. Gmsh offers a generic and simple inter-
face to define mesh boundaries, load model geometries and generate unstructured surface or volume
meshes. The meshes shown in figure 5.8 & 5.9 have both been created with Gmsh. Refining and
maximising the output-mesh quality is not considered in this report, partly due to the reconstruction
approach which is dissimilar from CFD numerical solutions, which requires refinements of the mesh to
accomodate for the scales in the flow, such as finite-element methods. The only requirement imposed
on the mesh is to yield a homogeneous distribution of surface elements with similar aspect ratios to



54 5. Local near-surface flow reconstruction

(a) (b)

Figure 5.10: The two approaches to meshing a domain Ω by (a) first discretising the boundary and subsequently meshing the
space that is bounded or (b) considering a global approach where the boundary and interior are meshed simultaneously.

avoid sparsely populated areas. For this reason, simply subdividing a tessellated STL-mesh is also
not recommend. An STL file may contain high aspect ratio triangle facets. Subdividing such facets by
splitting into two does not adequately resolve the high aspect ratio and leads to an inhomogeneous cell
distribution similar to a pie that is subdivided into high-aspect ratio slices.

5.2.2. Local interrogation volume approach
The information from the fluid measurements and the model geometry (i.e. no-slip) are combined in an
interpolation scheme which approximates a local part of the fluid volume around the point of interest.
This localisation is performed with spherical interrogation volumes that capture the section of the fluid
measurements and model geometry that lie inside it. Spheres are initially used as these isotropic
geometries do not introduce a bias in the interpolation scheme and are expected to behave similarly
for planar and curved surfaces. This approach is comparable to binning, discussed in subsection C.2.2,
yet the interrogation volume also considers and accounts for the presence of themodel’s surface. Using
this local interrogation volume approach (LIVA) has the advantage that the global problem is split into
several smaller local problems. Each local problem is solved to return the respective local interpolation
function.

Two geometrical operations are required with LIVA, namely the registration of fluid-mesh nodes
and object-mesh cells. The registration of fluid-mesh nodes in the neighbourhood of a point can be
solved using spatial locators, such as octrees and kd-trees. In this report, the problem is solved using
a standard VTK-library tool for locating points ([Schroeder et al., 2006]). This function utilises a spatial
search object which divides the specified domain into a regular array of buckets (again comparable to
bins) and keep a list of points which fall inside each bucket. The registration of the model geometry
inside the sphere is handled bymeans of a Booleanmesh operations. A discretised sphere is generated
centred at the point of interest. Then the boolean intersection is computed using a standard VTK-library
tool ([Schroeder et al., 2006]). The registration of the fluid-mesh and object-mesh in the LIVA is depicted
for a point near the upper edge of a cube in figure 5.11. The fluid-mesh is represented with tracers,
though the same operation is done for a fluid-mesh from binned LPT results. The most important
characteristic of the interrogation volume is the sphere radius, which is dependent on the interpolation
scheme, the concentration of fluid-mesh nodes and, in the case of a tracer-based representation, the
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(a) (b)

Figure 5.11: A visual example indicating the LIVA-approach. A spherical volume is generated around an interrogation point in
(a). Then both the fluid-mesh and the object-mesh are sliced with this sphere, yielding a local volume which contains part

fluid-mesh data and part object-mesh data.

criterium for statistical convergence. These aspects are discussed with the interpolation scheme in
chapter 5. Inside the interrogation volume, a local Cartesian coordinate system (𝑥∗, 𝑦∗, 𝑧∗) is defined.
The origin of the local coordinate system is placed at the interrogation point, i.e. the centre of the
interrogation volume. When handling a volumetric output-mesh, the local coordinate system need not
be rotated and aligns with the global Cartesian coordinate system. However, in the case of a surface
output-mesh, the local coordinate system is rotated, such that the local 𝑧∗-coordinate aligns with the
normal direction n of the cell. This rotation simplifies operations such as introducing a semi-sphere
–only considering 𝑧∗ > 0– or determining the wall-normal velocity gradient. It should be noted that the
direction of the local 𝑥∗- and 𝑦∗-coordinates need not be known explicitly and may remain arbitrary.

The three-dimensional translation from the global coordinate system to the local coordinate system
centred at the point 𝑃(𝑥𝑃 , 𝑦𝑃 , 𝑧𝑃) consists of a translation first and, when handling a surface output-
mesh, a rotation based on the Rodrigues’ rotation ([Friedberg, 2022]). The translation is simply given
by the four-dimensional rotation matrix

Ttl = (
1 0 0 −𝑥𝑝
0 1 0 −𝑦𝑝
0 0 1 −𝑧𝑝
0 0 0 1

) . (5.7)

The 4 × 4 transformation matrix is applied to a slightly modified point vector 𝑃 = [𝑥𝑝, 𝑦𝑝, 𝑧𝑝, 1]𝑇. If the
local coordinate system need also be rotated, the Rodrigues’ rotation matrix is constructed to align the
local 𝑧∗-coordinate with the normal n. The Rodrigues’ rotation swivels a vector v around a rotation axis
k by the angle 𝜗, using the right-hand system to define the positive angle direction.

This process is shown schematically in figure 5.12. First, the traditional Rodrigues’ transformation
is defined in figure 5.12a, where the source vector v is rotated around the rotation axis k by an angle
𝜗 to obtain the destination vector w. To align the local 𝑧∗-coordinate with the normal n, it is necessary
to determine both the rotation axis k and the angle 𝜗. This is shown in figure 5.12b, where the source
vector v is the unit vector (0, 0, 1)𝑇. The destination vector is n. The rotation vector k is then the cross
product of the source vector and destination vector:

k = v̂ × n̂, (5.8)

where the hat-operator (�̂�) denotes a normalised vector. The angle of rotation 𝜗 is determined using
the scalar product relation via

𝜗 = arccos (v̂ ⋅ n̂) . (5.9)
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(a) (b)

Figure 5.12: Example of the three-dimensional rotation using Rodrigues’ transformation for (a) the general case where a vector
v is rotated by an angle 𝜑 around the rotation axis k to obtain the new vector w. The case of the global to local transformation
is shown in (b), where the global up vector v must be rotated to align with the local normal b, which requires the computation of

the axis of rotation k and the angle 𝜗.

Then, the Rodrigues’ rotation matrix can be composed. This 4 × 4 transformation matrix is defined as
([Friedberg, 2022]):

Trot = I+ (sin𝜗)K+ (1 − cos𝜗)K2, (5.10)

where I = eye(4), and K = ⎛⎜

⎝

0 −�̂�𝑧 �̂�𝑦 0
�̂�𝑧 0 −�̂�𝑥 0
−�̂�𝑦 �̂�𝑥 0 0
0 0 0 1

⎞
⎟

⎠

. (5.11)

Lastly, the translation and rotation can be combined in a single global-to-local transformation matrix
𝐺T𝐿 as

𝐺T𝐿 = TrotTtl. (5.12)

5.2.3. Merging the fluid domain and model domain - the complete picture
The output-mesh proposed in this thesis report serves a different purpose, but is nonetheless similar
to the one employed by Jux et al. [2018]. In this situation the output-mesh offers a platform to com-
bine both LPT fluid measurements and the results from the object registration through a locally defined
interpolation function. The proposed approach aims to answer research question Ia, regarding the Do-
main discretisation. Figure 5.13 depicts the flow of information to derive the output-mesh, introduce
isotropic interrogation volumes to define local interrogation functions and estimate near-surface fluid
dynamical quantities such as wall-shear stresses. After performing the LPT experiment, the images
are processed and particle trajectories are reconstructed using IPR and STB as per the state-of-the-art
methods. The results can be be returned either in the tracer-based representation or the bin-based
representation, referred to as the fluid-mesh. Simultaneously surface markers are registered on the
object with the same LPT camera setup. This allows an object registration as discussed in section 2.3,
yielding the object-mesh. The domain Ωint of the fluid-mesh and the bounding object-mesh are used to
generate an output-mesh. This can be a volumetric or surface mesh when connectivity between cells
and vertices is desired, or simply an array of data points when this is not required. Spherical interroga-
tion volumes are introduced to turn the global problem into multiple local problems, which consider and
account for the presence of the model’s surface. Inside these spherical volumes, a velocity reconstruc-
tion method is utilised which combines the fluid data and model geometry and allows an estimation of
near-surface fluid dynamics. The velocity reconstruction method is the topic of the next chapter.
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Figure 5.13: Flowchart indicating the different components that are merged with the LIVA approach, after which a velocity
reconstruction scheme can be applied to determine near-wall flow properties.

5.3. Fluid reconstruction with LIVA interpolation schemes
The lack of information between the domain Ωint, created from a binned fluid-mesh, and the model
surface imposed the need for dilating the outer surface. As explained in section 5.1, this lack of data is
alleviated by the introduction of the model geometry. The model surface adds important information on
the velocity through the no-slip condition (u|𝑤 = 0). The LIVA establishes smaller fluid volumes that
contain fluid-mesh nodes and object-mesh cells. The fluid-mesh carries with it the fluid motion, while
the object-mesh cells impose zero velocity. The information from both domains is combined through
an interpolation scheme to reconstruct the gap between Ωint and the model surface.

This section introduces a family of interpolation schemes which built upon the method of Jux et al.
using LIVA. Therefore, a binned-representation of the fluid-mesh using polynomial fits is used first.
Subsection 5.3.1 a scheme similar to Jux’ method, but including a vertex-discretised representation
of the object-mesh referred to as wall ghost particles. Next, the order of the interpolation scheme
is increased and a quadratic functional is fitted inside the LIVA volume with a bin-based fluid-mesh,
outlined in subsection 5.3.2. Then, subsection 5.3.3 introduces the use of a tracer-based fluid-mesh
over a bin-based fluid-mesh. Lastly, the wall ghost particles are replaced for a constraint fit of the
quadratic functional in subsection 5.3.4. Lastly, The representation of wall-shear stresses on a surface
output-mesh is explained in subsection 5.3.5.

5.3.1. Trilinear fit with Delaunay triangulation including wall discretisation
Continuing from the discussion of Jux’ method, the first in the family of proposed methods is a linear
reconstruction approach which incorporates a discretised representation of the model surface. This
method is termed Bin-Con-Lin (Bin-Constrained-Linear). The object-mesh is discretised with a similar
spacing as the fluid-mesh, ℎ. These vertices are then included into the LIDT-approach which was out-
lined in subsection 5.1.3. The discrete vertex-representation of the object-mesh is displayed in figure
5.3. By including wall points with a known zero velocity, the interpolation domain is increased up to the
model surface. A spherical interrogation volume of radius 𝑅LIVA-BCL is created around the interrogation
point. The fluid-mesh and object-mesh nodes which fall inside the volume are registered and a three-
dimensional Delaunay triangulation is generated. The object-mesh nodes are determined by projecting
the interrogation point onto the object geometry and extracting the object-mesh cell that contains the
projected point.

This process is shown for an interrogation point on top of a cube in figure 5.14, where the interro-
gation sphere is shown in subfigure 5.14a and the Delaunay triangulation with a single cell from the
object-mesh in subfigure 5.14b. The interrogation point lies on the surface geometry in the example
and is denoted by the red cross. Note that the plot is given in terms of the local coordinate system
(𝑥∗, 𝑦∗, 𝑧∗) which is centred at the interrogation point. The corresponding cell of the object-mesh is rep-
resented by the triangle with three fuchsia vertices. The seventeen fluid-mesh points that fall inside the
sphere are denoted by the blue nodes. The triangulation with three-dimensional simplices is depicted
by the cyan edges.

The radius of the sphere 𝑅LIVA-BCL is chosen such that the interrogation point can be guaranteed to
be in the convex hull ([de Berg et al., 2008]) of the union of fluid-mesh and object-mesh nodes, cap-
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(a) (b)

Figure 5.14: Visualisation of the three-dimensional triangulation for (a) a point on the top surface with (b) the set of triangulated
tetrahedrons in a local coordinate system.

tured by the local interrogation volume. This condition naturally forms a minimal radius requirement.
Themaximum radius is limited by computational cost as the triangulation becomesmore expensive with
more nodes. The bins form a Cartesian grid with a spacing given by ℎ. Therefore, the radius is defined
such that the interrogation sphere always includes the eight nodes of a single ”grid bin” (with edges of
size ℎ) in which it lies. The edge case is where the interrogation point lies near one of the nodes and
the furthest grid bin node is the opposite node. From this it can be determined that 𝑅LIVA-BCL > √3ℎ.

5.3.2. Quadratic fit of binned data with wall ghost points
To alleviate the expected shortcomings of the trilinear fit from subsection 5.3.1, the next method pro-
poses an increased order and range of the interpolation scheme. This is achieved by replacing the
trilinear interpolation with the fit of a quadratic polynomial over the interrogation volume, which is called
method Bin-Nudge-QuadFit (Bin-Nudged-Quadratic). Fitting of higher-order velocity functions is de-
sired to better approximate the boundary layer velocity profiles which is non-linear along the normal
distance due to the boundary layer presence. This approach additionally extends the effect of the no-
slip condition to points which lie further inside the fluid-mesh and away from the object-mesh.

The radius of the interrogation sphere 𝑅LIVA-BNQ determines the domain in which a quadratic ve-
locity functional is locally fitted, as was similarly done by Agüera et al. [2016]. The second-order,
three-dimensional polynomial is defined in local coordinates as

𝑢(𝑥∗, 𝑦∗, 𝑧∗) = 𝑎0+𝑎1 ⋅ 𝑥∗ + 𝑎2 ⋅ 𝑦∗ + 𝑎3 ⋅ 𝑧∗ + 𝑎4 ⋅ (𝑥∗)
2 + 𝑎5 ⋅ (𝑦∗)

2 +…
𝑎6 ⋅ (𝑧∗)

2 + 𝑎7 ⋅ 𝑥∗𝑦∗ + 𝑎8 ⋅ 𝑥∗𝑧∗ + 𝑎9 ⋅ 𝑦∗𝑧∗
(5.13)

The velocity functional is then fitted to measurement points which come from the fluid-mesh and mea-
surements belonging to the object-mesh. Wall-ghost (WG) points are introduced which aim to enforce
the no-slip condition at the wall. WG points are generated on the object-mesh cells and introduce
the no-slip condition. Two criteria are important in for this approach, namely the radius of the sphere,
𝑅LIVA-BNQ, and the number of WG points that are introduced, 𝑁𝑝,𝑊𝐺.
Firstly, the requirements on the sphere radius 𝑅LIVA-BNQ are discussed. An initial lower bound on the
minimum radius can be determined from the conditions for a least-squares fit. The velocity functional
of equation (5.13) contains ten parameters 𝑚, which requires at least ten measurement points to solve
the least-squares fit. Using a Monte Carlo simulation it is then possible to determine the minimum
radius, 𝑅𝑚𝑖𝑛, in a three-dimensional Cartesian grid with grid vector spacing ℎ to ensure to encapsulate
ten fluid-mesh nodes. This is done by distributing points inside a cube with edges of size ℎ with a
uniform random distribution. This cube is placed in a Cartesian grid of sample fluid-mesh nodes with
the same grid spacing, such that the cube vertices coincide with a fluid-mesh node, Then, for each point
the radius at which ten fluid-mesh nodes are encapsulated is determined. The results of this Monte
Carlo simulation with 𝑁 = 106 are shown in figure 5.15. The approximated probability density function
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Figure 5.15: Results of Monte Carlo simulation to determine probability distribution of minimum radius for a randomly placed
point to contain ten fluid-mesh nodes. The vertical red line represents the largest minimum radius 𝑅𝑚𝑖𝑛/ℎ = √11/4, which

corresponds to the interrogation point aligning with a fluid-mesh node.

indicates that most point locations require a minimum radius of 𝑅min/ℎ = 1.34 and that ten fluid-mesh
nodes can be guaranteed for a minimum radius of 𝑅min/ℎ ≈ 1.66. It can be verified that this location
coincides with the point that lies equidistant from the surrounding eight fluid-mesh nodes, i.e. it lies in
the centre of the Cartesian grid cube. This allows for an exact expression of the minimum radius as
𝑅min/ℎ > √11/4 ≈ 1.6583. Thus to guarantee a least-squares velocity fit of equation (5.13), the lower
bound of the radius 𝑅LIVA-BNQ is √11/4 ℎ to capture enough fluid-mesh nodes.
Next, WG points are generated on the intersection of the interrogation volume and the model surface.
These points will be included in the least-squares velocity fit and can be interpreted as weights which
pull (or nudge) the velocity to zero at the model surface. When not explicitly adding weights to these
points in the least-squares fit, the number of generated WG points constitute a weight in and of it-
self. Generating few WG points shall very weakly nudge the velocity towards no-slip at the boundary,
whereas generating many WG points may adversely affect the velocity away from the wall. To cut
through this dilemma, the following is proposed. The number of generated WG points are chosen such
that the inter-point distance is similar to the inter-nodal distant of the fluid-mesh. For the case of the
binned data, the inter-nodal distance is simply the grid vector spacing ℎ. The WG points will thus be
generated with a similar inter-point distance.

The WG point distribution is obtained via a Poisson disk sampling scheme. The samples in a Pois-
son disk distributions are at least a distance 𝑟 apart from each other, yielding a homogeneous represen-
tation of a surface. Consider for example the sampling of cyclist model in figure 5.16. First, the cyclist
surface mesh (represented by a .STL file) is shown in figure 5.16a. Next, points are uniformly sampled
on the mesh which yields the sample shown in figure 5.16b, with the colour varying from blue to red

(a) (b) (c)

Figure 5.16: Example of sampling strategies for (a) a cyclist CAD model, using (b) random sampling and (c) Poisson disk
sampling.
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based on 𝑧-position. The uniformly sampled points clearly do not yield a homogeneous distribution. A
Poisson disk sampling of the same cyclist mesh is shown in figure 5.16c, where the colour varies based
on the 𝑧-coordinate. The Poisson disk sampling evidently provides a more homogeneously distributed
point sample. The point samples in figure 5.16b and 5.16c are generated with 1000 points.

Typically, Poisson disk sampling is initialised by a user-supplied radial distance 𝑟, which defines
the Poisson disk radius ([Bridson, 2007]). The Open3D ([Zhou et al., 2018]) library provides a library
with convenient tools for point sampling. Their implementation allows to specify a number of points for
sampling, i.e. a number of WG points, 𝑁𝑝,𝑊𝐺. The implemented Poisson disk sampling algorithm is
based on [Yuksel, 2015]. This requires the determination of the number of WG points. The number of
points per area 𝐶𝐴 [p m−2] can simply be obtained from the grid vector spacing as

𝐶𝐴 =
1
ℎ2 (5.14)

and the number of sampled WG points is then obtained with the area of the intersected wall geometry,
𝐴LIVA-geom, via

𝑁𝑝,𝑊𝐺 = 𝐶𝐴 ⋅ 𝐴LIVA-geom. (5.15)

The sampled WG points and fluid-mesh nodes are combined in a single array. The point coordinates
(𝑥∗, 𝑦∗, 𝑧∗) are used to set up the coordinate matrix X as

X𝑖𝑗 = 𝜙𝑗(x∗𝑖 ), with 𝑢∗ =
𝑚

∑
𝑗=1
𝑎𝑗𝜙𝑗(x∗𝑖 ), following equation (5.13). (5.16)

The velocity values 𝑢, 𝑣 and 𝑤 are fitted separately. The quantities respectively form the matrices Y(𝑢),
Y(𝑣) and Y(𝑤) as

Y(𝜑)𝑗 = 𝜑(x∗j ), (5.17)

where 𝜑 represents a velocity component. Then, the vector of coefficients a is obtained per velocity
component via

a𝜑 = (X𝑇X)−1X𝑇Y𝜑 . (5.18)

The fitting of a polynomial velocity functional in the local coordinate system provides a convenient way
to determine the velocity and velocity gradient in the normal direction –when using a surface output-
mesh and rotating the local coordinate system as explained in subsection 5.2.2. The velocity at the
interrogation point is simply the coefficient 𝑎0. The velocity gradients at the interrogation point in the
𝑥∗-, 𝑦∗- and 𝑧∗-direction are given by the coefficients 𝑎1, 𝑎2 and 𝑎3, respectively. Now, remembering
that the 𝑧∗-coordinate is aligned with the outward normal, the gradient 𝜕𝑢/𝜕𝑧∗ is equivalent to 𝜕𝑢/𝜕𝑛.
These quantities are directly used for representing wall-shear stress distributions on three-dimensional
surfaces, which is detailed in subsection 5.3.5.

The application of a LIVA interrogation volume with a local polynomial fit can be interpreted as a spa-
tial averaging filter, similar to the Savitsky-Golay filter. The reconstruction scheme outlined above and
termed method Bin-Nudge-QuadFit applies local interpolation on a binned fluid-mesh and object-mesh
represented by WG points, as a continuation from the state-of-the-art. This double filtering can, how-
ever, introduce some unwanted effects. An example a double binning with local polynomials is shown
for a one-dimensional signal, 𝑠 in figure 5.17. The signal is plotted in the top row consisting of four wave
numbers and a nonzero mean. The wave numbers are clearly identifiable in the frequency spectrum.
Next, 𝑠 is binned with quadratic polynomials as per the method of Agüera et al. [2016] to yield 𝑠𝑏, which
is shown in the middle row. The size of the bin is shown in the lower left. The combination of the bin
size and grid vector spacing –and to some extent the order of the polynomial– allows for reconstructing
𝑠 up to a cut-off frequency. The mean and first and second wave numbers are resolved nearly exactly
and so is most of the signal energy (area under the frequency curve). However, the third and fourth
wave numbers are lost and an additional frequency is incorrectly introduced. Then, a second binning is
done on the already binned signal, yielding 𝑠𝑏−𝑏. At best, this second binning will return exactly 𝑠𝑏 and
not the true signal 𝑠. Additionally, the frequency spectrum of 𝑠𝑏−𝑏 can be seen to be further distorted
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due to the second binning. The largest wave numbers are still present and identifiable, yet the peaks
decrease and energy diffuses to other wave numbers. Therefore, a LIVA interpolation scheme is likely
better applied to the original tracer-based representation of the fluid-mesh. This forms the basis of the
next proposed method in subsection 5.3.3.

5.3.3. Quadratic fit of tracer data with wall ghost points
Subsection 5.3.2 proposed the fitting of a quadratic velocity functional over a trilinear fit based on a
Delaunay triangulation. As explained at the end, the double binning can likely be improved by directly
using the tracer-based representation of the fluid-mesh. This subsection details such an approach,
which is termed Tracer-Nudge-QuadFit (Tracer-Nudged-QuadraticFit). Note that this method is nearly
identical to the method Bin-Nudge-QuadFit, baring two differences.

Firstly, the tracer-based fluid-mesh representation is used, which was outlined in subsection C.2.1.
The tracers are measured along trajectories over multiple time steps. Thus for each time step 𝑘, flow
information is available on a set of tracers. These are combined into a single large ensemble to which
the LIVA interrogation volumes are applied. The intersection of the wall model is determined and WG
points are generated on this surface via a Poisson disk sampling.

The second difference is the determination of the concentration for this approach. Using a bin-based
representation, the particle concentration could be simply determined from ℎ via equation (5.14). For
the tracer-based representation the particle concentration varies throughout the domain, as the bubbles
are not easily advected through shear layers and boundary layers. However, to simplify and reduce
computational costs, a single concentration, 𝐶, is used, dependent on the mean inter-particle distance
𝜆𝑝. This is determined from the global particle to volume ratio 𝑁𝑝/𝒱 as

𝜆𝑝 = 3√ 3 ⋅ 𝒱4 ⋅ 𝑁𝑝
. (5.19)

The factor 𝑁𝑝/𝒱 is determined by taking a large bounding box around the model. The number of
particles inside this bounding box defines 𝑁𝑝, whereas 𝒱 is given by the bounding box volume minus
the volume of the model. The areal concentration is then determined with equation (5.14), using 𝜆𝑝
instead of ℎ.

Figure 5.17: Effect of double bin filtering applied to a signal 𝑠 with Gaussian noise. The signal is made up of four wave
numbers and a mean. The signal is subsequently binned with local polynomial fits, which crops the frequency spectrum.

Applying a second binning on the signal 𝑠𝑏 further distorts the frequency spectrum.
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5.3.4. Quadratic fit of tracer data with single wall constraint
The nudging of the three-dimensional quadratic velocity functional towards zero at the wall using WG
points does not pose a hard constraint on the solution. Realistically a nonzero velocity will be returned
when the solution is evaluated at the wall with method Tracer-Nudge-QuadFit. To circumvent this issue,
the linear least squares fit is replaced by a constrained least squares fit. This approach is termed Tracer-
Con-QuadFit (Tracer-Constrained-QuadraticFit).

TheWG points are substituted for a single constraining point at the wall. This wall-constrained (WC)
point 𝑃𝑊𝐶 is obtained by projecting the interrogation point onto the model geometry. The projection is
equivalent to determining the nearest point on the model surface. The constrained least squares is
then set up as follows

minimise ||Xa− Y(𝜑)||2
subject to Ca = 0, (5.20)

where the solution is sought which minimises the squared distance between the measurements Y(𝜑)
and the quadratic velocity fit, while the solution is subjected to the no-slip condition at the point 𝑃𝑊𝐶
expressed via the linear constraint

Ca, with 𝐶𝑖 = 𝜙𝑖(𝑃𝑊𝐶). (5.21)

The constrained least squares problem can be solved by the introduction of Lagrange multipliers which
have been previously reviewed in subsection 3.3.1 when discussing data assimilation. This problem
can be solved using the KKT equations ([Boyd and Vandenberghe, 2018]). These equations combine
the the minimisation problem and constraint into the single matrix equation

(2𝑋
𝑇𝑋 𝐶𝑇
𝐶 0 )(

a
𝜆) = (

2𝑋𝑇Y(𝜑)
0 ) , (5.22)

where 𝜆 is the Lagrange multiplier introduced to satisfy the constraint. Equation (5.22) can then be
solved for the vector containing a and #»𝜆 .

5.3.5. Representing wall-shear stress distributions on 3D surfaces
After the velocity is reconstructed using one of the approaches outlined above, the wall shear stress
can be determined. As was shortly discussed in subsection 5.3.2, the rotation of the local coordinate
system such that the 𝑧∗ aligns with the normal n offers a convenient way to extract the velocity gradient
along the normal. The wall shear stress is given by

𝜏𝑤 = 𝜇
𝜕u//
𝜕𝑛 |

wall
, (5.23)

where 𝜇 is the dynamic viscosity and u// is the tangential velocity vector. Although the position of the
velocity vectors are transformed with the matrix 𝐺𝒯𝐿, the direction of the velocity vectors is expressed
in the global coordinate system with 𝑢, 𝑣 and 𝑤 which lie along the 𝑥-, 𝑦- and 𝑧-coordinates, respec-
tively. Using the reconstruction schemes outlined in section 5.3, the total velocity gradient along the
normal 𝜕u/𝜕𝑛 can be computed, either using a forward difference for the trilinear fit or simply with the
coefficient 𝑎3 for the approaches utilising the quadratic fit of equation (5.13).

Next, the tangential velocity gradient along the normal direction can be obtained via the decompo-
sition of the gradient vector 𝜕u/𝜕𝑛 into a normal and tangential component

𝜕u
𝜕𝑛 = (

𝜕u
𝜕𝑛 )//

+ (𝜕u𝜕𝑛 )⊥
=
𝜕u//
𝜕𝑛 + 𝜕u⊥𝜕𝑛 . (5.24)

The tangential direction was not explicitly determined from the Rodrigues’ rotation as discussed in
subsection 5.2.2 and this is not needed either. The normal vector is known explicitly and can be used
to determine the wall-normal component of equation (5.24) via

𝜕u⊥
𝜕𝑛 = (𝜕u𝜕𝑛 ⋅ n̂) n̂. (5.25)
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(a) (b) (c)

Figure 5.18: Plots of the misalignment of the tracers and the experimental models. Contours of the model are overlayed with
tracer positions below 𝑧 = 10mm.

Then equation (5.25) is substituted into equation (5.24) to yield an equation for the tangential component
of the velocity gradient along the normal direction:

𝜕u//
𝜕𝑛 = 𝜕u

𝜕𝑛 −
𝜕u⊥
𝜕𝑛 = 𝜕u

𝜕𝑛 − (
𝜕u
𝜕𝑛 ⋅ n̂) n̂ (5.26)

5.4. Object registration correction for ground plane
The experimental datasets outlined in chapter 4 are the results of particle tracking the three-dimensional
flow around three wall-mounted models. An object registration was performed for each case to seek
the transformation matrix ℳ𝒯ℱ, which aligns the model domain and fluid domain with an accuracy in
the order of 10−1mm. The same can not be said for the ground plane which position could not be
accurately determined with an object registration due to various reasons.

Firstly, few surfacemarkers registered the ground plane as the subject of the experimental campaign

Figure 5.19: Schematic of the inner circle in red on which four outer circles of the same radius are drawn. In each outer circle
the lowest tracer particle is sought.
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was the object registration of the models, i.e the cube, WBJ and the cyclist. Secondly, the surface-
mounted models were mounted to a board through an intermediary adapter plate that was 3D-printed.
A cut-out was created in the board, but nonetheless the adapter plate was not perfectly flush with the
board. Lastly, the ground plane board itself was made of plywood. In the experimental setup this board
was rigidly clamped which slightly deformed it. The results of all experimental cases indicate that the
measured ground plane is not aligned with the bottom of the models. This can be seen in figure 5.18,
which shows a sample of the particle tracers for 𝑧 < 10 projected onto the 𝑥 − 𝑧 plane along with the
model contours. The WBJ shows the largest misalignment, which was due to its mounting. To allow a
large angle of attack, the WBJ was fixed with a single bolt near the leading edge around which it could
be pitched. This slightly tilted the rear up and away from the ground plane board, which is clearly visible
in figure 5.18b.

As discussed in subsection 2.3.3, minor misalignments in the wall position can yield significant errors in
the near-surface fluid dynamical quantities. To apply the LIVA to both the model and the ground plane,
a registration correction for the ground plane is introduced. This correction relies on the tracer data
information and attempts to fit a ground plane to the ”underside” of the tracers.

A sample of points is evenly distributed on an initial estimate of the ground plane. In this case the
initial estimate is the plane 𝑧 = 0 and points are sampled with a similar inter-nodal spacing as the
output-mesh. For each point 𝑃𝐺𝑃,𝑖 on the estimated ground plane, a search radius 𝑟search is defined,
which firstly defines an inner circle. On this inner circle 𝑁 = 4 evenly distributed points are sampled
around which a search volume is defined using 𝑟search. This is shown schematically in figure 5.19. The
inner circle is shown in black, whereas the 𝑁 search circles are displayed in red. The search circles
correspond to a cylindrical interrogation volume, a search cylinder. This cylinder extends a set distance
above and below the estimated ground plane and registers particles of the complete tracer ensemble
which fall inside it. After ordering the tracers inside the volume based on the 𝑧-coordinate, the lowest
placed tracer is obtained for each search cylinder. The 𝑁 lowest tracers are averaged to yield the mean
lowest tracer in the vicinity of 𝑃𝐺𝑃,𝑖 and, based on the assumption that the mean particle size 𝑟HFSB is
0.35mm, the local ground position is estimated to then be half of the bubble size lower. This process
is repeated for all 𝑃𝐺𝑃,𝑖 to yield a distribution of local ground plane estimates.

Next, the local ground plane estimates are combined and fitted to a plane, which represents the
corrected ground plane. A plane can be fitted using a singular value decomposition (SVD) ([Brown,
1976]), which is one of the standard tools in the scikit-spatial library3. First the geometric centroid of
the point set is determined by averaging along each spatial dimension. Then, the point set is centred
around the geometric centroid. The normal to the plane is obtained by solving a least squares problem
using singular value decomposition applied to the centred point set cast into an 𝑁𝐺𝑃 × 3 matrix S such
that

S = UΣV (5.27)

and the last column of the matrix V then yields the vector normal to the fitted plane.
Results of this approach are shown for the cube case in figure 5.20. Note that the correction is only

computed away from the model for points that lie a distance 2𝑟search away. The local offsets are shown
in subfigure 5.20a and indicate a trend of increasing offset towards negative 𝑥 and negative 𝑦. The
ground plane fit shown in figure 5.20b shows a similar trend as expected.

It should be noted that the plywood board is assumed to be planar in this correction, whereas in
reality the bending of the material may yield non-planar geometries. Additionally, there is no extra ghost
particle filter applied outside the one explained in chapter 4. The pre-weighting approach aims to filter
out sparsely distributed ghost particles by weighting these with real physical particles. The ground plane
correction is only applied to the surface output-mesh nodes which coincide with the ground plane and
do not lie in the vicinity of the model. For convenience, all results are ultimately stored and displayed
on the original surface output-mesh.

3URL: https://scikit-spatial.readthedocs.io/en/stable/

https://scikit-spatial.readthedocs.io/en/stable/
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(a) (b)

Figure 5.20: Results of the proposed object registration correction for the ground plane, where (a) shows the local correction
based on the search for lowest particles with a single inner circle and four outer circles. The results after the plane fitting are

shown in (b).





6
Assessment of velocity reconstruction

techniques

A family of five reconstruction methods has been proposed in chapter 5, along with the method by
Jux et al. [2018] which was extended to extrapolate the shear stress results to the object’s surface.
Next, the methods are assessed and the most suitable method is eventually picked to determine the
skin friction topology on all experimental models of chapter 4. Jux’ method is quickly shown to be
infeasible for reconstructing the skin friction, both for topology and magnitude distribution. Therefore,
a benchmark solution is introduced first in section 6.1. The benchmark solution employs anisotropic,
model-conformal bins which are stretched in the boundary layer. The tangential velocity is determined
from a linearised mean Which depends only on the wall-normal coordinate. Then, the LIVA-console is
shortly introduced in section 6.2, which addresses research question IIIb focused on the implementation
of the proposed method into the current state-of-the-art. The console is similar to software like DaVis
and is used to process, visualise and check the LIVA-reconstruction techniques, along with Jux’ method
and the anisotropic benchmark solution. The techniques are finally assessed in section 6.3 using
the surface-mounted cube case. Firstly, several velocity profiles are shown, which demonstrate the
application of the LIVA-methods for reconstructing boundary layer velocity profiles. Lastly, the skin
friction distribution, topology and magnitude, is determined using each method and discussed. The
best method is picked and used in chapter 7 to evaluate the skin friction topology over all experimental
models, matching them with the off-the-surface flow field and results in literature.

6.1. Formulating a benchmark solution
To quantitatively evaluate the performance of each method, they would need to be compared against a
benchmark which acts as a ground truth. This benchmark needs to be a more accurate representation
of the flow. There are various ways to achieve a benchmark result against which a methodology’s per-
formance can be quantified. For example in fluid simulations, these benchmarks could be achieved by
increasing computational resolution, employing industry-proven methods or turning to Direct Numeri-
cal Simulations. For experimental simulations, verification can similarly be done by utilising other fluid
measurement techniques, such as SOFV or near-wall 2D PIV for the cases here. The specific choice
is dependent on the use case and available resources.

The current state-of-the-art available in literature on reconstructing the near-surface velocity on
generic objects from particle tracking results is Jux’ method. As explained in section 5.1, Jux’ method
is on average valid up to half of the grid size (depending on the size of Ω𝐿𝑃𝑇), leaving a slight gap to
the wall. This state-of-the-art solution can thus not be considered a more accurate representation for
evaluation the LIVA reconstruction models.

Therefore, a different approach is taken to obtain a ground truth for benchmarking the family of

67
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Figure 6.1: Schematic of a single
stack of coin-shaped bins.

(a) (b)

Figure 6.2: Velocity profile of a binning with coin-shaped volumes stacked in the
wall-normal direction. The velocity profile at (a) (𝑥, 𝑦) = (−180, 0) [mm] is shown
next to the profile at (b) (𝑥, 𝑦) = (−120, 0) [mm]. The blue dot markers indicate
the instantaneous velocity of each binned particle placed at the centre of the

respective bin. The red cross markers depict are the result of the
Coin-Based-Tracer-LinReg method.

methods in this thesis report. This approach assumes that the velocity variation close to a wall is dom-
inated by the wall-normal coordinate and varies little in wall-tangential directions, which is a common
assumption for the creation of finite element cells in boundary layers ([Tu et al., 2018]). Measured
tracers are collected in flat, coin-like bins such that the particles with highly correlated velocities are
grouped to determine the mean velocity inside a single coin. Moreover, by increasing the radius and
decreasing the height, a relatively high wall-normal resolution can be achieved. A sketch of such a coin
stack is shown in figure 6.1. This approach is referred to as the Coin-Based-Tracer-LinReg method.

Two velocity profiles with such coin stacks are plotted in figure 6.2 at location I and II. In these
results, the coin stacks had a radius of 𝑟coin = 12mm. a height ℎcoin = 2mm and an overlap of 75%.
The first coin was centered at the ground plane after the object registration correction of section 5.4 was
applied. The mean velocity inside each bin is determined using a linearised mean. The mean velocity
is indicated in the plots by the red cross markers and the velocities of the binned tracers are indicated
by the blue dot markers. Note that the particles which lie in the same bin are plotted at the 𝑧−centre of
the corresponding bin, thereby visually showing the fluctuations of velocities inside a single bin. The
profile in figure 6.1a is taken before the point of separation at (𝑥, 𝑦) = (−180, 0) [mm]. The result is
typical for a developed boundary layer and it is clear from the presence of the fluctuations that the flow
is turbulent. Figure 6.1b depicts the velocity profile after the point of separation at (𝑥, 𝑦) = (−120, 0)
[mm] with reverse flow and large fluctuations in the separated region.

The coin-stacked velocity plots further highlight the effectiveness of the object registration correc-
tion. Note that at the velocity profiles I and II, the ground plane is corrected by respectively −3.85
and −3.35mm. The use of a linearised mean with a slightly thicker coin –a height of 2mm entails
approximately 33 viscous counts (𝑦+ = 1 ∼ 𝑦 = 0.06mm), going up to the logarithmic region– offers
a slight flexibility in the wall position estimate. A linearised mean automatically accounts for a linear
variation in velocity when it only registers particles in the upper half of the coin, unlike a regular mean.
A case could be made that a next iteration of an object registration correction may be performed by
finding the 𝑧−coordinate at which the coin-stacked velocity profile goes through 𝑢 =0ms−1. This is,
however, considered outside the scope of this thesis.

Next, the limits to the validity of the coin-stack binning approach are examined. A range of velocity
profiles is plotted along the 𝑦 = 0-plane. The boundary layer evolution on the ground plane in front of
the cube from 𝑥− = −180mm to 𝑥 = −72mm is displayed in figure 6.3. The 𝑥-location of each profile
is denoted by the black, dotted line and the velocity is plotted with respect to the corresponding profile
line. The evolution shows how the adverse pressure gradient, inflects the velocity profile, until the point
of separation which occurs at approximately 𝑥 =−140mm. The velocity profile at 𝑥 =−100mm has
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Figure 6.3: Evolution of boundary layer velocity profile obtained from the coin-stack binning, ranging from 𝑥 = −180 to
−72mm.

an insufficient number of particles. The standard error to the mean velocity 𝜎𝑈 can be determined via
([Agüera et al., 2016])

𝜎𝑈 =
√𝑢′ + 𝜎
√𝑁𝑝

, (6.1)

where 𝑢′ is the standard deviation of the fluctuations and 𝜎 is the random error due to erroneous particle
positioning. This relation is dominated by the standard error of the fluctuations. Hence, assuming a
turbulence intensity of 10%, which is typical for boundary layers ([White, 2006]), at least 𝑁𝑝 = 100
tracers are needed to statistically reduce the error on the mean to <1%. Hence, bins with less than 100
particles are rejected. This condition typically occurs after separated flow, creating strong shear layers
which are infrequently penetrated by the tracers. After the flow has separated due to the forward horse
shoe vortex it reattaches behind at approximately 𝑥 = −80mm (see figure 6.14), where more tracers
are found again.

Next, consider the boundary layer evolution profile at the top surface of the cube along the plane
𝑦 = 0, displayed in figure 6.4. The front and back face of the cube are located at 𝑥 =−60mm and
𝑥 =60mm. The first boundary layer profile at 𝑥 =−60mm exhibits an unexpected profile. The sharp
edge of the cube will induce leading edge separation and thus the flow is expected to move in +𝑥
direction directly above this edge. This is confirmed by the streamline-contour plot of figure 6.14. The

Figure 6.4: Evolution of boundary layer velocity profile obtained from the coin-stack binning, ranging from 𝑥 = −60 to 60mm.
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boundary layer profile at 𝑥 = −60mm does not match this behaviour. This is due to the relatively
large radius of the coins. s. The core assumption of the anisotropically shaped coins is that velocities
along the radial direction of the coin are highly correlated and variations can be neglected with respect
to the variation along the normal disk axis. In other words, all velocities can be reduced to a single
dependency, namely the wall-normal direction. This assumption holds up well for attached turbulent
boundary layers, however, in the vicinity of any shear layer this assumption is no longer valid.

6.2. Processing results with LIVA-console
Part of the research goal presented in section 3.4 focuses on the implementation and use of the re-
construction method, namely question IIIb. To this end, a console was developed and coded in Python
which allows a user to perform three tasks:

• Easily define the inputs and settings for the data processing, such as the fluid measurements,
CAD-file with the object information, output-mesh file and sphere radius.

• Check the results for a single cell in the output-mesh, which can be selected by the user. The
results are displayed in a built-in viewer.

• To process the results for the whole output-mesh after having selected the desired settings and
input files.

This section shortly discusses the main aspects of the console, whereas the reader is referred to ap-
pendix B for a link to the Github page which contains the source code and a tutorial which explains how
to use the console to process the case of the surface-mounted cube.

An overview of the console is given in subsection 6.2.1. The main functionalities are explained and
put in relation to the flowchart of figure 5.13. The user-configurable settings are explained in subsec-
tion 6.2.2 and, lastly, the viewers, which are present within the console and used for inspecting the
LIVA-method, are clarified and demonstrated in subsection 6.2.3. A big aspect of the LIVA-console is
working with the various data files and file formats. For more information on this topic, the reader is
directed to appendix C.

6.2.1. General outline of the console
The LIVA-console can generally be divided into three functionalities, which are visualised in figure 6.5
and referred to as the ’Setup’, ’Processing’ and ’Inspection’. However, before initialising the console,
several preparations need to be completed first. These are indicated by the grey box and refer to
additional tasks which need to be done after the experiment as outlined in chapter 4. In this subsection,
the steps of the flowchart are expanded upon.

Figure 6.5: Functional flowchart of the LIVA-console.
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Preparation
Firstly, an object registration is to be performed to obtain the transformation matrix ℱ𝒯ℳ. In this report,
the method and results by Hendriksen [2024] are used directly without modification. The transformation
matrix is subsequently used to transform the fluid measurements in DaVis. This aligns the two meshes
and enables the use of the LIVA-methods. The fluid measurements can be outputted in a .DAT file
as bin-based data or as tracer-based, depending on the method to be performed. A .STL file which
contains the object-mesh should also be available at this point. This .STL file could then be used to
generate an output-mesh, for example using the Gmsh software [Geuzaine and Remacle, 2009]. The
output-mesh must be then be written to a .VTK file to be able to load it into the LIVA-console.

Setup
After the preparation is completed, the LIVA-console can be opened. The first steps are to load in the
three data files generated during the preparation phase:

• .STL file, which contains the object-mesh information.
• .VTK file, which contains the output-mesh information.
• .DAT file, which contains the fluid-mesh information.
• (Optionally) .DAT file, which contains the tracer positions for the object registration correction as
explained in section 5.4.

The tab in the console where the geometrical objects are selected and loaded is shown in figure 6.6.
The .STL file can be loaded with an initial ground plane, which is always placed orthogonal to the
𝑧−axis. The other functionalities are explained in appendix B.

The tab where the fluid objects are selected and loaded is shown in the screenshot of figure 6.7.
Note that the user must select if the fluid-mesh represents bin-based or tracer-based data, though the

Figure 6.6: Screenshot of the LIVA-console where the Geometry objects can be defined.
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Figure 6.7: Screenshot of the LIVA-console where the Fluid objects can be defined.

software guesses this when selecting the file. Additionally, the fluid-mesh typically contains several
million points. These visuals can be filtered with the tools available in the section ’Display settings
FluidData’. The file which contains the tracer positions for the object registration correction is also
loaded via this view. If the user is working with a tracer-based fluid mesh, this information can be
copied from the fluid-mesh. However, it is also possible to select a different data file.

Next, the user chooses one of the available reconstruction approaches, which depends on the
available data. The console-view where this is selected, is displayed in figure 6.9. The three algorithms
in the left column require a bin-based fluid-mesh, while the algorithms in the right column require a
tracer-based fluid-mesh. The user further selects the interrogation sphere radius and chooses cropping
dimensions for both the ’Ground Estimate’, for the object registration correction, and the ’FluidMesh’, for
processing the results onto the output-mesh. Note that this can reduce the computational cost, though
care must be taken that the actual ground plane and output-mesh lies inside the respective bounds.
Lastly, the user may also use a semi-sphere or a semi-sphere where the mid-plane has prescribed a
radius of curvature. This is useful when binning data near thin objects, such as the cyclist’s wheels.
In such cases, a complete sphere would also bin fluid-mesh and object-mesh points which lie on the
other side of model, as for example shown in figure 6.8. After the settings have been initialised, the
setup can be started. After the setup is completed, the user can continue to the next step.

Processing
The next step is the processing of the results, during which the user will typically look at individual
results, before commencing the complete run. The first step in the processing is to optionally execute
an object registration correction. Such a correction is done for all the cases described in this report, but
may not be necessary, either when the accuracy ground plane position estimate is of sufficient accuracy
or when there is no ground plane to be considered. After the ground plane correction, the user may
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Figure 6.8: Example of spherical interrogation volume cutting through the model such that points on the other side are also
binned.

either process individual results by first choosing a cell of the output-mesh or they may execute the
process for the entire output-mesh. In the latter case, the results are written to the selected directory as
a .VTU file. This file can then be loaded into for example TecPlot 360 [TECPLOT] or ParaView [Ahrens
et al., 2005] to visualise the results. At that point, the user no longer requires the LIVA-console.

Inspection
When the user chooses to process a single cell, the results of the velocity reconstruction are displayed
in the console itself for inspection. Firstly, a cell of the output-mesh is chosen, either selecting the cell
number or by selecting one via the built-in viewer. The exact definition of the results in the built-in
viewer are discussed in subsection 6.2.3, but these are split into two:

• Results of the binning with (semi-)spherical interrogration volumes around the object.
• Results of the velocity reconstruction via either linear interpolatior or fitting quadratic functionals.

New points can be selected and processed serially. Once the user is finished with the inspection, they
can execute the process for the entire output-mesh.

6.2.2. Configurable settings
A concise overview of all user-configurable settings is given in this subsection. These are divided into
three categories, namely Geometrical data settings, Fluid data settings and Algorithm settings:

Geometrical data settings
• File with object-mesh information; a .STL file which contains the CAD model of the object can be
selected.

• File with output-mesh information; a .VTK file which contains the output-mesh geometry can be
selected.

• Add ground plane; a checkbox in the console allows the user to automatically add a ground plane
upon loading the .STL file. When done so, the ground plane will be included when executing one
of the (LIVA-)methods.
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Figure 6.9: Screenshot of the LIVA-console where the Run settings can be defined.

Fluid data settings
• File with fluid-mesh information; a .DAT file which contains either bin-based or tracer-based fluid
velocity data can be selected.

• File with tracer position information; a .DAT file which contains tracer positions can be selected.
This must be the same format as the tracer-based fluid velocity data and, therefore, the same file

(a) (b)

Figure 6.10: Example of a semi-sphere where the sliced surface (a) is planar and (b) has a radius of curvature.
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Figure 6.11: User-configurable settings in the LIVA-console for when the algorithm Coin-Based-Tracer-LinReg is chosen.

as for the fluid-mesh can be reused.

• Display settings for fluid data; For displaying the fluid-mesh and tracer positions in the three-
dimensional model viewer, several settings can be used to improve the display. Firstly, the per-
centage of points that are shown to the user can be decreased. The points can be masked using
the model STL, which does not show points which fall inside the model or under the ground. If an
IsValid flag is included with the .DAT file, this attribute can be used to only display valid points.
If present, this flag is always used in the processing. Then, the data can be cropped using the
’Crop Dimensions’ which are part of the Algorithm settings.

Algorithm settings
• Processing algorithm; One of the six processing algorithms can be chosen, either one which is
one of the four proposed LIVA-methods (Bin-Con-LinInterp, Bin-Nudge-QuadFit, Tracer-Nudge-
QuadFit, Tracer-Con-QuadFit, section 5.3), Jux’ method using additional linear extrapolation (Jux’
linear extraction subsection 5.1.2 & 5.1.3) or the anisotropic coin stacking approach (Coin-Based-
Tracer-LinReg, section 6.1).

• Sphere radius; The user defines the radius of the spherical interrogation volume here. This may
also be an expression using one of the variables displayed in the information table below the
logging widget, e.g. ”3 * $pitchPX ” defines a radius that is thrice the pitch (in mm).

• Sphere splitting; The interrogation volume can also be split to form a semi-sphere. The user has
two options, either to use a planar slice (true semi-sphere) or semi-sphere where the slice surface
has a radius of curvature. These semi-spheres are visualised in figure 6.10.

• Coin-based settings; When the method Coin-Based-Tracer-LinReg is chosen, the user must ad-
ditionally define settings for the coin-stack. These are shown separately in figure 6.11. The height
of the coin-stack is defined, along with the overlap of the coins and the fitting algorithm. In this
report, only the linearised mean is used, hence this is the only available option. The radius of the
coin is taken from the Sphere radius-setting.

• Crop dimensions; The fluid-mesh and tracer position data can be cropped to improve the compu-
tation cost. A lower and upper bound can be selected, though care must be taken to ensure that
the cropping does not negatively affect the ground plane fit or main processing algorithm. The ac-
tual ground plane must lie inside the ’Ground Estimate’ cropping dimensions and the output-mesh
must lie within the ’Fluid Mesh’ cropping dimensions.

• Show corrected ground plane fit; When executing the ground plane fit, it is possible to show the
corrected plane in the three-dimensional viewer.

• Iterate index; Before processing a single iterate, the user can select an output-mesh cell of choice.

• Save folder; After executing the algorithm for the whole output-mesh the results are saved to a
.VTU file in the selected directory.
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Figure 6.12: View of the 3D model viewer, when the object-mesh, fluid-mesh and output-mesh has been loaded. The
object-mesh is shown in blue, the fluid-mesh in purple and the output-mesh in orange.

6.2.3. Built-in viewers
Lastly, the console includes two viewers and a logging widget, one of the viewers displays the geomet-
rical model, the other the binning and velocity reconstruction results for a single interrogation volume
and the logging widget communicates log information to the user. Below the logging widget is a small
table which shows information about the loaded data. The viewers are explained in more detail in this
section.

Figure 6.13: Example of the plot viewer for inspecting the results of the LIVA reconstruction.
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Three-dimensional model viewer
The 3D model viewer shows the meshes upon loading the files. The user can move the objects around
in space and verify that the correct meshes have been chosen. When the setup is completed and the
user process a single cell of the output-mesh, the chosen interrogation volume is also displayed in the
3D model viewer. This provides the user with a better feel of for example the size of the interrogation
volume relative to the object. An example of the viewer, with all data loaded is shown in figure 6.12,
whereas a view with a single interrogation volume is depicted in subfigure 5.11a.

Plot viewer
The Plot viewer shows the results of reconstructing a single interrogation volume. Examples of this
viewer were shown above in chapter 5. Two views are available to the reader. First, a view similar to the
3D model viewer discussed above is available, which shows the results of the binning. An example is
shown in subfigure 6.13. The fluid-mesh points which fall inside the interrogation volume are displayed
in blue, with the object-mesh in red. A discretised version of the spherical interrogation volume is shown
in yellow. The model and ground plane are still included in the view, though greyed out. Static side
views of the binning are also available.

Additionally, the results of the velocity reconstruction are included. For each velocity-component,
𝑢, 𝑣 and 𝑤, the fit (linear or quadratic) is plotted against the wall-normal coordinate 𝑛. The data points
are also included which allows the user to verify the fit. Note that all fluid-mesh points are collapsed to
only the wall-normal coordinate. An example of such a fit is shown in figure 6.13.

6.3. Comparison of LIVA-reconstruction schemes
Comparison and verification of the methods is done both qualitatively and quantitatively, through the
reconstruction of velocity profiles and by examining the wall-shear stress distribution. For the quan-
titative evaluation a ”ground truth” solution is introduced, which exploits the anisotropic nature of the
boundary layer to increase the wall resolution. This ground truth is introduced and explained in sub-
section 6.1. This subsection also discusses the validity of this benchmark solution. Then, the proposed
family of four methods, Jux’ state-of-the-art method and the benchmark solution are applied to four ve-

Figure 6.14: Location of velocity profiles at plane 𝑦 = 0 overlaid with the velocity magnitude contour and streamlines in the
same plane. The cube has sides of length 𝐿 = 120mm. Note that the position of the cube in this figure is for illustration

purposes and not exactly correct
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locity profiles around the cube –when valid– and presented in subsection 6.3.1. Lastly, the wall-shear
stress distributions are introduced and discussed to both verify the reconstruction methods and further
compare them against each other.

6.3.1. Velocity profiles
The methods are first applied to reconstruct a boundary layer profile. Four different positions are cho-
sen on the ground plane and object itself. These positions are shown in figure 6.14. First, velocity
profile I is placed far ahead of the cube, such that it falls inside the attached turbulent boundary layer.
Profile II is positioned directly after the point of separation and reverse flow is expected to occur near
the ground. The upper portion of the boundary layer experiences forward flow. The next velocity profile
III is located on top of the cube in the wake of the leading edge separation which mostly contains re-
versed flow. Lastly, velocity profile IV is chosen which lies in the wake region of the cube. This profile
only experiences reverse flow.

The mean velocity profile is shown for location I in figure 6.15a. All methods, except for Jux’ method,
go to zero near the wall due to the introduction of the no-slip boundary condition in the reconstruction.
As Jux’ method interpolates the fluid state between binned velocities without imposing boundary con-
ditions, there are no more data points available beyond 𝑧 < 2.5mm. The Bin-Con-LinInterp method
follows the same approach, but adds linear interpolation between the fluid bins and the wall which
bridges the gap. The family of methods all show a smooth velocity profile, apart from the Bin-Nudge-
QuadFit method. This first overshoots the ground truth and then jaggedly reduces to the ground truth
profile as can be seen in the zoomed-in portion. The plot of the differences in subfigure 6.15b reveals
maximum differences occur with respect to the benchmark solution of around 1m s−1. The methods
with quadratic velocity fit, behave in a similar way. Close to the wall, these under predict the velocity,
then slightly after these over predict the velocity. This is typical behaviour when fitting a low-order poly-
nomial that is unable to reach the steep gradients that are expected in boundary layers.

Next, the velocity profile at location II is displayed in figure 6.16. The separated boundary layer flow

(a) (b)

Figure 6.15: Velocity profile (𝑢-component) at location I. In (a) the mean velocity 𝑢 is shown along with each respective
reconstruction method (�̃�), whereas in (b) the difference Δ𝑢 is plotted defined as 𝑢 − 𝑢𝐺𝑇. The red area indicates the
uncertainty of the benchmark solution, whereas the orange dashed line indicates the data point closest to the surface,

attainable with Jux’ method.
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(a) (b)

Figure 6.16: Velocity profile (𝑢-component) at location II. In (a) the mean velocity 𝑢 is shown along with each respective
reconstruction method (�̃�), whereas in (b) the difference Δ𝑢 is plotted defined as 𝑢 − 𝑢𝐺𝑇. The red area indicates the
uncertainty of the benchmark solution, whereas the orange dashed line indicates the data point closest to the surface,

attainable with Jux’ method.

(a) (b)

Figure 6.17: Velocity profile (𝑢-component) at location III. In (a) the mean velocity 𝑢 is shown along with each respective
reconstruction method (�̃�), whereas in (b) the difference Δ𝑢 is plotted defined as 𝑢 − 𝑢𝐺𝑇. The red area indicates the
uncertainty of the benchmark solution, whereas the orange dashed line indicates the data point closest to the surface,

attainable with Jux’ method.
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(a) (b)

Figure 6.18: Velocity profile (𝑢-component) at location IV. In (a) the mean velocity 𝑢 is shown along with each respective
reconstruction method (�̃�), whereas in (b) the difference Δ𝑢 is plotted defined as 𝑢 − 𝑢𝐺𝑇. The red area indicates the
uncertainty of the benchmark solution, whereas the orange dashed line indicates the data point closest to the surface,

attainable with Jux’ method.

shows significantly lower gradients, which highly benefits all methods. Again, all proposed methods go
approximately to zero due to the enforcing of the boundary condition at the wall. Around the infliction
region, the methods over predict the velocity compared to the ground truth. This may more likely be a
fallacy of the benchmark solution, which has limited validity in regions of (high) shear, as explained in
section 6.1. The difference, both amongst the methods themselves and compared to the benchmark
solution is at most 0.5m s−1.
Velocity profile III on the upper surface of the cube is depicted in figure 6.17. This also presents the first
example for which the ”nudged” Tracer-Nudge-QuadFit method does not (approximately) go to zero at
the surface. The distribution of WG points is not strong enough to pull the solution to zero, likely due to
the very thin local boundary layer. This boundary layer is identifiable by the relatively large velocity at
only 1mm above the surface. The effect of the constrained Tracer-Con-QuadFit becomes very clear.

This method forces the solution through zero, however, the introduction of the single constraint re-
duces the degree of freedom of the quadratic fit. This can similarly be compared to lowering the order
of the polynomial. Thus lower gradients are expected. The differences for velocity profile III in figure
6.17b indicate that the reconstruction solutions are within 0.5m s−1 of the benchmark solution, with the
Tracer-Nudge-QuadFit having the lowest offset.

Lastly, figure 6.18 presents the results for velocity profile IV. This profile is placed in the wake of
the cube and experiences purely reversed flow. Similar to the reversed flow on the top of the cube, the
local, secondary boundary layer is in the order of a few millimeters. The quadratic fits are not able to
fit such a steep gradient and both under and over predict the velocity. This velocity profile shows an
artefact of the boundary condition implementation, which was faintly visible in figure 6.15, particularly
in the plot of Δ𝑢. The overshoot of the solution is caused by the fitting of a quadratic polynomial, which
is (weakly) constrained to also pass through the zero velocity at the wall inside the local interrogation
volume. The boundary condition is included as long as the wall geometry is intersected by this volume.
When the volume no longer intersects the model geometry, no boundary conditions are included and
the only information on the presence of the model is indirectly supplied by the fluid measurements.
This causes a kink, which only increases with thinner boundary layers. The kink may be overcome by
shrinking the size of the interrogation volume, though this complicates the requirement for sufficient
particles. However, when the interrogation volume is several orders smaller than the boundary layer
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Figure 6.19: Contour plot with magnitude of wall-normal velocity gradient overlaid with skin friction lines for Jux’ method.

height and improvement to the velocity profile reconstruction is.
Taking the boundary layer of velocity profile I, the interrogation volume radius would need to be at
least half the size of the developed boundary layer for a reconstruction without over- and underfitting
of the data. Given the characteristic heights of the boundary layer in the experiment, one could de-
termine the needed interrogation radius and subsequently the required ensemble particle density can
be estimated. For example, in a flow where the smallest characteristic boundary layer is 10mm, the
interrogation volume must be at most 5mm in radius. To then obtain at least 100 particles in the
semi-sphere, a ensemble particle concentration of approximately 200 particles per cubic centimeter is
needed. Ensuring homogeneous seeding, if the particle density in the shear layer during the exper-
iment would be 0.1 particle per cubic centimeter, at least 2,000 images would be needed, assuming
that most particles are reconstructed using STB.

Table 6.1: Table of shear stress 𝜏𝑤 magnitude [mPa] at different positions around the wall-mounted cube from various methods.

Ground
position

(𝑥, 𝑦, 𝑧) [mm]

Flow
type

Bench-
mark

Coles’
method
((A.5))

Jux’
method

Tracer-
Nudge-
QuadFit

Tracer-
Con-
QuadFit

(-170, 0, 0) Turbulent
BL

52.0 73.1 8.3 24.1 24.5

(-150, 0, 0) Horse-
shoe vor-
tex

25.4 15.78 7.9 7.4 8.5

(90, -110, 0) Vortex
streak

79.2 N/A 8.6 76.5 72.9

(-60, 0, 90) Laminar
BL

21.1 16.2 8.2 22.3 22.7

(120, 0, 0) Separation 62.5 N/A 6.5 33.6 34.1
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Figure 6.20: Contour plot with magnitude of wall-normal velocity gradient overlaid with skin friction lines for the
Bin-Con-LinInterp method.

6.3.2. Wall-shear stress distributions
Lastly, the methods are applied to a surface output-mesh of the surface-mounted cube case. The re-
sults are displayed and discussed in this subsection. The wall-shear-stresses are determined via the
process of subsection 5.3.5. Note that for consistency, all skin friction magnitudes are displayed with
the same colour map range, which cause oversaturation with some plots and undersaturation with oth-
ers. For the tailored results which focus on the aerodynamic evaluation of the surface-mounted cube
case, the reader is referred to chapter 7.

Firstly, Jux’ method is displayed in figure 6.19. The skin friction lines are plotted on top of the wall-
normal velocity gradient contour. The skin friction lines far forward of the cube are qualitatively okay,
however, it is apparent that without including the wall surface no-slip condition both the skin friction
topology and magnitude greatly differ from reality. The first proposed method Bin-Con-LinInterp is pre-
sented in figure 6.20. The small adaptation from Jux’ method can be seen to significantly improve
both the topology and relative magnitude contours. The forward separation point on the ground plane,
stagnation point on the forward face and the streaklines of the horseshoe vortex which curve around
the cube are all visible. Further, the footprint of the arch vortex behind the cube is visible along with
the corner vortex on the side and the reattachment saddle point on the top surface. From a qualita-
tive perspective, these agree well with results in literature ([Depardon et al., 2005] and [da Silva et al.,
2021]). Contrary, the magnitude contour in figure 6.20 exhibits unexpected behaviour. The skin friction
significantly increases after the line of separation. Typical skin friction profiles show a decrease in the
skin friction magnitude aft of the separation line. However, in this case the effect is artificially induced
by the non-conformal fluid-meshbin.

After the object registration correction of section 5.4, the ground plane of the wall-mounted cube
is placed at a slight angle with respect to the cube’s faces. This aligns perfectly with the diagonal
line of maximum wall-shear stress visible in the contour plot. The trilinear approach of method Bin-
Con-LinInterp directly scales the wall-normal velocity gradient with the distance between a fluid-mesh
node and the surface-mesh. When the surface-mesh is not conformal with the fluid-mesh, such an
alias-effect occurs. The same alias-effect occurs for the case of method Bin-Nudge-QuadInterp. The
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Figure 6.21: Contour plot with magnitude of wall-normal velocity gradient overlaid with skin friction lines for the
Bin-Nudge-QuadFit method.

distribution of the bin-based fluid-mesh nodes is very sparse, to the extent that the addition or subtrac-
tion of a single additional fluid-mesh node can yield jagged results.

The first tracer-based method Tracer-Nudge-QuadFit is displayed in figure 6.22. As expected, the
homogeneous ensemble of tracer particles does not experiencing the aliasing problem contrary to the
Cartesian bin-based representation. The magnitude of the wall-normal gradient reaches up to 7.000Hz
in the streaklines of the horseshoe vortex. The results for themethod Tracer-Con-QuadFit are displayed
in figure 6.23. These are nearly indistinguishable from the results of the nudged method. It should be
noted, however, that the results for the Tracer-Nudge-QuadFit method are highly dependent on the
number of WG points and thereby the concentration fixed before the processing. This approach is also
computationally more expensive due to the Poisson sampling step on an intersection of the geometry.
The Tracer-Nudge-QuadFit method only requires a single projection onto the surface-mesh to include
the boundary constraint.

The results are sampled at different locations around the cube to indicate the wall-normal shearmag-
nitude for all methods. This is displayed in table 6.1. Three locations are sampled inside the attached
turbulent boundary layer, close to the point of separation and in the wake of the horseshoe vortex. In
all cases, Jux’ method shows little variation between the locations. The LIVA-methods proposed in this
report, consistently underpredict 𝜏𝑤 in attached turbulent boundary layer. However, outside the classic
boundary layer profile, the LIVA methods are more applicable and perform relatively well. There is
also little difference between the Tracer-Nudge-QuadFit and the Tracer-Con-QuadFit method. Since
the latter is less computationally expensive, it is considered more favourable. Hence, this algorithm is
also selected to process the skin friction topology on the remaining objects, presented in chapter 7.
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Figure 6.22: Contour plot with magnitude of wall-normal velocity gradient overlaid with skin friction lines for the
Tracer-Nudge-QuadFit method.

Figure 6.23: Contour plot with magnitude of wall-normal velocity gradient overlaid with skin friction lines for the
Tracer-Con-QuadFit method.



7
Skin friction topology around generic

objects

The three cases of the cube, wing-body junction and the cyclist, presented in chapter 4 are processed
with the Tracer-Con-QuadFit method. This chapter presents the topology of the skin friction for each
case, along with the magnitude contours. The purpose of this chapter is to highlight the flexibility of the
LIVA approach, proposed in this thesis report.

Figure 7.1: isometric view of the skin friction magnitude around the surface-mounted cube overlaid with skin friction lines,
obtained with the Tracer-Con-QuadFit approach.

85
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(a) (b)

Figure 7.2: Views on the (a) front face and (b) rear face of the skin friction magnitude around the surface-mounted cube
overlaid with skin friction lines, obtained with the Tracer-Con-QuadFit approach.

7.1. The surface-mounted cube case
Firstly, the results are presented for the surface-mounted cube. This dataset has been extensively
covered in chapter 5 and the results will be summarised in this section. The cube is considered the
geometrically simplest case, but the bluff body and sharp edges induces a flow that may informally be
referred to as ”riddled with shedding vortices”. An isometric view of the cube is depicted in figure 7.1.
The incoming flow separates forward of the cube and the skin friction lines converge from this point
on to single lines which arch around the object. This is indicative of the typical horseshoe vortex that
exists in front of the cube. An attachment point is present on the front face of the cube, from which the
attached flow spreads evenly to all edges, representative of an impinging jet flow (see also subfigure
7.2a). The sharp edges on the cube induce separation, as a real flow is unable to sustain an infinite
acceleration to turn a 90° corner.

(a) (b)

Figure 7.3: Views on the (a) top face and (b) side face (𝑦 = −60) of the skin friction magnitude around the surface-mounted
cube overlaid with skin friction lines, obtained with the Tracer-Con-QuadFit approach.
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The wake induced by the leading edge of the cube extends to far aft of the cube (see also figure
6.14). Part of the separated flow reattaches on the upper face and hence a large portion of the upper
face experiences negative friction in the negative 𝑥-direction. A saddle point is present at the point
where the flow reattaches to the upper surface. Part of the fluid attaching at this saddle point flows
towards the rear of the cube, which is another separation for the flow impinging the cube from behind.
The attachment of the flow on the rear can be seen in subfigure 7.2b.

Turning the attention to the top view of the cube in subfigure 7.3a, two large vortices can be seen
located behind the cube and positioned approximately one cube length apart. These are the footprints
of the arch vortices which are induced by flow separation from the front face of the cube. The reattach-
ment point of the large leading edge separated wake is not captured inside the measurement domain
and lies further aft of the cube. Smaller vortices can be detected on the ground plane near the sides of
the cube and near the vertical edges of the rear face, which are a result of separation of forward and
backward flow, respectively, from the side edges. Lastly, two saddle points can be viewed between
the horseshoe vortex and the rear face of the cube.

A side view of the cube is presented in subfigure 7.3b. The skin friction topology on this side in-
cludes two vortices, one lower near the front face and one higher near the rear face. A saddle point
is present slightly aft of the centre, and two more attachments points appear to be located at the face
edges above and below this saddle point.

7.2. Processing the wing-body junction case
The next case is the wing-body junction, which is a typical flow case for aircraft. A top view of the WBJ
is displayed in figure 7.4. The angle of attack can be estimated to be around 6° from this view and the
suction side is located towards −𝑦. Contrary to literature, the skin friction topology does not show the
presence of the characteristic horseshoe vortex on the ground forward of the leading edge.

An isometric view of the skin friction topology and distribution is given in figure 7.5. The flow attaches
evenly on the leading edge of the airfoil. The suction side can be clearly recognised by the region of
high wall-shear, which reaches a maximum approximately where the thickness is largest. The flow
over the middle of the airfoil is attached up to the trailing edge. The flow near the top of the wing shows

Figure 7.4: Top view of the skin friction magnitude around the WBJ overlaid with skin friction lines, obtained with the
Tracer-Con-QuadFit approach.
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Figure 7.5: isometric view from a forward position of the skin friction magnitude around the WBJ overlaid with skin friction lines,
obtained with the Tracer-Con-QuadFit approach.

a different behaviour due to the three-dimensionality of the flow. At the top of the leading edge, a tip
vortex is created which moves up from the pressure side and rolls over the edge on the pressure side,

Figure 7.6: isometric view from a rearward position of the skin friction magnitude around the WBJ overlaid with skin friction
lines, obtained with the Tracer-Con-QuadFit approach.
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rotating in clockwise direction along the 𝑥-axis. The tip vortex flow reattaches again on the side of
the airfoil and rolls up on near the edge of the pressure side. This causes the S-shaped friction lines
moving towards the pressure side and is generally paired by a secondary separation underneath the
tip vortex.

A second tip vortex occurs due to flow on theWBJ’s side face rolling up over the edge on the suction
side. A streak of increased wall-shear stress is visible on the suction side towards the tip region. This
may be indicative of a pressure-driven vortex that accelerates the flow near the top.

7.3. The cyclist case
The skin friction distribution around the scaled cyclist is discussed last. This is topologically the most
complicated model. An isometric view of the skin friction lines and wall-normal gradient is presented
in figure 7.7. The flow over the cyclist is largely attached and only separates via the two vortices on
the rear of the cyclist and a separation line on the back of the upper arms and legs, which matches
the results by Jux et al. [2018]. A stagnation point exists at the tip of the rider’s head where the flow
attaches to the cyclist. A separation region can be recognised in the neck from the decrease in skin
friction magnitude and the converging skin friction lines. The flow also attaches on the biceps of the
cyclist after which it separates again on from the triceps.

Turning to the isometric view of the cyclist’s back in figure 7.8, the separation lines and vortices are
clearly visible. Long separation lines are present on the back of the arms and legs. A small vortex
can also be identified near the left elbow of the cyclist. Compared to the findings of Jux et al., the two
vortices on the lower rear of the cyclist are positioned slightly higher up the cyclist’s body in the present
case. This is likely a consequence of the lower Reynolds number, which induces earlier separation.
The wall-normal velocity gradient varies from 0 to approximately 5.000Hz with the regions of highest
shear found on the cyclist’s back and the sides of the legs where the attached flow reaches a local
maximum.

Next, the front and rear view of the cyclist are displayed in figure 7.9. The front view shows the

Figure 7.7: isometric view from a forward position of the skin friction magnitude around the cyclist overlaid with skin friction
lines, obtained with the Tracer-Con-QuadFit approach.
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Figure 7.8: isometric view from a rearward position of the skin friction magnitude around the cyclist overlaid with skin friction
lines, obtained with the Tracer-Con-QuadFit approach.

extend of the attachment lines running from the hip of the cyclist down the the toes. A saddle point
can be identified on both knees and a saddle point is present between the right shoe and shin of the
cyclist. The rear view shows long separation lines which run from the gluteus of the cyclist down to the
ankles. The lower left vortex is about twice the size of the upper left vortex. Down from the upper right
vortex, another separation line can be seen which moves towards the inner thighs, on the back of the
right upper leg, the friction lines appear to move upward towards the gluteus.

(a) (b)

Figure 7.9: Two views of (a) the front side and (b) the back side of the skin friction magnitude around the cyclist overlaid with
skin friction lines, obtained with the Tracer-Con-QuadFit approach.
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Conclusions and Recommendations

The recent advancements in the three-dimensional flow measurement techniques, particle image ve-
locimetry (PIV) and Lagrangian particle tracking (LPT), towards large-scale experiments, coupled with
the introduction of the object registration approach by Hendriksen [2024] motivated this thesis to in-
vestigate the inference of near-wall surface fluid dynamics from particle tracking results. Sustainability
plays a crucial role in the design and analysis of new aircraft, vehicles, wind turbines and more. Both
PIV and LPT are currently widely applied in both state-of-the-art industrial and academic pursuits due
to their rich data acquisition. Various examples have been presented demonstrating its capabilities
such as the measurement around a full-scale cyclist by Schneiders et al. [2018] and Jux et al. [2018]
or the complete characterisation of the flow around a surface-mounted cube by Schröder et al. [2020].

It was previously demonstrated that pressure distributions can also be inferred from the three-
dimensional flow field measurements with both PIV ([de Kat and van Oudheusden, 2012]) and LPT
([Jux et al., 2020]) up to model surfaces. To obtain a complete picture of the aerodynamic forces, only
the skin friction need still be determined ([Anderson, 2017]). This is typically done through oil film inter-
ferometry ([Örlü and Vinuesa, 2020]), however, these oils may not always be applicable when gravity
effects becomes significant. The ability to also infer skin friction distributions from volumetric measure-
ments would complete the story and add much value to the already packed toolbox that are PIV and
LPT.

Current data assimilation approaches utilising large-scale PIV and LPT results have mainly focused
on far-body flows. Near-surface methods have been proposed and experimented with, but this has
been limited to the two-dimensional case and viscous terms have often been neglected. This leaves a
research gap to utilise large-scale PIV/LPT to reconstruct near-surface fluid dynamics, with a specific
focus on skin friction distribution, for generic, complex bodies, summarised by the following research
objective:

The research objective is to reconstruct near-surface fluid dynamical properties in
large-scale time-averaged PIV/LPT measurements by combining verified body position

information with experimental results in the outer-field.

The research objective was divided into three main topics, which dealt with I) reconstruction of the
near-surface velocity, II) computation of the skin friction and III) implementation of the method into
the current state-of-the-art. To tackle the first question of how the model domain and fluid domain
can be merged together, the local interrogation volume approach (LIVA) was introduced along with an
output-mesh onto which the merger can be interpolated. An object registration of the model using the
same optical setup yields a transformation matrix. This transforms the coordinate system of a digital
computer-aided design (CAD) model (typically provided in .STL format) to the fluid domain. Local
spherical interrogation volumes were used to bin both fluid measurements, which are represented by
a fluid-mesh, and portions of the model geometry, represented by an surface-mesh.
When dealing with LPT results, the fluid-mesh may be represented by the a single ensemble of all
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individual tracers or reduced to a Cartesian grid using bins. Next, the question arose as to how the near-
surface velocity can be reconstructed from the merger in the LIVA. A family of four different methods
was introduced which aim to interpolate the local velocity inside the interrogation volume by accounting
for the model geometry. These are summarised as follows:

• Bin-Con-LinInterp - A three-dimensional Delaunay triangulation is generated using an ensem-
ble of bin-based fluid-mesh points and a point-discretised surface-mesh. A trilinear interpolation
is subsequently employed using barycentric coordinates of the three-dimensional simplices to
interpolate the velocity onto an interrogation point inside the volume.

• Bin-Nudge-QuadFit - Wall ghost (WG) points are introduced and distributed over the intersection
of the surface-mesh which lies inside the interrogation volume. The WG points are sampled with
the same inter-nodal distance as the bin-based fluid-mesh nodes, which is the grid vector spacing
ℎ. The WG points with zero velocity and fluid-mesh nodes are concatenated into a single array of
data points. A three-dimensional quadratic velocity functional is then fitted to these points using
a least-squares approach.

• Tracer-Nudge-QuadFit - Similar to Bin-Nudge-QuadFit WG points are sampled over the intersec-
tion of the surface-mesh and the interrogation volume. The tracer-based representation of the
fluid-mesh is used and a single, fixed inter-nodal distance is determined from the global particle
density. All data points are concatenated into a single array and the least-squares method is
used to fit a quadratic polynomial to the data points.

• Tracer-Con-QuadFit - The WG points are swapped for a single constraint at the projection of
the interrogation point onto the wall. A constrained least squares problem is set up to solve
the minimisation problem subject to the single boundary condition. The same quadratic velocity
polynomial is used for this approach.

The implementation of the boundary conditions is included in the descriptions above. To lastly answer
how the family of methods compare against the state-of-the-art, the boundary layer velocity profiles are
computed, along with the skin friction distribution. In regards to inferring the skin friction distribution
from particle tracking results, Jux’ mehthod ([Jux et al., 2018]) is considered the state-of-the-art. Jux’
method employs a dilated output-mesh which was then extrapolated to the model surface to acts as
the state-of-the-art solution in this report. These methods were further compared against a benchmark
solution, which employed the anisotropic nature of boundary layers. Flat, coin-shaped bins were used
as interrogation volumes and a linearised mean was computed inside each disk.

The methods were applied to the experimental dataset from a large-scale LPT experiment for three
models, a surface-mounted cube, wing-body junction and scaled cyclist. First the velocity profiles were
constructed. This revealed the under- and over-prediction that occurs with quadratic fits, when the
interrogation volume is several orders higher than the boundary layer. This places a requirement on
the experimental data and the LIVA approach. TO reconstruct near-wall flows without over-and under-
predicting, the maximum radius of the interrogation volume must be approximately half the size of the
characteristic boundary layer in the flow. Based on this requirement, the minimum number of images
could be determined.

Further, the skin friction topology was accurately reconstructed by all methods from a qualitative per-
spective. The state-of-the-art method does not allow for determining the topology via the wall-normal
gradient and the near-surface streamlines would need to be employed. The effect of the non-conformal
bin-based fluid-mesh with respect to the model geometry was clear in the case of the surface-mounted
cube. Due to the object registration correction the ground plane was no longer aligned with the bin-
based fluid-mesh. As the linear method directly scales the wall-normal gradient with the distance to the
wall, an artificial aliasing effect was noticeable distorting the skin friction magnitude. The same effect
was apparent for the Bin-Nudge-QuadFit method. The difference between the methods Tracer-Nudge-
QuadFit and Tracer-Con-QuadFit was minimal with respect to the skin friction distribution. The method
which employs WG points yielded smoother results, whereas the single wall constraint approach is
computationally cheaper.

Lastly, the research question on how this method could be integrated into the state-of-the-art was
addressed. A metric on the experimental parameters was mentioned above and what remains is the
practical implementation. Typically, digital particle tracking images are processed using specialist soft-
ware such as DaVis ([LaVision, 2023]). To that end, a processing console was created and presented
which can be used to set up the processing, get visual insight into the processing with local interroga-
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tion volumes and finally simplify the processing of a particle tracking experiment for the user. A tutorial
on this software is provided in the appendix.

Various scientific domains were touched upon during this thesis project, from computational geometry
and numerical analysis to experimental measurements and even software design. The outcomes of this
thesis can be further sustained by suggesting improvements to the different facets of the project. Firstly,
the interrogation volume was chosen to be sphere as an initial suggestion for an isotropic approach. For
the same reasoning as the coin-shaped bins, the sphere may be swapped by an anisotropically shaped
element, which may align with the direction of largest correlations. Inspiration may be drawn from the
adaptive interrogation volumes proposed in [Novara et al., 2012], which used cigar-like and disk-like
volumes for binning to improve resolution in the shear layer. The need for the object registration
correction on the ground plane was demonstrated as this offset reached up to 5mm for the case of the
wall-mounted cube and even higher for the wing-body junction. The cause of this misalignment was
largely due to the wooden material used which easily bent and the fact that the experimental campaign
was focused on a correct registration of the models and little attention was given to the ground plane.
For further experiments which will partake in a similar endeavour, it is recommended to source rigid
materials, choose the manufacturing technique based on the allowable model position uncertainty and,
lastly, include the ground plane (and potentially other objects) in the object registration process.

Next, it was clear that tracer particles provided the best fluid-mesh representation. This was largely
due to the double binning effect which would occur otherwise. Additionally, the large binning may
already wash out the required spatial resolution for an accurate near-surface velocity reconstruction.
Further improvements could firstly be made to the the velocity functional. As per [Agüera et al., 2016],
a quadratic polynomial was used, but this is likely a sub-optimal functional for the near-wall velocity.
One option is the use of different interpolation schemes, for example a mimetic interpolation ([Pletzer
and Hayek, 2019]) which satisfies vector calculus identities, such as divergence and Stokes’ theorem.
A comment was also given on the use of wall functions for the near-surface velocity fitting, which
worked well for attached turbulent boundary layer. A recommendation would be to not only adapt the
quadratic functional, but further to use a hybrid approach. Coles’ method (Coles, 1968) could be used
for attached flows and a switch could be made to a higher-order polynomial when deviation from the
canonical profile is detected, for example due to separation.

Lastly, the LIVA console to process particle tracking results could be further developed, but a more
powerful direction of development might be the integration of the console into other software such
as DaVis. This way the necessary processes could be launched directly from the DaVis software.
Currently, the console outputs a single file in .vtu format which could be loaded by any fluid data viewer,
such as TECPLOTTM. To make the data generation more compact and move toward a computational
fluid dynamical treatment of this data, e.g. with finite element meshes, it is recommended to investigate
how the volumetric and surface outputs can be combined in a single data file.
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A
Fitting boundary layer profiles with wall

functions

As discussed in subsection 2.2.2, a common approach to determine wall-shear stresses is by fitting
wall functions, such as the Clauser chart method. Fitting a wall function is generally applied to differ-
ent regimes of the boundary layer, which may be the entire region or a subset such as only the inner
layer, depending on data availability. The classic velocity profile in a turbulent boundary layer has
been discussed in subsection 2.2.1. The profile is divided into the inner and outer layer. Inside the
inner layer, the profile follows a logarithmic law and close to the wall in the viscous sublayer, the non-
dimensionalised velocity and wall-normal distance exhibit a linear relation up to approximately 𝑧+ = 5.
In between these layers, in the buffer layer, these profiles overlap.

The mean radius of the HFSB is approximately 0.35mm. Typical near-wall turbulence measure-
ments are executed with tracer particles which sizes are in the order of 1µm ([Schröder et al., 2015]
and [Kempaiah et al., 2020]). In the turbulent boundary layer on the ground forward of cube, the 𝑧-
value corresponding to 𝑧+ = 1 (or 𝑧 = 𝜈/𝑢𝜏) would be 𝒪(10−2mm) ([da Silva et al., 2021]). On the
faces of the cube, this value is about 25% smaller. Hence, in this case one could only expect to find
tracked particles in the boundary layer region from 𝑧+ > 35 − 50, which corresponds to the log region
and outer layer. Introducing a single wall point to specify the zero-velocity constraint may improve the
wall function modelling, however, as was shown by Örlü et al. [2010] inaccuracies in the wall position
mostly affect the reconstructed velocity profile in the viscous wall region and not so much in the log
region and outer layer, see also subsection 2.3.3.

This appendix demonstrates four fitting strategies using theClauser chart method andColes’ method.
The strategies are first explained in subsection A.1 and applied to four velocity profiles. The results are
obtained using a nonlinear least squares fit, which are presented and discussed in subsection A.2

A.1. Fitting with the Clauser chart and Coles’ method
As outlined by Rodriguez et al. [2015], the condition of tracked particles from 𝑧+ > 35 − 50 can be
fit using the Clauser chart method, when only the log region is used, or Coles’ method when both log
and wake region (= outer layer) are utilised. For the purpose of this demonstration, both methods are
applied to the wall-mounted cube case at different positions on the ground plane and model. These
positions are the same as in subsection 6.3.1 and displayed in figure 6.14.

The Clauser chart method ([Clauser, 1954]) utilises the LogLaw equation (2.32), which is repeated
here for convenience, using 𝑧 as the wall-normal direction:

𝑢+ = 1
𝜅 ln (𝑧

+) + 𝐵 (A.1)

97



98 A. Fitting boundary layer profiles with wall functions

Table A.1: Summary of variables for the four fitting strategies with the Clauser chart method and Coles’ method and the role
these play in the fitting.

Dependent
variable

Measured
variable

Fixed
variables

Design
variables

Clauser chart method I - equation (A.1) 𝑧 𝑈 𝜅, 𝐵, 𝜈 𝑢𝜏
Clauser chart method II - equation (A.1) 𝑧 𝑈 𝜈 𝑢𝜏, 𝜅, 𝐵
Coles’ method I - equation (A.5) 𝑧 𝑈 𝜅, 𝐵, 𝜈 𝑢𝜏, Π, 𝛿
Coles’ method II - equation (A.5) 𝑧 𝑈 𝜈 𝑢𝜏, Π, 𝛿, 𝜅, 𝐵

The introduction of the non-dimensional parameters 𝑧+ and 𝑢+ is expected to collapse all boundary
layer velocity profiles onto a single profile, dependent on the friction velocity 𝑢𝜏. Hence, to explicitly
show this dependency, it may be convenient to rewrite above equations in the dimensional parameters
as

𝑈 = [1𝜅 ln (
𝑧 ⋅ 𝑢𝜏
𝜈 ) + 𝐵] ⋅ 𝑢𝜏 , (A.2)

which shows that with a fixed von Kármán constant 𝜅 and loglaw intersect 𝐵, the parameter 𝑢𝜏 is the
only variable (since the kinematic viscosity is determined by the ambient conditions). However, as has
been discussed in subsection 2.2 and various other literature ([Örlü and Vinuesa, 2020]), the values
of 𝜅 and 𝐵 are contested ([Wei et al., 2005]) and even their universality for various flow types ([Nagib
and K. Chauhan, 2008]). Therefore, given sufficient flow field data, it may be possible to include 𝜅
and 𝐵 in the set of design variables. By fitting the data to the logarithmic region of the boundary layer
50 < 𝑧+ < 200, the friction velocity can thus be determined.

To include data of the outer layer region into the wall function, Coles’ method introduces a wake
term ([Coles, 1956]) meant to correct the defect from the log law. This correction is parallelly named
the ’Law of the Wake’ and is given in non-dimensional parameters by

𝑢+ = 𝑓 (𝑧+) + Π𝜅 𝑤 (𝜂) . (A.3)

The attentive reader notices the introduction of two new variables, the wake component Π and the non-
dimensional wall-normal variable 𝜂 = 𝑧/𝛿, where 𝛿 is the boundary layer height. The functional 𝑓 is
simply the law of the wall, however, the functional 𝑤 represents the law of the wake. For the purposes
of this demonstration, the analytical expression for 𝑤(𝜂) by Coles [1968] is used here and presented
in equation (A.4), though more recent expressions are available ([K. A. Chauhan et al., 2009]).

𝑤 (𝑧𝛿 ) = 2 ⋅ sin
2 (Π𝑧2𝛿 ) (A.4)

Introducing the law of the wall may extent the region of applicability to the boundary layer edge, 𝛿.
By substituting equation (A.4) into equation (A.3) and introducing the dimensional parameters, the
dependencies on all variables is clearly indicated:

𝑈 = [1𝜅 ln (
𝑧 ⋅ 𝑢𝜏
𝜈 ) + 𝐵 + 2Π𝜅 ⋅ sin2 (𝜋𝑧2𝛿 )] ⋅ 𝑢𝜏 (A.5)

Both methods are applied to fitting the four boundary layer profiles shown in figure 6.14 using the
tracer-based fluid-mesh, assuming a constant 𝜅 =0.41 and 𝐵 =5.0 and optimising for these constants.
This yields in total four solutions, which are summarised in table A.1. To gather a sufficient number
of particles for the fitting, a cylindrical interrogation volume with radius of 12mm is used which axis
aligns with the velocity profile position. Note that only the 𝑢-component of the velocity is used for the
boundary layer fitting. The problem is solved using a nonlinear least squares fit.

A.2. Results of wall function fitting
The results are shown in figures A.1 & A.2. Firstly, velocity profile I is shown in subfigure A.1a and
can be recognised as a classic attached turbulent boundary layer. Large fluctuations occur in the
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(a) (b)

Figure A.1: Results of four wall function fitting strategies in table A.1 to the tracer particles at (a) the position (𝑥, 𝑦) = (−180,
0)mm and (b) at (𝑥, 𝑦) = (−120, 0)mm.

boundary layer, which decrease near the edge. For all profiles, the Clauser chart method is applied
up to 𝑧 = 2, which correspond to 𝑧+ ≈ 2mm. Both the Clauser chart method and Coles’ method can
accurately fit the turbulent velocity profile. Clauser method I yields a friction velocity of 0.233m s−1
and Coles’ method I yields a friction velocity of 0.241m s−1 which are similar outcomes. Given the
friction velocity the viscous count 𝜈/𝑢𝜏 can be updated and found to be approximately 0.061mm. The
advantage of applying Coles’ method is the additional information on the wake component Π = 3.06
and the boundary layer height 𝛿 =16.6mm. The additional information from Coles’ method could be
used to directly compute the skin friction coefficient 𝐶𝑓, the displacement thickness 𝛿∗, the momentum

(a) (b)

Figure A.2: Results of four wall function fitting strategies in table A.1 to the tracer particles at (a) the position (𝑥, 𝑦) = (0, 0)mm
and (b) at (𝑥, 𝑦) = (120, 0)mm.
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Table A.2: Results of the nonlinear least squares fitting with uncertainty to velocity profile I for all four fitting approaches.

𝑢𝜏 [m s−1] Π [-] 𝛿 [mm] 𝜅 [-] 𝐵 [-]
Clauser chart method I -

equation (A.1)
0.233 ±1.95 ×
10−3

- - - -

Clauser chart
method II -

equation (A.1)

6.39 × 105 - - 7.04 × 105 2.46 × 107

Coles’ method I -
equation (A.5)

0.241 ±6.17 ×
10−4

1.95×10−2 4.03×10−5 - -

Coles’ method II -
equation (A.5)

9.91 × 103 5.59×10−2 6.72×10−5 1.11 × 104 3.88 × 105

thickness 𝜃 and lastly, the shape factor 𝐻 via the relations ([White, 2006])

𝜏𝑤 = 𝑢2𝜏 ⋅ 𝜌 (A.6)

𝐶𝑓 =
𝜏

1
2𝜌𝑈𝑒

, (A.7)

𝜆 = √ 2𝐶𝑓
, (A.8)

𝛿∗
𝛿 ≈ 1 + Π

𝜅𝜆 , (A.9)

𝜃
𝛿 ≈

𝛿∗
𝛿 − 2 + 3.2Π + 1.5Π

2

𝜅2𝜆2 . (A.10)

For the boundary layer velocity profile at location I, this yields 𝜏 = 0.071Pa, 𝐶𝑓 = 0.0018, 𝜆 = 33.6,
𝛿∗ = 4.89 × 10−3, 𝜃 = 2.6 × 10−3 and 𝐻 = 1.86.

The results of the fitting approaches Clauser method II and Coles’ method II are plotted in the same
figures. The results seem to fit the experimental measurements well, however, these do not tell the
full story. Upon performing the nonlinear least-squares, the uncertainty in the estimate of each design
variable can be obtained. In both cases, adding 𝜅 and 𝐵 to the set of design variables negatively
impacts the accuracy of fitting the friction velocity, as well as 𝜅 and 𝐵. This is visible from the values in
table A.2 in which the uncertainties for all approaches are summarised.

The other velocity profiles all include a region of separation. Profile II has a small region of adverse
flow, but this can not be accurately fitted by equations (A.1) or (A.5) which are specially derived for
turbulent attached boundary layers. A small ”trick” was applied to fit the velocity profiles III and IV,
namely that the sign of the fit was flipped for adverse flow. The highly separated regions at III and IV
contain a secondary attached boundary layer, which moves in the direction of negative 𝑥. At first sight,
the Clauser method still holds up in this separated region, to fit the secondary boundary layer. Upon
closer inspection, however, the experimental measurement data shows a lower wall-normal velocity
gradient than the Clauser fit for velocity profile III and a higher wall-normal gradient for the velocity
profile IV. Similarly, Coles’ method fails as the loglaw defect can not be corrected by the introduced
law of the wake.

This appendix aimed to highlight the potential advantages and apparent disadvantages of employing
analytical wall functions for fitting. The wall-mounted cube provides a case with largely separated flows,
which is incompatible with the Clauser chart method and Coles’ method that rely on attached turbulent
boundary layers (in fact, there is no reliable, analytical equation for separated flows). An approach can
be envisioned, however, in which part of the solution which encompasses attached turbulent flow can
be fitted with an appropriate wall function, whereas the other part containing separated flows may be
fitted with a generic functional such as a polynomial.



B
Tutorial on LIVA-console to process LPT

results

Research question III focused on the implementation of the proposed method into the current state-of-
the-art. The digital images gathered during an LPT experiment are typically processed by specialised
software such as DaVis ([LaVision, 2023]). As mentioned in section 6.2 a console has been developed
with tools to inspect the data, define the algorithm settings and launch the processing. The user can
inspect the geometry through a three-dimensional viewer. The LIVA process settings can be defined
after which the user can process the data step-by-step. This appendix contains a tutorial that explains
how the case of the surface-mounted cube was processed from start to finish. A Github project has
been created which contains the necessary Python source files, test data files, tools and environment
information to follow along with the tutorial presented here. This project can be accessed via the
following URL:

https://github.com/Erikd1997/LIVA_processor.git

There are two datasets available in this Github project in the data folder. First is the surface-mounted
cube case with bin-based data. Second is the WBJ case with tracer-based data. The tutorial in this
appendix will walk through the surface-mounted cube case, but the same steps are applied to the case
of the WBJ. To access the .DAT files which hold the fluid-mesh information, a Google Drive folder is
available. The Github projects do no allow for (multiple) large files to be shared on their platform. A few
files are available, but not all. The Google Drive folder does contain all required data files1 The folder
can be accessed via the following URL:

https://drive.google.com/drive/folders/
1Db2HCmJ40mIjJbutxNf6YhfdDiN044Po?usp=drive_link

The processing can be divided into three steps, where first all necessary data files are obtained such as
the object STL, the fluid measurement data and the surface output-mesh. This is detailed for generating
the output-mesh in section B.1. After, one can start the console to load in all data and process the results
to determine the skin friction distribution, which is described in section B.2. Once the algorithm has
completed, the results can be opened in a data visualisationtool such as Tecplot 360 or ParaView.

B.1. Generating the output-mesh
Next to the fluid-mesh, object-mesh and the transformation matrix ℳ𝒯ℱ, an output-mesh must be gen-
erated. In this tutorial, the mesh is generated using Gmsh, however, any other software can be
1Note that these will likely not be available for multiple years as I personally pay for data storage and will not keep these files
forever.
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used which can produce a .VTK file. The Gmsh software is available in the Github project or can
be downloaded from the website, https://gmsh.info/. It is also possible to skip this step and
use the output-mesh that is included in the Github project at ./data/cube/geometry/cube-outputmesh-
7mm_spacing.vtk. A second, more refined outputmesh is also available.

In this case, we generate an output-mesh that is aligned with the surface of the cube. Firstly, how-
ever, we convert the STL file to a different file format which is better supported by Gmsh. Otherwise,
we Gmsh would need to parametrise the .STL data. Open the .STL file into a CAD-modelling software,
such as Fusion 360. If the output-mesh must include a ground plane, this should be drafted and com-
bined with the outer surface of the cube. At the end, the outer surface of the cube must remain and be
exported as a .STEP file.

The .STEP file is then loaded into the Gmsh software using File > Merge. Next, we open the ’Op-
tions’ menu to adjust the maximum cell size. Navigate to Tools > Options and in the new window that
opens, navigate to Mesh. Under the tab General, the minimum and maximum element sizes can be
selected. In this case, we set the maximum to 7 and leave the minimum at 1.

The ’Options’ window can be closed again and it is time to generate the mesh. Unfold ’Menu’ in the
tree on the left and press ’2D’. This automatically generates a surface-mesh using the prescribed al-
gorithm (default is Frontal-Delaunay). Now, the mesh should be exported so navigate to File > Export
which prompts a file dialog where the name of the meshfile can be selected. Ensure that the extension
.VTK is added to the filename, such that Gmsh knows that the file must be written in the VTK format.
Once the mesh is exported (eitherin ASCII or BINARY), it is time to proceed to the LIVA-console.

B.2. Processing the surface-mounted cube with the LIVA-console
After cloning the source code, one can run the main Python script applicationMain.py. This launches
the LIVA-console as depicted in figure 6.6. Choose the .STL file ./data/cube/geometry/cube_12cm.stl.
Add a ground plane at 𝑧 =0mm to that and click ’Load STL file...’. Next, choose the .VTK file that
stores the output-mesh, discussed in section B.1. Load this mesh by clicking on ’Load OutputMesh
VTK file. At this point the cube is shown in the 3D model viewer with the output-mesh, as seen in figure
B.1.
Tip: Click on the active tab (it should be ’Geometry objects’ at this point) to minimise this pane and
enlarge the 3D model viewer. Click on the ’<’ symbol to restore the view again.

Figure B.1: View of the LIVA-console with surface-mounted cube object-mesh and output-mesh loaded.

Enlarge the settings pane again and navigate to the next tab ’Fluid objects’. In this section, we will

https://gmsh.info/
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load the fluid-mesh information and tracer positions. It is possible to either load the bin-based data
or the tracer-based data. For the surface-mounted cube tutorial here, we will work with the available
bin-based data. Choose the data file ./data/cube/fluid data/Cube_binning_32x32x32_75per0001.dat.
Ensure that the ”Bin” type of data is selected and click ’Load FluidData file...’. After loading the data,
the points are displayed in the viewer. Less points can be modified by dragging the slider bar to the left,
blanking points which fall inside the model or ground plane, including only valid points and cropping
data. Update the view by clicking ’Update FluidData view’. Here, we will set the slider bar to 20%, and
check all the boxes below it. You should see that the cube is now visible again behind the fluid-mesh.
The cropping dimensions are taken from the tab ’Run settings’.

Next, we will add the fluid tracer data which is available through the Google Drive folder link shared
above. Open the data file ./data/cube/fluid data/Cube_tracer_fluid_data.npy and load the data by click-
ing ’Load TracerData file for Ground-Fit...’. After the data is loaded, the view should look as shown in
figure B.2. Note how the metadata has also been included in the ’Information’ table displayed below
the logging widget.

Figure B.2: View of the LIVA-console with surface-mounted cube fluid-mesh and tracer data loaded.

Next, we will define the settings for the interrogation volume and run the setup. Navigate to the ’Run
settings’ tab. Choose the Bin-Nudge-QuadFit algorithm. Then, set as interrogation sphere radius 3 *
$pitchMM, this should amount to 9.201mm. Any of the other loaded variables shown in the ’Information’
pane may also be used. Their variable names are preposed by the $-sign. We will not work with semi-
spheres here and we leave the cropping dimensions the same as the default. Next click the button
’Start Setup’. This triggers the console to initialise the data and compute all necessary information to
iterate over each cell. Note that this setup may take about 20 seconds.
After the setup is completed, you should notice that the widgets below have been enabled. Next, we
will execute the object registration correction for the ground plane. First, we will show the discrepancy
by examining the tracer positions. Navigate to the ’Fluid objects’ tab and unselect the ’Show Fluid data’
checkbox. Now, only the grey tracer data should be visible. Align the camera such that you are looking
at the side of the cube facing in positive 𝑦−direction.

Tip: you can hold the CTRL button to rotate the view along the axis perpendicular to the screen.
The view should look similar to figure B.3. Note, how grey tracers appear below the ground plane in
front of the cube (towards the left, in negative 𝑥−direction). We will be resolving this issue by computing
a new ground plane estimate.

Enlarge the settings pane and navigate back to the ’Run settings’ tab. Select the ’Show corrected
ground plane fit in 3D view’ checkbox and choose a ground-plane fit folder. This folder will store the
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Figure B.3: View of the side of the LIVA-console with only the tracer data points. This shows the error in the ground plane
estimate.

results of the ground-plane estimate for this specific tracer dataset and output-mesh and can be loaded
in the next time. Then, click the button ’Execute ground plane fit’. Once the correction is computed,
the view automatically updates and show the new ground plane. The contour of the previous estimate
is still included to see the difference. If we position the camera in the same way as before, such as in
figure B.4, we can see that the ground plane is now fit to the underside of the tracer data.

Figure B.4: View of the side of the LIVA-console after the ground-plane correction is computed. The corrected plane can be
seen to fit the underside of the tracer data.

Next, we will execute the LIVA-algorithm for a single cell and inspect the results. First, we will select
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a cell of the output-mesh, for example on the front face of the cube. Hold CTRL+SHIFT before clicking
in the 3D model viewer to select a cell. To follow along with this tutorial select the cell with ID 1765.
It is also possible to choose a different cell in the output-mesh. Once selected, the cell is highlighted
in the viewer. Navigate to the ’Run settings’ tab once again. Press the button ’Evaluate single iterate’.
The interrogation volume is now shown in the 3D model viewer, as can be seen in figure B.5. Select

Figure B.5: View of the LIVA-console after a single cell has been processed. The interrogation volume is displayed in yellow.

the ’Plot viewer’ tab in the top left, and a new view appears. Here, the results of the LIVA-binning
is shown in the main plot. On the right, the LIVA-binning is shown in three side views. The results
of the velocity reconstruction are shown in the bottom row, plotted against the wall-normal coordinate

Figure B.6: View of the LIVA-console with the ’Plot viewer’ after executing the LIVA-algorithm for a cell 1765.
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𝑛. Note that the velocities 𝑢, 𝑣 and 𝑤 correspond to the global coordinates however. The results for
cell ID 1765 are displayed in figure B.6. In the case shown here, there is a shear towards the global
𝑤−direction, which translates to flow moving upwards from the center of the cube’s front face. Note
that that 𝑢−component is perpendicular to the cell surface and, as explained in subsection 5.3.5, this
is not included in the (sall-tangential) shear stress.

That leaves one last action, namely to execute the LIVA-algorithm for the entirety of the output-
mesh. Navigate once again to the ’Run settings’ tab and select a folder where the results are to be
saved. Once chosen, press the ’START’ button to execute the algorithm. Once the loading bar has
turned to 100% the results are saved to a .VTU file. This file can be imported into a fluid visualisation
software such as Tecplot or ParaView. That concludes the tutorial on the LIVA-console.



C
Data representation of object-mesh,

fluid-mesh and output-mesh

This appendix contains additional information on the representation formats of the various meshes and
mesh-files used throughout this report. It may assist any reader who will work with the LIVA-console
and thereby reading/writing such files.

C.1. The object-mesh file format - .STL file
The representation of an object’s surface in CFD is often presented via a CAD model, so much so that
common CFD codes either offer an interface for creating CAD models and/or facilitate the import of
such models ([Tu et al., 2018]). The CAD model aims to geometrically represent a digitised version
of a physical object via a collection of geometrical elements meshed together and is typically used
in designing products. For geometrical purposes, an object need only be defined by its bounding
surface, defined as the surface domain ΓCAD. The domain ΓCAD is made up of several smaller surface
elements which are connected along their edges and at their vertices. The digitisation of a cyclist
is displayed in figure C.1, showing the render of a cyclist CAD-model in figure C.1a and the CAD
model in C.1b made up of triangle surface elements. The triangle surface is obtained via a process
called tessellation and is a common approach to store CAD model information, for example via the

(a) (b)

Figure C.1: Digitisation of a cyclist model with (a) showing a rendered version and (b) a meshed version consisting of triangle
surface elements.

107
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Figure C.2: The STL format representing a tessellated circular surface with eight triangle facets with a normal pointing out of
the paper.

STereoLitographic (STL) format ([Kai et al., 1997]). The STL format represents triangular facets with
a set of 𝑥-, 𝑦- and 𝑧-coordinates for the three vertices and a normal vector indicating which side faces
outward, schematically depicted in figure C.2. Note how each facet has its own three vertices leading
to redundancy and complicating the processing of STL formats to reconstruct coinciding points and
edges ([Kai et al., 1997]). CAD model information in this report will be communicated via the STL
format, though other data formats such as IGES, OBJ and STEP are possible ([McHenry and Bajcsy,
2008]).

C.2. The fluid-mesh representation and file format - .DAT file
The fluid data, consisting of coordinates, velocities and possibly many more quantities such as accel-
eration, vorticity, et cetera, has its own data structure for representing the fluid state in the domain Ωℱ.
Results from Lagrangian particle tracking experiment are used here as an example, though this can be
transformed into a representation akin to particle image velocimetry via ensemble binning. The LPT
characterisation is discussed in subsection C.2.1 and is referred to as tracer-based data. Subsection
C.2.2 outlines the structure of ensemble binned tracer data, referred to as bin-based data.

C.2.1. Tracer-based representation
The tracer-based representation of LPT data consists of a collection of tracers at a single time instance
𝑘 with at minimum a position and velocity. Four reconstructed particle trajectories are plotted in figure
C.3 per example. Each trajectory is given a track ID through which the sampled tracers along a path
are linked. This form is not directly useful to experimentalists or analysts which typically visualise and
analyse fluids from an Eulerian perspective. In an Eulerian perspective the fluid is visualised by the
observer as it flows through a fixed region in space. On the other hand, in a Lagrangian reference frame,
a small fluid element is visualised by an observer which moves with the element, thereby tracing out a
path in space.

The tracer-based format in which LPT results are presented can be considered as ”meshless”, yet
the position is given in any coordinate system, such as aCartesian (figure C.3), spherical and cylindrical.
This is slightly different from the ”true” Lagrangian perspective where the frame of reference follows the
object (like a passenger on a boat floating along the river). The change of any quantity 𝜙 along a single
trajectory is given by the material derivative (or total derivative) ([Batchelor, 2000]):

D𝜙
D𝑡 =

𝜕𝜙
𝜕𝑡 + (∇ ⋅ u)𝜙, (C.1)

where the left-hand side denotes the material derivative of 𝜙 and the right-hand side the local temporal
and local convective derivatives of the quantity 𝜙. The local temporal and convective derivatives are
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Figure C.3: Example of four particles which are tracked over eight consecutive time steps.

obtained from an Eulerian perspective, whereas the material derivative is obtained from the Lagrangian
perspective.

To write and read tracer-based fluid data, the information can be stored to .DAT files in ASCII or binary
format. Such files consist of header data and segments or snapshots with the fluid information repre-
senting the time frames. An example of such a file is given in Listing C.1. Each zone is given a time
instance as Snapshot XXXX. The collection of datasets (or set of zones) that represents the same
region of the solution over time is referred to as a strand and these are marked with an integer-valued
STRANDID. The SOLUTIONTIME marks a specific time in the strand. Next, the particles tracked in
each snapshot are I-ordered, hence J=1 and K=1. The total number of tracers tracked at the given
SOLUTIONTIME is equal to I. Tracer-based data files are always denoted by ZONETYPE=Ordered,
since the information is ordered. Other zone types are reserved for finite-element meshes. The infor-

Listing C.1: .DAT file example for tracer-based fluid data in ASCII format

TITLE = ”Cube_cropped_tracks(z100-200) Polynomial order: 2 Length: 5”
VARIABLES = ”x [mm]” ”y [mm]” ”z [mm]” ”u [m/s]” ”v [m/s]” ”w [m/s]” ”trackID” ...
ZONE T=”Snapshot 0000”
STRANDID=1, SOLUTIONTIME=2.059831199
I=901, J=1, K=1, ZONETYPE = Ordered
DATAPACKING = POINT
-81.4127 -38.8966 102.193 4.32118 -2.60797 1.7744 0
4.83548 3.16288 158.609 6.8023 0.20414 3.48972 1
.
ZONE T=”Snapshot 0001”
STRANDID=1, SOLUTIONTIME=2.060164538
I=952, J=1, K=1, ZONETYPE = Ordered
DATAPACKING = POINT
-79.8447 -39.8276 103.01 5.0869 -2.97778 3.12764 0
6.76605 3.10175 159.441 4.78093 -0.570945 1.50237 1
.
.
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Figure C.4: The movie can be controlled with the buttons below it.
NOTE: Open the document in a PDF-viewer such as Adobe Acrobat Reader DC to play the movie.

mation may be written in two orders, determined by DATAPACKING. First is the POINT format, where
the values of all variables are written for the first point, then the second point and so forth. The other
option is the BLOCK format, where the values of all points are written for the first variable in a block,
then for the second variable, then for the third and so forth. (Tecplot Inc., 2006])

The combination of all particle trajectories could be used to visualise a flow field. As an example,
figure C.4, created with TECPLOT 360TM, portrays a fluid field around a surface-mounted cube visu-
alised by particles moving along streamlines. The stream-tracers are not constrained to a mesh, so
the trajectories curve and bend as they are convected with the fluid. The Lagrangian perspective with
information along trajectories was employed to compute two-point statistics at close distances, beyond
the typical limitation of particle imaging ([Godbersen and Schröder, 2020]). Lagrangian descriptions
have also been used to extract vortical structures, even with highly sparse data ([Martins et al., 2021]).
To obtain one-, two- or multipoint statistics and convert the flow field to an Eulerian description, the
tracers can be binned in small interrogation volumes.

C.2.2. Bin-based representation
The output of an LPT experiment provides a set of particle tracers with at minimum a position, velocity
and time (or frame number). To collect all tracers in a time-averaged approach and visualise the results

Figure C.5: Schematic description of ensemble binning.
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Figure C.6: Local coordinate system inside an interrogation bin.

in an Eulerian reference frame –referred to as CartesianGrid Reduction (CGR, [Scarano et al., 2022b])–
, ensembles are collected in bins and averaged, hence the term ensemble binning. Consider the LPT
measurement volume Ω𝐿𝑃𝑇 sketched on the left in figure C.5. A wing is placed inside the volume which
contains a set of tracer particles 𝑁𝑘 at a time 𝑘. Ω𝐿𝑃𝑇 is subdivided into 𝐽 smaller bins 𝐵, which fill the
complete volume. A tracer 𝑁𝑖,𝑘 at a time 𝑘 is assigned to a bin 𝐵𝑗 via the integer truncated division
([Godbersen and Schröder, 2020])

binindex = ⌊
𝑥𝑁𝑖,𝑘 − 𝑥0
Δ𝑥 ⌋ , (C.2)

where 𝑥𝑁𝑖,𝑘 denotes the particle position, 𝑥0 the corner of the volume Ω𝐿𝑃𝑇 and Δ𝑥 is the bin size. This
process is repeated for all tracer particles 𝑁𝑝 over all time steps 𝑘, such that an ensemble of tracers
is obtained as shown on the right in figure C.5. The ensemble can be used to estimate the mean
velocity or obtain bin statistics, such as velocity fluctuations and Reynolds stresses. The tracers can
be combined via a Gaussian weighting approach ([Agüí and Jiménez, 1987]) or using a polynomial fit
over the volume ([Agüera et al., 2016]). A recent publication also proposed to combine the full particle
track information for the velocity and bin statistics ([Godbersen and Schröder, 2020]). In this report, the
ensemble is combined by using a polynomial fit of the velocity based on the tracer’s positions, which
is implemented into the LPT post-processing software DaVis ([LaVision, 2023]).

The bin has a length 𝐿, width 𝑊 and height 𝐻. A local coordinate system is defined with its origin
at the centre of the bin and orientation aligned with the global Cartesian coordinate system (𝑥, 𝑦, 𝑧).
The position in this coordinate system is defined by the local coordinates (𝑥∗, 𝑦∗, 𝑧∗). This is shown

(a) (b)

Figure C.7: Example of binning applied to a 1D sinusoidal with (a) a bin size or 2 and (b) a bij size of 1.
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Figure C.8: Mesh created from eight bins where velocity is sampled at the bin center.

schematically in figure C.6, where the position of tracer 𝑃𝑖,𝑘 is given by the position vector r∗(𝑥∗, 𝑦∗, 𝑧∗).
The polynomial fit of the velocity in a bin 𝐵𝑗 is of second order and contains cross-terms:

𝑢𝑗 ≈ 𝑎0+𝑎1 ⋅𝑥∗+𝑎2 ⋅𝑦∗+𝑎3 ⋅𝑧∗+𝑎4 ⋅ (𝑥∗)
2+𝑎5 ⋅ (𝑦∗)

2+𝑎6 (𝑧∗)
2+𝑎7 ⋅𝑥∗𝑦∗+𝑎8 ⋅𝑦∗𝑧∗+𝑎9 ⋅𝑥∗𝑧∗, (C.3)

where the coefficients 𝑎0, … , 𝑎9 are referred to as design variables. The same velocity functional is
applied to the other two velocity components 𝑣 and 𝑤.

The polynomial fit is a powerful approach and can theoretically fit every sufficiently smooth real
valued functional when properly employed, as per Taylor’s theorem ([Taylor, 1715]). The quadratic
fit of equation (C.3) with ten terms approximates the velocity with an error of order 𝒪 (||r∗||3). Take
for example a one-dimensional functional approximated by piecewise unconnected quadratic splines,
displayed in figure C.7. The domain (𝑋) is split into smaller bins, indicated by the orange lines. A
second order polynomial is fitted to the blue functional inside each bin indicated by the red piecewise
function. It is apparent that the local fits improve when the bin size decreases. Additionally, increasing
the order of the fitting function, i.e. including third-order terms and higher, decreases the error of the
Taylor’s series approximation. Contrarily, this is at odds with the requirements of curve fitting, e.g. with a
least-squares fit, to solve equation (C.3) for the design variables, namely a sufficient number of sample
points. Increasing the order of the velocity functional introduces more design variables 𝑎10, 𝑎11, …which
requires more sample points and shrinking the bin size decreases the number of tracers registered per
bin.

After applying the polynomial fit, the mean velocity is determined by evaluating the functional at the
bin centre. The fitted functional represents the time-averaged mean inside the interrogation volume
and bin statistics can be obtained with respect to a locally adapted mean. This maps the volume
onto a Cartesian grid which is drawn for eight bins in figure C.8 with spacing between the bin centres
as respectively Δ𝑥, Δ𝑦 and Δ𝑧. The interrogation bins can overlap to increase the grid resolution,
while ensuring a sufficient number of tracers are registered inside the bins. The cubic interrogation
volumes are created by sampling the measurement volume Ω𝐿𝑃𝑇 and do not directly take into account
the presence of the model. A situation as sketched in figure 5.1 is, therefore, a common occurrence for
curved, non-rectangular objects1. The issue of non-conformal interrogation bins is partially addressed

1Note that this can also occur for rectangular objects when the bins do not align with the object’s planar faces
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Listing C.2: .DAT file example for bin-based fluid data in ASCII format

TITLE = ”Cube_binning_32x32x32_75per0001”
VARIABLES = ”x [mm]”, ”y [mm]”, ”z [mm]”, ”U [m/s]”, ”V [m/s]”, ”W [m/s]”, ...
ZONE T=”Frame 0”, I=137, J=138, K=107, F=POINT
STRANDID=1, SOLUTIONTIME=2.893014529
-209.480 195.692 -17.0443 8.68060 -0.118692 0.542636 ...
-206.413 195.692 -17.0443 8.67508 -0.134776 0.583171 ...
.
209.480 195.692 -17.0443 8.66576 -0.160836 0.589231 ...
-209.480 192.625 -17.0443 8.64864 -0.189547 0.584634 ...
-206.413 192.625 -17.0443 8.61377 -0.216365 0.580128 ...
.
.
209.480 -224.438 -17.0443 8.55799 -0.235607 0.582623 ...
-209.480 195.692 -13.9776 8.48781 -0.244959 0.596807 ...
.
.
.

with the functional fit, though the presence of the wall introduces a boundary layer with a high wall-
normal velocity gradient, which is not accurately reproduced by simply fitting the tracers’ velocity. The
region near the wall typically sees far fewer bubbles due to a lower entrainment into the boundary layer
and the bubble size prevents measurements of the fluid velocity very near to the surface. Introducing
information on the position of the wall and thereby imposing a no-slip condition is hypothesised to
improve the near-wall velocity reconstruction.

The Cartesian grid of binned velocity can be written to a .DAT file, as shown in listing C.2. Similar
to the .DAT file for tracer-based data, this file consists of header data and snapshots with the fluid
information representing time frames. The example of listing C.2 contains a single snapshot with a
single SOLUTIONTIME, as the CGR of the tracer-based data also averages the results in time. The

Figure C.9: Example of the three-dimensional flow field around a surface-moutned cube that is obtained from bin-based data.
Three contours are plotted, one in each axis, displaying the contours of the velocity magnitude.
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file contains a TITLE and defines the VARIABLES. The mesh that is created from the binning is a 𝐼𝐽𝐾-
ordered and the indices vary from 1 to Imax, JMax and KMax, indicated by I, J and K, respectively.
The variables are stored in the nodes (denoted by the data packing type POINTS) and the total number
of nodes is given by IMax × JMax × KMax. Lastly, a STRANDID is associated to the zone information.
Each line holds the mean velocity and statistics information for a single bin along with the position. The
mesh connection information is inferred from the structured grid format of the file. The I-index varies
the fastest, then the J-index and lastly the K index varies the slowest. These .DAT files are written
in ASCII or binary format. The final binned, Cartesian-gridded fluid domain is plotted with TECPLOT
360TM in figure C.9 for the same flow case as figure C.4, showing contours of the velocity with the
mesh in all three directions. Apart from the bin statistics, the Eulerian framework is typically used for
detecting vortical structures using classic methods such as the 𝑄-, 𝜆2- and 𝜔- criterions ([Zhan et al.,
2019]).

C.3. The output-mesh file format - VTK file format
The output-mesh data is represented by the Visualisation ToolKit (VTK) file format [Schroeder et al.,
2006]. The VTK software provides readily available tools for reading and writing mesh information in
this format in several computer languages, amongst which is Python. The .VTK extension refers to a
legacy file format, which is not commonly supported by other software. More recent adaptions employ
an XML-based VTK format, where the file extension denotes the data type and file type. For example,
the output of the LIVA-console is a .VTU file which refers to an unstructured grid.

An example of the contents of a .VTK file is shown in listing C.3. The first line denotes the version
number and the second line provides a message header. Then, the file format is defined, being either
ASCII or BINARY. The dataset information in the VTK file format for unstructured grids pertains to three
parts, the coordinates of the points, the connectivity of points to form a cell of any type and the cell type.
First the 𝑥, 𝑦 and 𝑧-coordinate of all points in the mesh are written in a section POINTS. The order is
important as each point is implicitly assigned an index depending on their row. The next section CELLS
defines the connectivity of each cell. This depends on their type, as vertices have one point, lines have
two points, triangles have three points and so forth. For each row, the first integer defines the number of
points that define the cell and the next numPointsi indices relate to the point pi in the section above.

Listing C.3: .VTK file layout for unstructured grid,
see also https://docs.vtk.org/en/latest/design_documents/VTKFileFormats.html

# vtk DataFile Version x.x
Data header with maximum 256 characters
ASCII
DATASET UNSTRUCTURED_GRID
POINTS n dataType
p0x p0y p0z
p1x p1y p1z
...
pn−1x pn−1y pn−1z

CELLS n size
numPoints0, i0, j0, k0, ...
numPoints1, i1, j1, k1, ...
numPoints2, i2, j2, k2, ...
...
numPointsn−1, in−1, jn−1, kn−1, ...

CELL_TYPES n
type0
type1
type2
...
typen−1

https://docs.vtk.org/en/latest/design_documents/VTKFileFormats.html


C.3. The output-mesh file format - VTK file format 115

Figure C.10: Overview of available linear cell types [Schroeder et al., 2006].

Lastly, a section CELL_TYPES is inserted which specifies the VTK cell type. All available linear cell
types are shown in figure C.10. For the cases used in this report, only cells of type 5 were used, namely
triangular cells.

When additional variables are associated to a mesh, they are added to a new section, similar to the
.DAT file in section C.2. Data can either be any of the cells in the mesh. This means that variables
can not be stored in vertices, lines, triangle simplices and so forth. Throughout this report, results have
always been written to triangle simplices.
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