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Executive Summary 
It is vital to recognize the importance of critical infrastructures such as the energy sector for the proper 

functioning of society. Since natural gas is used for the generation of electricity, large problems would 

occur in industrial sectors and households when this infrastructure is disrupted.  

The rise of interconnected operational technology (OT) in these critical industries allows for 

automating, monitoring, and controlling the infrastructures effectively and in real-time, but also comes with 

a pitfall: the increase of convergence between the IT and OT domains exposes the traditionally isolated OT 

systems to cyber threats that were previously only applicable to the IT domain.  

 

Gate terminal plays an increasingly large role in ensuring and maintaining energy safety for the 

Netherlands. A disruption in their operational processes caused by a cyberattack may deteriorate the 

country’s energy supply, endangering public welfare. Therefore, it is key that Gate terminal is properly 

protected against (and resilient to) cyberattacks by malicious parties. Therefore, this thesis has investigated 

the impact of redundancy implementation on the operational performance of OT at Gate terminal. The 

following main research question has been investigated: 

 

“To what extent does the implementation of redundancy enhance the operational performance of 

operational technology in the industrial processes of Gate terminal in the face of cyber threats, in order to 

maintain the availability of business services?” 

 

To successfully answer this question, firstly, OT in the industrial processes at Gate terminal was 

highlighted, after which the impact of attacker and defender behaviors on the company’s operational 

performance of the company was discussed. This information was used as a basis for an agent-based model 

(ABM), which allows for modelling the interactions between attackers, defenders, and implemented control 

loops. Ultimately, the operationalized ABM was used for experimenting with various redundancy 

strategies. 

 

This thesis research shows that the operability of OT is affected by a variety of threats, including 

ransomware attacks, advanced persistent threats (APTs) and Denial of Service (DoS) attacks. These threats 

can impact the integrity and availability of services, which is vital in OT environments. As a result, the 

operational performance of the plant can be deteriorated. In order to be able to adequately prevent and deal 

with these threats, it is vital for the system operator to implement and optimize their incident response cycle.  

In an effort to increase the operational performance of OT at Gate terminal in the face of cyber 

threats, a redundancy strategy can be implemented by the system operator. While this may come with 

numerous advantages, redundancy inevitably increases the attack surface of the system, thus increasing the 

likelihood of a successful attack. Due to this trade-off, redundancy must be implemented with caution to 

ensure that its benefits outweigh its drawbacks. 

The main factors that play a role in the effectiveness of the implemented redundancy strategy, are 

the criticality of the redundantly implemented control loop, and the degree of diversity that is applied. 

Application of redundancy in high criticality control loops could prove effective, while redundancy in low 

criticality control loops may have unwanted effects on the operational performance of the company. 

 

It is crucial to recognize that a redundancy strategy can only be as effective as the incident response 

procedure implemented by the system operator: if redundancy is implemented, but the system operator is 

incapable of dealing with occurring incidents, redundancy by itself is no lifesaver for the operational 

performance of Gate terminal in the face of cyber threats. 
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Based on the outcomes of the research, several recommendations can be done for Gate terminal: 

Firstly, the company should iteratively improve all steps in the incident response cycle, while 

focusing on improving the quality of intrusion prevention and efficiency of incident containment. These 

two factors have the most impact on system performance.  

Furthermore, the company should implement redundancy with careful consideration, after 

performing an extensive cost-benefit analysis. Random redundancy implementation can prove to be 

counterproductive for the operational performance of the company. 

 Finally, the company should collaborate with other parties present in the energy sector and other 

critical infrastructures when it comes to sharing cyber-related information. This enables Gate terminal to 

be more aware of vulnerabilities, and better prepared for handling incidents. 

 

As future research recommendations, it is advisable to experiment with a wider range of redundancy 

strategies, using exploratory modelling packages such as EMA Workbench, which will allow for a more 

precise, Gate terminal-specific redundancy strategy formulation. Furthermore, specific types of attacks, as 

well as strategic defense systems could be implemented in the model, increasing the link of the model with 

reality. Finally, analyzing and optimizing the trade-off between the increased attack surface and the 

advantages of redundancy, and the trade-off between increased costs versus diverse redundancy, could yield 

interesting results. These future research recommendations can aid in resolving several main limitations of 

this thesis.  
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1. Introduction 
A country’s energy supply is crucial for having a properly functioning industry and society. Electricity and 

gas supply are so-called ‘critical infrastructures’, due to their interconnectivity and their vital importance 

for public welfare (Pursainen, 2009). Due to the criticality of energy for having a functioning society, it is 

absolutely necessary for a country to ensure its energy safety, maintaining a steady supply and availability 

of energy for industry and society. 

Historically, the EU has been highly dependent on gas, imported from Russia for their energy 

supply (Arınç, 2007). In recent years, the amount of gas imported from Russia to the Netherlands is 

declining (CBS, 2022), reducing the dependency on Russia and its gas. Moreover, about a year after Russia 

invaded Ukraine, the import of Russian gas has been greatly reduced (Rijksoverheid, 2023). This decreased 

dependency also reduces the country’s energy security, since the total potential supply of gas is reduced.  

Gate terminal, located at the second Maasvlakte in the Port of Rotterdam offers an alternative to 

the gas imported from Russia (Rijksoverheid, 2023), enabling the imports of liquefied natural gas (LNG) 

from all over the globe (Gate terminal, n.d.a.). Industrial processes at the plant are controlled using 

operational technology (OT) 

OT has become increasingly interconnected with information technology (IT) in critical 

infrastructures, such as the gas industry (Alqudhaibi et al., 2022). The increased IT/OT convergence and 

‘smart energy’ trend come with multiple advantages, including increased safety- and operational 

performance, increased efficiency, automation, and cost reduction (Denisova, 2019). However, due to an 

increase in IT/OT convergence, cybersecurity risks that were once only present in the IT domain are now 

transferred to the OT domain, negatively affecting security in these systems (Murray et al., 2017).  

  

Since Gate terminal plays an increasingly large role in ensuring and maintaining energy safety for the 

Netherlands, a disruption in their operational processes, may endanger the energy supply of the country, 

ultimately endangering public welfare. These disruptions could be caused by a successful cyberattack on 

the OT of the company. Due to the criticality of a stable gas supply for a properly functioning society, it is 

crucial that Gate terminal is properly protected against the impact of cyberattacks by malicious parties. The 

implementation of redundancy in the company’s OT might prove to be a worthwhile measure to achieve 

this goal. 

The geopolitical aspect of energy safety results in a complex problem, with multiple stakeholders 

that have diametrically opposing viewpoints and interests. Furthermore, the outcome of the energy safety 

& cybersecurity issue may have a big impact on society. Therefore, the issue can be viewed as a complex, 

socio-technical problem in an open system with geopolitical aspects. Therefore, the issue at hand can be 

referred to as an international grand challenge in the fields of energy safety and cybersecurity. 

As highlighted in Chapter 2 of this thesis, there is a lack of research when it comes to improving 

cybersecurity in OT in order to increase operational performance in LNG infrastructure in the Netherlands, 

specifically when it comes to increasing redundancy in the system. The identified knowledge gap can be 

filled by creating an agent-based model, based on attacker-defender interactions in the OT of Gate terminal. 

Various redundancy-related strategies can be tested using this model, in an attempt to partially fill the 

identified knowledge gap.  

 

1.1. Problem Statement and Research Questions 
Due to the criticality of Gate terminal for the energy safety of the Netherlands, as well as the increased 

cybersecurity risks resulting from increased IT/OT convergence as discussed in Chapter 2, it is important 

to safeguard the terminal against cyberattacks that could affect the availability of its industrial processes. 

The aim of this research is therefore to explore and analyze the effect of different redundancy-related 
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strategies on the operational performance of the OT at Gate terminal in case of a cyberattack. In order to 

achieve this goal, the following main research question has been formulated, providing the direction of this 

study. 

 

Main research question: 

“To what extent does the implementation of redundancy enhance the operational performance of 

operational technology in the industrial processes of Gate terminal in the face of cyber threats, in order to 

maintain the availability of business services?” 

 

The main research question has been decomposed into multiple sub-questions, providing structure to the 

thesis.  

 

Sub-question 1: 

 

“What is the role of OT in the industrial processes of Gate terminal?” 

The goal of this sub-question is to gain an insight regarding the system that is to be modelled using ABM. 

The main results of this sub-question will include a description of the industrial processes at Gate terminal, 

as well as an overview of the different process control loops at the plant. 

 

Sub-question 2: 

 

“How do different attacker and defender behaviors impact the availability of industrial processes of Gate 

terminal?” 

The behavior of the attacking and defending model entities on the operational performance of the system 

as defined through the first sub-question is explored in this sub-question. Combined with the results of the 

first sub-question, the results of this sub-question will form the input for the ABM. 

 

Sub-question 3: 

 

“What behavior can be observed in the operational technology in the industrial processes of Gate 

terminal when simulating cyberattacks?” 

Answering the third sub-question involves operationalization of the ABM. The behavior of the model will 

be explored and analyzed using multiple analyses. The result of the third sub-question will constitute a 

baseline performance for comparing the effectiveness of different redundancy strategies. 

  

Sub-question 4: 

 

“What redundancy-related cyber-strategies are effective for increasing availability of the industrial 

processes of Gate terminal?” 

For answering the fourth and final sub-question, different redundancy-related strategies will be generated. 

These strategies will be used for model experimentation, comparing the operational performance of the 

modelled system when the various strategies are implemented.  
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1.2. Thesis Structure 
This section elaborates on the structure of the thesis. Firstly, in Chapter 2, the current state of the art with 

regard to modelling security systems is described, in the form of a literature review. Subsequently, Chapter 

3 is focused on the research approach and methods, used to answer all previously mentioned sub-questions 

successfully. 

 After highlighting the research methodology, OT in industrial processes in general, as well as OT 

implementations at Gate terminal are discussed in Chapter 4, forming the basis of the system that is to be 

modelled using the agent-based model. Chapter 5 highlights various attacker and defender behaviors and 

the impact these behaviors have on the operational performance of the system. 

 Now that there is a clear overview of the system that is to be modelled, a conceptual model is 

designed, and system key performance indicators (KPIs) are defined in Chapter 6. This conceptual model 

is operationalized and implemented into a full-fledged ABM. This process, as well as the verification and 

validation of the model, is described in Chapter 7. Consequently, in Chapter 8 redundancy strategies are 

formulated and used for experimentation. The results of this experimentation are also presented in this 

chapter. The results are discussed in Chapter 9, after which Chapter 10 presents answers to the research 

questions, and reflects on the scientific and societal relevance of the overall thesis.  
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2. State of the Art: Modelling Security Systems 
In the following section, a literature review is performed on existing research about security concepts, and 

modelling (cyber)security systems. Several subjects, including modelled entities, model inputs and 

performance indicators, security of OT systems, as well as critical infrastructure modelling are discussed. 

Literature on (cyber)security modelling will be briefly summarized, and a new knowledge gap will be 

identified. 

2.1. Modelling Security Systems 
This section will open with a brief description of physical and digital security, and other concepts that are 

applicable in the security and safety science domain. Afterwards, modelling methods applied for both types 

of security systems will be described and compared. 

Security can be measured as ‘the degree to which malicious harm is prevented, detected, and 

reacted to’ (Firesmith, 2003). In security systems, there exist two main different fields: physical security 

and logical (digital) security (Kinslow, 2006). Traditionally, physical security systems are aimed at 

protecting and controlling physical access to an organization and its assets, maintaining the integrity of the 

system (Kinslow, 2006; Karanikas, 2018).  

Safety is a concept that is closely related to security. Similar to security, safety is aimed at 

preventing, detecting and reacting to harm. The main difference is the origin of this hard: while harm in a 

security context is caused by malicious intent, this is not the case in safety context (Firesmith, 2003). 

Safety and security are unified by a third term: survivability. Survivability is focused on 

maintaining availability and continuation of an organizations’ mission critical services. A system has to 

maintain a minimal (acceptable) level of performance at a given instant, even during partial unavailability 

of a part of this system (Yurcik & Doss, 2002). Firesmith (2003) states that survivability can be decomposed 

into three main quality subfactors: prevention, detection and reaction. 

The relation between survivability and robustness is tight-knit, as both aspects are focused on 

maintaining operability of a system when it is under stress. The main distinction between the two aspects 

is in the duration of the stress/disruption in the system. Survivable systems ‘recover’ to the original state, 

while robust systems fully adapt to the new situation (Richards et al., 2007). Furthermore, Richards et al 

(2007) divide the prevention, detection and reaction quality subsystems as identified by Firesmith (2003) 

into active (through reaction/adaptation) and passive (by design) survivability.  

 

2.1.1. Modelling Physical Security Systems 

Physical security systems have been modelled with a wide variety of techniques. Relatively static 

approaches, like the Threat-Vulnerability-Consequence (TVC) framework have been used to investigate 

security risks in a wide variety of areas. One purpose of the TVC framework is to structure and explore a 

security/risk context. For this purpose, Linacre et al (2005) performed a security analysis for agroterrorism: 

the TVC framework proved to be applicable for the exploration of a security scenario. 

Furthermore, Linacre et al (2008) applied TVC in a homeland security context, attempting to solve a 

resource allocation problem. Linacre et al (2008) conclude that TVC is able to offer a solution to these 

resource allocation problems. This statement is, however, contradicted by Cox (2008), stating that there is 

a lack of applicability of the TVC framework due to a lack of interaction with an adversary: attacker 

resource allocation has to be taken into account in order to assess and model security risk, especially when 

attempting to solve a resource allocation problem. This cannot be done using the TVC method (Baybutt, 

2017; Brown & Cox, 2010; Cox, 2008) 

Other methods to model security, such as a game-theoretical approach, are more dynamic. They 

can (partly) solve shortcomings of the TVC: they allow for the adversary to interact with the defender of a 

system (Fielder et al., 2014; Ibidunmoye et al., 2013). In the game-theoretical approach, the defender takes 
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measures and allocates resources to prevent damage to a potential target. The attacker, in turn, performs an 

attack on a specific target (Cox, 2009). In game-theory, the decisions of the players are made based on the 

expected value (or, expected loss) of a decision, as well as a specific player strategy, such as loss 

minimization, regret minimization, et cetera (Nochenson & Heimann, 2012). 

An important, generally applicable finding of Nochenson and Heimann (2012) is that the defender 

shouldn’t focus all of its resources at protecting a single, high value, asset. Main limitations of the long 

existent game-theoretical approach include bounded rationality and difficulties in estimation of player 

payoffs introduced by the lack of complete information (Samuelson, 1996). 

 

2.1.2. Modelling Logical Security Systems 

Kinslow (2006) states that Logical (IT) security focusses on controlling access to an organizations’ 

information, as well as controlling access to devices on which this data is stored and processed. The main 

goal of IT security is to ensure the confidentiality, integrity and availability (also known as the CIA-triad) 

of the data as mentioned by Kinslow (Aminzade, 2018; Yee & Zolkipli, 2021).  

Firstly, confidentiality is aimed at protecting data from becoming accessible to unauthorized 

parties. (Digital) access control and data encryption are mainstream basic security measures for 

safeguarding confidentiality. Secondly, the integrity aspect focusses on the accuracy and trustworthiness of 

the data. It is focused on ‘knowing’ that the data that is visible for the end host and user is not tampered 

with. Control measures such as version control and data hashing can be implemented for increasing the 

integrity of data. The final aspect, availability, is focused on ‘reachability’ of data, ensuring that the 

technical infrastructure is functioning properly. In IT security, measures like hardware and software 

updating, implementing monitoring systems, and ensuring redundancy can be applied to increase data 

availability (Chai, 2023). The CIA triad has to be balanced, as a higher focus on one of the three aspects 

could negatively impact one (or more) of the other two aspects (Aminzade, 2018). 

Both physical and digital security systems have been modelled in various manners. Network 

security is an important topic in IT security and is successfully modelled using game-theoretical models 

(Zhao, 2020; Zhu & Rass, 2018). Furthermore, the game-theoretical approach has been implemented to 

successfully create a routing model, used for distinguishing normal user behavior and malicious adversary 

behavior in a network of nodes (Kiran et al., 2020).  

 

2.1.3. System Interactivity 

The methods that have been discussed in section 2.1 (TVC, attack tree, game theory) each have a different 

level of interactivity within the method. Whereas TVC has proven to be very static, attack tree and game-

theoretical analysis allow for modelling more interaction between the attacker and defender. 

Modelling systems with game-theoretical and/or attack-tree techniques does, however, have its 

shortcomings. Game-theory suffers from a lack of scalability of the models, due to the limited number of 

system states and struggling in capturing system behavior when multiple attackers/defenders are modelled 

(Bommannavar, 2011; Chen & Leneutre, 2009). Furthermore, the approach remains relatively static, 

decreasing its applicability when the interaction between defenders and attackers has multiple stages (Liang 

& Xiao, 2013). Attack trees have been found to be similar to ‘two player binary zero-sum’ game-theoretical 

games (Kordy et al., 2011). They come with similar issues: lack of scalability, applicability and limited 

scenarios are also present when modelling security systems using attack trees (Lippmann & Ingols, 2005; 

Nagaraju et al., 2017). 

Agent-based modelling (ABM) is a modelling technique that simulates the behavior of different 

model agents based on their surroundings, and set interaction rules. The ABM method can alleviate some 

of the limitations that are present in the aforementioned modelling techniques. In ABM it is possible for 
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agents to engage in complex interactions not only with other agents, but with the system environment as 

well (Janssen, 2005).  

 The ABM modelling technique has been applied in multiple researches for modelling various 

physical and logical security problems. Physical airport security systems have been analyzed using ABM, 

modelling malicious parties with explosive devices attempting to achieve as many fatalities in the airport 

as possible (Janssen et al., 2015; Janssen & Sharpanskykh, 2017). Using the model, the researchers 

successfully found measures that could be taken to reduce this risk, with a model being able to investigate 

the trade-off between security and airport efficiency. Another research on physical security with regard to 

crime in a city implemented an agent-based model able to predict areas in a city that have a heightened 

burglary risk (Malleson, 2012).  

 Logical and cyber-physical security have also been modelled using the agent-based modelling 

technique. An ABM has been designed in order to design a situation-aware system integrity protection 

(SIP) system in a ‘smart’ power grid, in order to better detect system anomalies and adapt (load-shred) 

when under attack (Wang & Govindarasu, 2020). They model entire substations as a singular node, as intra-

node communication is not required for anomaly detection. Wang & Govindarasu (2020) successfully 

managed to develop an adaptive SIP that performs better on anomaly detection than a non-adaptive SIP. 

 Furthermore, ABM’s have been used for performing a business model risk assessment with regard 

to cybersecurity (Ashiku & Dagli, 2020). In the model, an attacker attempts to capture a cyber-environment 

(existing of workstations, users, data volume, etc.) of a company, using various types of attacks. The 

research shows that the organisations’ size plays a sizable role in increasing cyber-risk. Furthermore, more 

working hours increase the risk of identity fraud of users. 

 

2.2. Modelling Security of Operational Technology in Critical Infrastructures 
Critical infrastructures, like the gas industry, have become increasingly digitized over the past years 

(Alqudhaibi et al., 2022). This trend comes with multiple advantages, like increased safety- and operational 

performance, increased efficiency, automation and cost reduction (Denisova, 2019). 

Due to the convergence of OT and IT systems, the physical and logical security fields are becoming 

increasingly interconnected. The cyber-attack surface of the system has increased, due to the large number 

of internet-enabled Industrial Internet of Things (IIoT) devices, sensors, actuators and programmable logic 

controllers (PLCs) in the process control system (Buzdugan & Căpățână, 2020; Kebande, 2022). 

  Traditionally, OT systems are designed for isolated use. The major objective of these systems was 

to “guard the asset base and its associated production”. The lack of connectivity of the systems resulted in 

a deficiency in OT cybersecurity when compared to IT cybersecurity (Murray, Johnstone & Valli, 2017). 

The convergence of IT and OT results in co-called cyber-physical systems, integrating aspects of the IT 

domain with the OT domain. As a result of this increased IT/OT convergence, OT systems are now exposed 

to the risks that were previously only applicable in the IT domain (Christopher, 2023; Pospisil et al., 2021).  

 Mitigating the newly introduced risks for the OT domain is however not as straightforward as 

implementing ‘IT-measures’. While measures such as proper firewall implementation significantly reduces 

some of the risks, applying IT security measures in an OT environment still creates a mismatch (Conklin, 

2016). To solve this problem, Conklin (2016) suggests adding resilience to the CIA triad, which could help 

in enhancing the alignment of OT security measures and system control objectives. The CIA triad can also 

be applied ‘as-is’ to the domain of OT and cyber-physical systems. There is, however, a shift in balance 

between the three pillars: in OT, the availability and integrity of the services in the system are absolutely 

vital, whereas in IT there is an increased focus on confidentiality and integrity (Department of Energy, n.d.; 

Dhirani et al., 2021). This is due to the criticality of these systems for the functioning of society: it is more 

important that OT in critical infrastructures is reliably usable than having an unreliable system that keeps 

data confidential. 
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 Another IT measure that has quite some potential to increase operational performance is adding 

redundancy and diversity to the system (Laszka et al., 2020; Soikkeli et al., 2022). Adding extra OT 

elements, which are slightly different from existing OT elements, while fulfilling the same purpose, 

combines two strategies. This could realize a reduction in monetary costs arising from cyberattacks, while 

increasing the operational performance of the system (Soikkeli et al., 2022). This could prove an interesting 

field of research when it comes to increasing cybersecurity in critical infrastructures. 

 

In existing scientific research, a variety of critical infrastructures systems have been modelled using 

multiple modelling techniques. This research varies from a vulnerability analysis of a critical railway 

system (Johansson, Hassel & Cedergren, 2012), to the transition to an LNG-based energy supply (Chapping 

& Dijkema, 2010). Cybersecurity strategies in critical infrastructures have also been researched with several 

modelling methods, including system dynamics (Tweneboah-Koduah & Buchanan, 2018), game theory & 

network analysis (Paté-Cornell et al., 2018), and agent-based modelling (Rybnicek, Tjoa & Poisel, 2014). 

The studies from 2018 have a main focus on the security in energy and electricity grids, while the 2014 

research is focused on general importance and interconnectedness of different types of critical 

infrastructures in relation to cybersecurity. None of these researches however, are aimed at improving 

cybersecurity in OT systems through redundancy. 

 

There is quite some scientific research stating the necessity of adding redundancies in order to safeguard 

critical infrastructures (Berkeley & Wallace, 2010; Laszka et al., 2020; Sotirios, 2022; Tranchita et al., 

2010). Very little research, however, implements modelling techniques to implement and test different 

redundancy strategies, especially when it comes to LNG infrastructures. Research that is focused on 

modelling redundancy in critical infrastructure systems is presented by Horowitz & Pierce (2013) 

combining the system dynamics modelling technique with redundancy in the security of cyber-physical 

systems, aiming to improve the system operators displays. This research is, however, not related to a 

specific infrastructure. 
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3. Methodology 
In this section, the research approach for answering the research question and the sub-questions as described 

in section 1.1 is addressed. Furthermore, in line with the suggested approach, the methods required to 

successfully answer the research questions will be discussed, as well as the tools and data required for 

successfully implementing these methods. Finally, the limitations of the research design are described. 

 

3.1. Research Approach 
An important dichotomy can be highlighted when it comes to the nature of the formulated sub-questions. 

The first two sub-questions are relatively descriptive: they describe OT in general and in Gate terminal, as 

well as the role attackers and defenders have when it comes to OT in the industrial processes of Gate 

terminal. The third and fourth sub-question are, however, more explorative. Answering these sub-questions 

involves designing a suitable model of the system, as well as experimenting with different redundancy 

strategies. 

 As a result of the dichotomy present in the four sub-questions, multiple modes of inquiry are 

required in order to successfully answer all sub-questions. Because of the need for multiple modes of 

inquiry, a ‘mixed methods’ research design is required (Creswell & Creswell, 2018). For answering the 

first two sub-questions, a combination of the qualitative observational approach and the evidence synthesis 

modes of inquiry are used. This allows for identifying and researching of the role OT has in industrial 

processes, as well as the effect that cyber-attackers and system operators have on the performance of the 

system. As such, the combination of these approaches can successfully be used to answer the first two sub-

questions. 

 Using the results acquired through the qualitative observational and evidence synthesis modes of 

inquiry, a quantitative simulation model can be made. The Agent-Based Modelling (ABM) technique is 

used to model the operational processes at Gate terminal, and simulate the performance of the system when 

faced with cyberattacks. These results will constitute an answer to the third sub-question. For answering 

the fourth sub-question, the quantitative simulation approach is once more applied. This time, the 

constructed ABM will be simulated when configured with different redundancy-related strategies.  

 

3.2. Research Methods 
The first sub-question, assessing the role of OT within Gate terminal, as well as investigating the importance 

of OT in industrial processes in general, can be answered using two main methods. Firstly, the role of OT 

in industrial processes in general can be researched through a literature synthesis, providing insights into 

IT/OT convergence, control loops, et cetera. OT within Gate terminal can be identified through expert 

interviews with OT specialists, as well as conversations with Gate terminal employees from various 

branches.  

The second sub-question, identifying attacker and defender behavior, and analyzing the impact this 

behavior may have on the operational performance of the system, will be answered through a literature 

synthesis. The synthesis will result in an overview of different actions an attacker and defender can perform, 

the type of attack(s) that the adversary attempts to launch, as well as the expected impact the actions of the 

attacker and defender have on the system. 

 The insights and information retrieved through the literature synthesis and the case study on OT 

within Gate terminal, combined with the knowledge retrieved about different attacker and defender 

behaviors will form the basis of the ABM. A conceptual model of the OT within Gate terminal will be 

constructed, after which the model will be operationalized and implemented in a full-fledged ABM. For the 

implementation of the model, a software package called NetLogo will be used. The modelling process, 

including conceptualization, operationalization, implementation, verification and validation is to be seen as 
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an incremental, iterative process. After the sensitivity of model outputs to deviations in model inputs is 

analyzed, various redundancy strategies will be constructed. These will be used as model inputs for 

experiments. The behavior of the ABM and the performance of the system when experimenting with 

various redundancy strategies provide the results for the third and fourth sub-questions, respectively. 

In Figure 1, a schematic research flow diagram for the research is presented. 

 

 

Figure 1: Research Flow Diagram 
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3.3. Data Requirements 
In order to successfully be able to formulate answers to all research questions, several types of data have to 

be collected. For answering the first research question, aside from data retrieved from synthesizing 

scientific literature, reliable expert interviews have to be performed. The interviewees will be accessed 

through an internship position at Gate terminal. 

 Aside from data provided by the interviewees, internal company documents can be synthesized, 

allowing for a good insight into the industrial processes at Gate terminal, as well as the OT and control 

loops that are present in these processes.  

 Finally, data about attacker and defender behaviors has to be collected through literature synthesis. 

Measures taken to defend a system from cyberattacks, as well as data on steps for recovering a system after 

a successful attack has to be collected. Furthermore, information on attacker behavior has to be collected, 

for example about types of applicable cyberattacks and the spread of a disruption through a network. 
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4. Operational Technology in Industrial Processes 
This chapter aims to describe the role that OT plays in industrial processes, as well as the impact that the 

ever-increasing convergence of the IT and the OT domain has on these industrial processes. Furthermore, 

the industrial processes at Gate terminal, as well as accompanying OT and control loops in the processes 

of the plant are identified and described. Using these findings, an answer to the first sub-question “What is 

the role of OT in the industrial processes of Gate terminal?” can be formulated. 

  

4.1. Background 
Processes in critical infrastructures, such as the Dutch LNG industry, have become increasingly digitized 

over the past years (Alqudhaibi et al., 2022). The industrial equipment and operational processes that are 

implemented throughout the critical infrastructures are monitored by hardware and software. These 

monitoring and controlling elements are called OT (Gartner, 2015). Digitization of industrial processes and 

OT comes with multiple advantages, including increased safety- and operational performance, increased 

efficiency, automation and cost reduction (Denisova, 2019).   

The digitization and automation of operational processes is a part of what has become known as 

the fourth industrial revolution, or “industry 4.0”. In industry 4.0, industrial processes are driven, controlled, 

monitored and improved by implementing technological developments, such as Internet of Things (IoT), 

cloud computing, big data and blockchain (Frank et al., 2019; Kumar & Nayyar, 2020). Successful 

implementation of these technological developments results in connected production chains, and allows for 

‘smart manufacturing’, and overall ‘smart supply chains’ (Dornelles et al., 2022). In industrial applications, 

enabling this smart industry, Industrial Internet of Things (IIoT) devices are used in order to complement 

monitoring and control systems in OT in the industry (Agrawal & Kumar, 2022).  

 

OT mostly consists of Industrial Control Systems (ICS). These systems include all (sub)systems that are 

used to monitor and control industrial processes (Williamson, 2015). The monitoring and controlling of 

industrial processes is organized as follows: 

Using data provided by the IIoT devices, Cyber-Physical Systems (CPS) are used to perform 

computational and physical operations to the monitored systems (Al-Salman & Salih, 2019). CPS 

implement programmable logic controllers (PLC) in order to manage process control variables. These PLCs 

can alter the state of a monitored system using an actuator, based on the perceived state of the system 

(DeGuglielmo et al., 2020). A visualization of this process is presented in Figure 2. The PLCs, in turn, are 

monitored by a supervisory control system, such as a Supervisory Control and Data Acquisition system 

(SCADA) or Distributed Control Systems (Ali et al., 2018). The main differences between SCADA and 

DCS systems, are the scale of implementation. SCADA systems are typically implemented for large-scale 

industrial systems, such as entire power grids, centralizing their control. DCS systems, on the other hand, 

are used for smaller-scale industrial processes, providing faster control than SCADA due to their operation 

in higher bandwidth networks (Finnan & Nakagawa, 2021).  
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Figure 2: Cyber-Physical System / Process Control Loop 

In order to further explain the implementation of OT systems, as well as IT/OT convergence, a typical 

IT/OT network is shown in Figure 3 (Colbert et al., 2017). The figure is based on the Purdue Enterprise 

Reference Architecture (PERA) model (Williams, 1994). The PERA model provides a framework for 

designing ICS networks in the context of OT in critical infrastructures, and introduces six different network 

levels in the environment (Mathezer, 2021): 

 

Level 5: Enterprise Networks, providing corporate-level services such as email 

Level 4: Business Networks, an IT network for business users 

--------------------------------------------------IT/OT Boundary----------------------------------------------- 

Level 3: Site-Wide Supervisory: providing monitoring & supervisory for a site or region 

Level 2: Local Supervisory: providing monitoring & supervisory for a single process, line, or DCS 

Level 1: Local Controllers: providing devices & systems for automated control, such as PLCs 

Level 0: Field devices: providing sensors & actuators for local controllers 

 

When analyzing the figure from top to bottom, first we find a demilitarized zone (DMZ), delineating an 

organization’s network from the internet through a firewall, in which the enterprise network is located. 

Next, the business networks, including corporate servers and workstations are located. Then, another DMZ 

is implemented, with the goal of creating a boundary between the organizations’ IT and OT. 

 When passing the second firewall located in the industrial operations DMZ, OT territory is entered, 

presenting us with levels 3 and 2 of the PERA framework. At this level, SCADA and/or DCS systems are 

present, having the highest level of control in OT. These systems control basic/logical controllers, illustrated 

as PLCs. These, as previously shown in Figure 2, form control loops using the sensors, actuators and 

equipment on site. 

 In Figure 3, several key design decisions are depicted. First off, it is important to note that the 

Safety Instrumented System (SIS) is separated from process control at level 1. The SIS has its own network 

and, as a result, can execute safety features such as a controlled shutdown, even while the PLCs are in an 

inoperable state. The second key design decision is the separation of IT and OT with a DMZ. This increases 

the difficulty for attackers to reach OT systems when IT is compromised, as well as ensures that OT can be 

functional when failures occur in the organizations’ IT environment.   
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Figure 3: Network Architecture IT OT (Colbert et al., 2017) 

 

While industry 4.0 offers a vast set of advantages in the form of smart manufacturing, the increased 

digitization of industrial processes does have some pitfalls that may have a significant impact on industry 

functionality. The cyber-attack surface of the system is increased, due to the large number of internet-

enabled IIoT devices, sensors, actuators and PLCs in the system (Buzdugan & Căpățână, 2020; Kebande, 

2022). Traditionally, OT systems are designed for isolated use. The major objective of these systems was 

to “guard the asset base and its associated production”. The lack of connectivity of the systems resulted in 

a deficiency in OT cybersecurity (Murray, Johnstone & Valli, 2017). Now that OT systems have become 

increasingly connected, OT systems are now exposed to the risks that were once only applicable in the IT 

domain (Christopher, 2023).  

 

4.2. Gate Terminal 
Gate terminal B.V., founded in 2011, is one of the largest LNG terminals in Europe, and the main importer 

of LNG in the Netherlands. Located at the port of Rotterdam, the company is responsible for processing 

more than 1/3rd of the Dutch natural gas consumption, while simultaneously supplying Northwestern 

Europe with natural gas (Gate terminal, n.d.a.). Furthermore, the industrial processes at Gate are certified 

for use with bio-LNG (Gate terminal, 2021). This reduces the environmental impact of the LNG, as it helps 

to reduce CO2-emissions.  

Gate terminal is a joint venture between N.V. Nederlandse Gasunie and Koninklijke Vopak N.V., 

both large companies in the gas infrastructure and storage industries, respectively (Port of Rotterdam, n.d.). 
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With a capacity of 12 billion cubic meters per year (BCMA) and plans for expansion, Gate terminal aims 

to play a pivotal role in achieving and maintaining security of supply in Northwestern Europe when it comes 

to LNG (Vopak, 2022).  

  

4.2.1. Industrial Processes at Gate 

In the following section, the industrial processes of Gate terminal are identified. In conjunction with these 

industrial processes, the process variables and control loops in the processes are identified and clarified. 

Information that is specific to Gate terminal is gathered through several conversations with experts from 

within the company.  

The industrial processes at Gate terminal can be divided into five main tasks (Gate terminal, n.d.b.): 

1. Unloading LNG carriers 

2. Storing LNG 

3. Regasification and distribution of LNG through the gas pipeline  

4. Vessel- and truckloading 

5. Reloading LNG carriers 

In the following section, these five main tasks are further examined. 

 

Unloading LNG carriers 

One of the main processes at Gate terminal is the unloading of LNG. Large carriers with a capacity of up 

to 270.000 m3 LNG can dock at one of Gate’s three jetties (Gate terminal, n.d.c.). The carrier has to dock 

(and remain) in a specific range of the jetty, in order to be able to unload its LNG. The exact location of the 

ship is monitored using proximity sensors. When the carrier is in the required range, up to three hydraulic 

unloading arms may be attached to the ship. These unloading arms will detach whenever the carriers drift 

off out of the desired range, in order to prevent any damage to the unloading arms and LNG leaks. If the 

valves in the unloading arms and at the carrier are opened, LNG flows to the tanks on site, while boil-off 

gas (BOG) returns to the carrier, in order to keep the pressure in the carrier in the required specification. 

The main process variables that are monitored and controlled at the jetties are LNG flow and backflow, 

temperature, pressure, carrier location and carrier LNG level. Furthermore, in all of the industrial processes, 

electrical current is measured: the current needs to remain within equipment specifications to prevent a 

shutdown of the processes. All data on the process control variables is sent to the DCS, where the industrial 

processes are monitored, and from where the valves of the unloading arms can be controlled. 

 

Storing LNG 

After the liquid, which is currently ± -160 °C, is unloaded from the vessels, it is stored in the three LNG 

tanks that are on the plant. The tanks have a concrete outer layer, a layer of thick insulation, and a steel 

inner tank in which the LNG is stored (Gate terminal, n.d.c.). The tank pressure, LNG level, and temperature 

of the LNG are monitored using various control loops. To prevent the dense liquid from regasifying in the 

tanks, the LNG is kept around cryogenic temperatures. In order to avoid actively having to cool the tanks, 

a process called ‘auto-refrigeration’ is implemented. In this process, through the continuous draining of 

BOG from the upper portion of the tank, the pressure, and therefore the temperature in the tank, is kept 

constant (Dobrota et al., 2013). The BOG is then either compressed using BOG compressors (reliquefying 

the gas) and pumped back into the tanks, or distributed to the gas network. Aside from pressure, level and 

temperature, several other factors are measured at the three tanks. The mixture of the LNG in the tank is 

monitored and controlled, due to ‘weathering’ (altering composition) of the LNG. Furthermore, the outflow 

towards the gas network (see next section) is monitored in the tanks, as well as electrical current of 

components in the tank. 
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Regasification and distribution 

The vast majority of the LNG that is processed at Gate terminal is regasified and pumped into the 

underground gas network. When LNG is regasified, 1 m3 of LNG is equal to about 600 m3 of regular natural 

gas. In order to quickly be able to heat up the LNG to above its boiling point, Gate uses seawater as a heat 

exchanger. Seawater pumps located at the facility pump seawater towards open-rack vaporizers (ORVs). 

LNG is pumped out of the storage tanks using a low-pressure pump located in the tank, and flows upwards 

through an ORV. The seawater flows downwards through the ORV, heating up the LNG. When the LNG 

is sufficiently heated, it vaporizes and turns into regular natural gas. Once the LNG is regasified, the energy 

content of the gas is measured, which may differ due to the mixture of LNG. Finally, the gas is pumped 

into the high-pressure underground gas network. This industrial process is responsible for the main portion 

of the annual send-out of Gate terminal. For the seawater pumps, only a few process control variables are 

monitored and controlled: the (output) water pressure of the pumps is monitored for assessing the 

operability of the group of pumps. Furthermore, pump vibrations are monitored, as well as the electrical 

current in the pumps. At the ORVs, flows of the seawater and LNG/NG are monitored, as well as the 

temperatures of the seawater and LNG/NG.  

 

Vessel- and truckloading 

As an alternative to regasification and distribution of LNG through the pipeline, LNG is also loaded in 

vessels and trucks. While jetty 1 and jetty 2 are mainly used for large LNG carriers, the smaller vessels 

dock at the third jetty, which is mainly used for loading smaller vessels with LNG. After the LNG is loaded 

in a vessel, the vessel ferns to a carrier further down the harbour and supplies it with LNG. The carrier, in 

turn, uses the LNG as fuel. In the truckloading area at the plant, LNG retrieved from one of the storage 

tanks is loaded into trucks at one of the truckloading bays. Using the trucks, LNG is transported to the 

hinterland. At the vessel- and truckloading bays, the following process control variables are measured: 

temperature, flow, level, pressure and electrical current. 

 

Reloading LNG carriers 

The final industrial process at the plant is the reloading of LNG carriers docket at one of the three jetties. 

Two different processes are in place to fulfill this task. Firstly, the LNG can be reloaded instantly after it is 

retrieved from a carrier docked at another jetty. When LNG is reloaded using this method, it does not have 

to be temporarily stored in one of the three tanks, as a pipeline connecting the different jetties can be used. 

The second method of reloading an LNG carrier is the most common method, retrieving LNG from one of 

the three tanks and reloading it in the docked carrier. In order to reload the LNG, the same arms as the arms 

used for unloading LNG can be utilized. During this process, the same process control variables as used in 

the unloading of LNG are measured and controlled. 

 

4.2.2. OT at Gate terminal 

At Gate terminal, in the supervisory control layer denoted in section 4.1, a DCS is implemented, which is 

controlled from a Cargo Control Room (CCR). The decision for implementing a DCS instead of a SCADA 

system, is based on several factors. SCADA systems are usually implemented for high-level monitoring of 

industrial processes at a larger scale, which are often located at multiple remote locations. DCS systems, 

on the other hand, are mainly used for monitoring and controlling local, smaller processes, but with a greater 

level of detail. This allows for a higher level of control over the monitored system. As a result, process 

operators that use a DCS system are able to precisely manage industrial processes, such as those taking 

place at Gate terminal. The higher bandwidth resulting from the use of a decentralized system enables real-
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time control of the industrial processes, which is vital for managing and enforcing various conditions on 

the plant. 

 At Gate terminal, multiple PLCs, sensors and actuators provided by a variety of different vendors 

are connected to the DCS. In each of the processes as described in section 4.2.1 multiple control loops are 

in place, which control and maintain various process variables (pressure, temperature, flow, etc) at the plant. 

These process control variables are monitored and controlled via the DCS. So-called KVM (keyboard, 

video, monitor) switches are implemented to supply the data provided by the various control loops to the 

DCS, as well as to display the data on the various monitors in the CCR. 

 There are two main SIS implementations at the terminal, an Emergency Shutdown system (ESD) 

and a Fire and Gas System (FGS). Whereas the DCS is used for controlling ‘regular’ operations, the ESD 

and FGS systems are failsafe systems. When sensor values (i.e. pressure) become extreme, the ESD can 

shut down operations in order to avoid unsafe situations, independently of implemented PLCs. The FGS 

system is used to monitor gas leaks and monitor and prevent any sort of fire on the plant. 

 

4.3. Findings 
In this chapter, the rise of OT in industrial applications, OT concepts and the network architectural structure 

behind OT have been discussed. Furthermore, the different industrial processes at Gate terminal and 

relevant OT in these processes have been discussed.  

 OT consists mainly of ICS, which implements a DCS or SCADA system to control process 

variables at an industrial plant. To this end, control loops that are operated through the DCS or SCADA 

systems are implemented, managing various process variables through sensors, actuators and PLCs. 

 While the rise of OT comes with numerous advantages, including automation, efficiency, and 

improved operational performance, the increased attack surface of the system and increased 

interconnectivity makes Industry 4.0 susceptible to cyber threats that were previously only applicable in 

the IT domain. A part of these threats is mitigated through the implementation of a layered network 

architecture, enhancing network segmentation and security. 

 Gate terminal is the largest LNG terminal in the Netherlands and is responsible for more than 1/3rd 

of the Dutch national gas supply. The company, located at the port of Rotterdam, has a sizable OT 

infrastructure that is used to manage the various industrial processes at the plant. The main industrial 

processes at the plant are the (un)loading of LNG carriers, vessels and trucks, storage of LNG, as well as 

regasification and distribution of the liquid. The company manages these processes using a DCS, which is 

used to control and monitor various process control variables, including pressure, temperature, flow and 

electrical current.   
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5. Attacker and Defender Behavior 
Now that an overview is present of OT in industrial processes, such as the Dutch LNG infrastructure, it is 

important to examine the role attackers and defenders have in these systems. More precisely, the impact of 

attacker and defender behaviors on the operational performance of (critical) infrastructures is to be 

analyzed, with the goal of successfully answering sub-question 2: “How do different attacker and defender 

behaviors impact the availability of industrial processes of Gate terminal?”.  

To this end, this chapter will first focus on different types of attackers, their incentives and the 

nature of possible attacks. Furthermore, the defender’s incident response cycle is established, highlighting 

the different actions a system operator can perform in order to prevent or mitigate the effects of attackers 

on the system. 

 

5.1. Attacker Behavior 
In this section, the behavior of cyber attackers in the context of OT in critical infrastructures is described. 

Firstly, the incentives of these attackers are outlined, elaborating on various driving factors behind attacker 

behavior, ranging from bragging rights to the destruction of infrastructures. Furthermore, this chapter 

elaborates on different types of attacks that could play a role in the system, and the potential impacts these 

attacks may have. 

 

5.1.1. Attacker Incentives 

When it comes to the classification of types of cybersecurity threats, six different types of threats can be 

identified. The types are increasingly malicious and have an increasing impact on the system. Each of the 

classifications comes with its own incentives (Lehto, 2022):  

 

1. Cyber vandalism 

Cyber vandalism entails unorganized individuals hacking computer systems as they find it an ‘enjoyable 

challenge’. The main incentives for these hackers are egoistic, such as bragging rights, reputational gains 

and showing off. 

 

2. Cybercrime 

Cybercrime is aimed at making money by committing crimes using a computer, for example through fraud 

or extortion. A ransomware attack is a good example of cybercrime that can be used in order to extort users 

for monetary gains. These monetary gains are the main incentive for cybercrime.  

 

3. Cyber espionage 

Cyber espionage is focused on gaining sensitive information from another party, such as governments or 

corporate organizations. This information is then used for multiple goals, such as knowledge, monetary 

gain, et cetera. The main incentives for cyber espionage are knowledge and power.  

 

4. Cyber terrorism 

Cyber terrorism occurs when terrorists launch cyberattacks, aiming to further their own goals by inducing 

terror among the public. This, for instance, could happen through temporarily disabling access to critical 

infrastructures, or tampering with control system setpoints (target process control variables). This could 

cause control processes to fail, resulting in physical damage. 
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5. Cyber sabotage 

In the context of critical infrastructures, cyber sabotage occurs when a state, a state-sponsored group or 

hacktivists aims to sabotage the functionality of critical infrastructures. This could have a variety of 

incentives. The main goal, however, is to paralyze or destroy critical infrastructures through cyberattacks.  

 

6. Cyber warfare 

Cyber warfare is the occurrence of a cyber threat, in which state actors attack other states during a period 

of war between these states. The cyberattacks are a part of military operations, and (in critical infrastructure 

context) are aimed to destroy or disrupt the other state’s critical infrastructures.  

 

Traditionally, financial incentives have been the main driving force behind cyberattacks (Jaquet-Chifelle & 

Loi, 2022). This can easily be illustrated by the example of ransomware, a piece of malware that locks a 

victim’s computer and/or data, attempting to extort a user in exchange for unlocking their data (O’Kane et 

al., 2018). When it comes to critical infrastructures, different incentives for attackers are at play. 

Critical infrastructures are vital for a society, due to their interconnectivity and their importance for 

public welfare (Pursainen, 2009). This vitality is the main reason why these infrastructures form an 

attractive target for malicious parties to disrupt or destroy. To demonstrate this, the hack on the Ukrainian 

power grid in 2015 is considered. It is a popular example of attacks on critical power infrastructure, 

where Russian hackers managed to black-out the Ukrainian energy grid for multiple hours (Kshetri & 

Voas 2017). Among other things, energy outages like this can have a substantial impact on a country’s 

production, military and population (Lewis, 2011). This is a substantial incentive for ill-willing parties 

to attempt to discover and exploit any vulnerability in the digital components of the system. Due to the 

critical nature of the LNG industry for the functioning of society and the incentives that are present, the 

threats to OT in this infrastructure are likely to fall into one of the later classifications as earlier identified, 

such as cyber terrorism, sabotage or warfare. 

 

5.1.2. Threats 

When falling back on the CIA triad, cybersecurity threats are typically targeted at one of the three pillars. 

In OT, as described in section 2.2, availability and integrity are the two most important pillars. Furthermore, 

availability and integrity are the most closely related to the RAMSSHEEP criteria (see section 6.3.2). 

Therefore, it is interesting to further investigate threats that impact the availability and integrity of OT. 

 A problem arises when attempting to investigate the threats that affect the operational performance 

of OT in industrial processes. Companies are hesitant to share data with regard to cyber-incidents, 

deteriorating the quality of available threat information (Solak & Zhuo, 2020). While threat intelligence 

data comes with its inaccuracies, the ICS focused cybersecurity company Dragos points out that main 

threats are ransomware attacks and exploitations of existing vulnerabilities (2023). Consequences of these 

threats are similar to those of a denial of service attack, affecting the operability of processes in industrial 

organizations. 

 A Denial of Service (DoS) attack is defined as ‘the prevention of authorized access to resources of 

the delaying of time-critical operations’ (NIST, n.d.b.). Such an attack has a major impact on the availability 

of a system: if access to the service is denied, it cannot be controlled and is therefore unavailable to the 

system operator. This may result in significant monetary and non-monetary losses for the system operator 

and other actors that are dependent on energy supply. 

 When discussing a DoS attack, the most common association is making systems inaccessible 

through a system overload: systems are overloaded by traffic, causing the legitimate user to not be able to 
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access the system. There are, however, other means of achieving these goals, such as the destruction of 

physical equipment, denying the ability to fix, account theft or interference (NCSC, n.d.a.).  

The first of these three types is quite interesting, as it aims to physically destruct physical equipment 

through a digital hack. An example of this is the (relatively simple) overloading of circuit breakers in power 

grids, or the sophisticated Stuxnet worm. Stuxnet is a piece of malware, created jointly by the United States 

and Israel and discovered in 2010. Their goal was to disrupt the nuclear program of Iran by infecting their 

SCADA and PLCs, physically damaging centrifuges used in the nuclear program (Baezner & Robin, 2017). 

Stuxnet was one of the first of its kind in targeting ICS systems. 

 

While the aforementioned threats are usually aimed at the short term, temporarily disrupting IT or OT 

systems, there are other important threats at play that are executed over a longer period of time. The 

advanced persistent threat (APT) is an example of this, and is used for infiltration of critical infrastructures 

and other systems over a prolonged period of time. Stuxnet, the earlier described worm, is an example of 

an APT, that has been used to destruct physical equipment. An APT is a highly sophisticated targeted 

cyberattack, that is strategically executed by a coordinated group of threat actors (NIST, n.d.a.). These 

threat actors are often nation-states or state-sponsored groups, and have access to high levels of knowledge 

and other resources to infiltrate IT and OT systems. The goal of an APT is to gain undetected longer-term 

access to a system using a variety of vulnerability exploits. The access can be used in order to exfiltrate 

information, or to impede critical aspects of a mission, program or organization, now or in the future (NIST, 

n.d.a.). In the case of critical infrastructures, APTs are most likely used for the goals of cyber espionage, -

sabotage and -warfare, as described in section 5.1.1. 

 

5.2. Defender Behavior 
The main task of the defender in the system is to limit the damage that can be done to the system through 

successful cyberattacks, also referred to as incidents. In a company setting, the tasks of the defender (or 

system operator) are often performed by a chief information security officer (CISO) and their team. In order 

to limit the impact that can be done through incidents, it is vital for the defender to have implemented an 

incident response procedure or framework. 

 For incident response, there are two main frameworks that are commonly used (Voigt, 2018). The 

first framework, presented by the National Institute of Standards and Technology identifies four key steps 

that have to be executed properly in order for the defender to adequately handle cyber-incidents in their 

systems (Chiconski et al., 2012). The framework is shown in Figure 4. The first step in the framework is 

preparation for incidents, including actions such as personnel training and ensuring security protocols are 

in place to prevent incidents from happening altogether through prevention systems. Consequently, 

detection and analysis have to be performed, involving locating incidents and assessing the damage. After 

this knowledge is available, the next step is to contain and eradicate the incident, and to aptly recover the 

system in order to restore it to a fully operational state. Finally, after the incident is resolved, the defender 

is to perform post-incident activity, reviewing and incrementally improving the implemented incident 

response procedure with lessons learned from the handled incident. 
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Figure 4: NIST Framework for Incident Response (Chiconski et al., 2012) 

 

 The second framework, provided by the SANS institute (Kral, 2021), is quite similar to the NIST 

framework. The main difference is to be found in the third step: instead of combining containment, 

eradication and recovery in one step, the SANS framework separates these actions into three different steps. 

The key difference between the framework is therefore the sequencing of the steps: whereas in the NIST 

framework the containment, eradication and recovery happen simultaneously, the steps can only be 

performed sequentially (Voigt, 2018). 

In the following section, the steps of the NIST framework are further highlighted, and applied to 

the field of OT. 

 

5.2.1. Preparation 

The preparation phase is vital to the process of incident response. The main goal of this step is to increase 

the ‘cyber preparedness’ of the defender, which is essential for the mitigation of cybersecurity incidents 

(Maras, 2021). Cyber preparedness is crucial to having an effective cyber strategy (Kugler, 2009). An 

unprepared and/or poorly defended system is likely to have more difficulty in dealing with incidents. The 

preparation phase ensures that a trained, qualified incident response team is in place, which is sufficiently 

capable of fulfilling all next steps in the framework. Furthermore, in the preparation phase, all equipment 

that is required for handling incidents is to be gathered, inspected and tested.  

 Cyber preparedness does not end at organizational aspects, however: prevention of cyberattacks 

plays a large role in this step too. Through the implementation of so-called preventive controls, the defender 

is able to filter and block cyberattacks before they enter the system. The main preventive control that can 

be implemented by a defender is an intrusion prevention system (IPS). An IPS is a tool that is installed at 

hosts or around a network, which monitors incoming network activity, and blocks malicious traffic before 

it can enter the system. Hereby, an IPS protects the network and system in real-time, forming the first line 

of defense against malicious actions (li & Liu, 2010). Other measures, such as protecting systems through 

ensuring up-to-date firmware and increasing end-user awareness can also contribute to the companies 

cyber-preparedness, and are therefore also a part of the preparation phase. 
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5.2.2. Detection and Analysis 

When the proper preparations have been made by the defender, and an attacker still manages to successfully 

attack a system, a cyber-incident occurs. It is important that the defender is capable of handling any incident, 

however, the defender should focus on the capability of handling attacks that are entered using commonly 

used attack vectors (Email, attrition, web, etc.). The first important step for the defender to be taken after 

an incident has occurred, is to become aware of the incident: if a defender isn’t aware of an ongoing attack 

on its systems, it cannot be dealt with properly, potentially resulting in an increase in losses occurred from 

the attack.  

The most commonly implemented system for becoming aware of ongoing cyber incidents is an 

intrusion detection system (IDS). The goal of IDS systems is to detect intrusions with the goal of catching 

attackers before they can damage a system in any way (Lutkevich, 2021). IDS systems implement two 

different detection methods for identifying potential cyber incidents (Einy et al., 2021): 

 

1. Signature-based detection 

Signature-based detection works by comparing behavior displayed by the system with a set of known attack 

patterns (also referred to as signatures). When the IDS finds a match between the behavior of the system 

and the database of known signatures, the IDS is triggered, raising a flag for a found intrusion.  

 

2. Anomaly-based detection 

Anomaly-based detection operates fundamentally different from the signature-based detection method. 

When anomaly-based detection is utilized, the IDS compares the current behavior of the system to known 

baseline system behavior using data-analytical techniques. If the current behavior of the system is 

considered ‘abnormal’, the IDS raises a flag. 

 

The Problem of Intrusion Detection Systems 

While signature-based detection is suitable for recognizing known signatures of an attack, attacks are often 

slightly different. Therefore, they are not always recognized through signature-based detection, as these 

altered signatures are not present in the reference database yet. Furthermore, while anomaly-based detection 

is theoretically capable of recognizing these new attacks due to anomalous behavior, this detection method 

comes with its own problems: the process of becoming aware of ongoing incidents is the most complex and 

problematic part of the incident response process. This is a result of three different factors (Chikaskia et al., 

2012): 

 

1. The multiplicity of means of identification, each with its own level of accuracy and detail. 

2. The high volume of indicators of incidents. 

3. The specific technical knowledge and experience required for identification and analysis. 

 

Detection accuracy is a crippling factor for IDS systems. There is a large amount of traffic and activity that 

is to be monitored by the IDS. As a result, even an IDS that is > 95% accurate will still produce a large 

number of false positives, increasing the amount of manual labor for system operators. This problem often 

renders IDS systems impractical for real-world systems (Yahalom et al., 2019). This problem can be 

(slightly) alleviated using intelligent intrusion detection systems, and system operator training of the IDS 

(Shenfield et al., 2018; Halimaa & Sundarakantham, 2019). 

 

IDS implemented for detection evolved to the IPS that are implemented in the first step of incident response. 

The main difference between the two is the fact that an IPS is implemented in-line with the flow of traffic 
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and can therefore immediately take action and block access, while IDS is mainly used out of band, for 

monitoring and raising the awareness of the system operator (Ashoor & Gore, 2011). 

 

5.2.3. Containment, Eradication, Recovery and Post-Incident Activity 

When a threat has been identified by the defender, he has to deal with the threat accordingly. The first action 

to be taken when an incident occurs, is containment. This will help in mitigating the impact that the incident 

will have on resources, system availability and overall attack damage (Chiconski et al., 2012). Containment 

strategies will differ, depending on the type of the incident: a full-blown ransomware attack requires a 

different containment strategy than a data leak or a man-in-the-middle attack. While the containment 

strategy may differ for different types of incidents, the main goal of containment strategies does align. The 

goal is to limit the amount of damage to the system that can be caused by the incident, by avoiding the 

spread of the incident throughout systems. 

 After the incident is contained, the defender has to take steps to remove the incident from the 

system. During this step, it is important to ensure that any and all components that are affected by the 

incident are cleared of any contamination. Ultimately, all access an attacker has to a system (if any) is to be 

denied. The combination of these two steps should ensure the removal of the incident from the affected 

system. Finally, only after the incident has been eradicated, the affected system has to be restored to its 

original operating condition. The steps taken to recover the system also vary per incident type. A key part 

of restoring the system is preventing it from being exploited from the same vulnerabilities again. This step 

includes actions like patching the exposed vulnerabilities, and tightening network perimeter security 

(Chiconski et al., 2012). 

 Finally, after the systems have been completely recovered, it is time for the system operator to 

perform post-incident activities, reflecting on the entire incident response cycle, including both 

organizational and technical aspects. This reflection is useful for increasing the capabilities of the system 

operator to improve the process of dealing with similar incidents. For instance, using information gathered 

about the incident the IPS and IDS systems can be improved, reducing the likelihood of a similar incident 

from happening in the future.  

 

5.2.4. Redundancy and Attack Surface 

One of the main goals of a system operator in a cybersecurity context is to avoid as many attacks as possible. 

Furthermore, the system operator aims to mitigate the impact of successful cyberattacks on the operational 

performance of a system. To achieve this goal, the defender can use various means. While hardening 

(strengthening individual system components) is a widely-used mean that can be used to partially achieve 

this goal, the importance of redundancy and diversity is not to be overlooked (Laszka et al., 2020; Soikkeli 

et al., 2022): combining these two strategies could realize a reduction in monetary costs arising from 

cyberattacks (Soikkeli et al., 2022). The integration of additional components, using multiple different 

implementation variants in the architecture of IIoT systems is therefore an interesting strategy to examine 

when it comes to Gate terminal. 

 When considering the implementation of redundancy and diversity, an interesting observation 

comes to light. A defender of a security system aims to avoid as many cyberattacks as possible. Reduction 

of the attack surface of the system has traditionally been an effective tool to reduce the likelihood of an 

attack on the system (Manadhata & Wing, 2004). Adding redundancy and diversity in a security system 

does exactly the opposite: it increases the attack surface of the system, through the addition of potential 

entry points for an adversary (Kebande, 2022). Therefore, there seems to be a trade-off between adding 

redundancy and reducing the attack surface of an OT system. One of the goals of the model is to explore 
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this trade-off, and to investigate what redundancy-related strategies are effective for increasing the 

operational performance of OT at Gate terminal. 

 

5.3. Findings 
In this chapter, possible behavior exhibited by attackers and defenders in cybersecurity context has been 

described.  

There is a multitude of malicious parties that have a wide range of possible incentives to attempt to hack 

and disrupt cyber systems. These incentives range from smaller-scale cyber vandalism, where individuals 

are hacking to embrace the challenge, to full-out cyber warfare, where cyberattacks are part of military 

operations. 

Availability and integrity of services and data are vital when it comes to OT. Ransomware attacks 

and vulnerability exploits are the most frequently occurring threats that affect these factors. These short-

term threats have DoS-like consequences, impacting both availability and integrity of OT in critical 

infrastructures in the short-term. A long-term important threat that is present within the OT cybersecurity 

domain, is the advanced persistent threat (APT). APTs are highly sophisticated and coordinated 

cyberattacks, which are performed by states or state-sponsored groups that have access to a large amount 

of resources.  

 The system operator is tasked with the responsibility of defending their systems against 

cyberattacks, as well as the mitigation of losses resulting from incidents. This involves the execution of an 

incident response cycle. In this cycle, procedures are implemented to prepare for incidents, prevent them, 

as well as to detect and remove them from the system step by step.  

 To mitigate the impact of successful cyberattacks on the system, measures that are often 

implemented by defenders in their systems are hardening, redundancy and diversity. Simultaneously, 

redundancy increases the attack surface of the defender’s system, making it more prone to successful 

attacks. The extent to which an increase in redundancy works counterproductive for the operational 

performance of the system is a fascinating phenomenon to further explore with the envisioned ABM.    
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6. Model Conceptualization 
In the following section, a conceptual model for modelling the industrial processes within Gate terminal is 

presented. Firstly, the different model agents and objects are discussed. Consequently, the interaction 

between the different agents is highlighted, after which system key performance indicators (KPIs) are 

proposed based on RAMSSHEEP operational performance metrics. The conceptual model will form the 

basis for the ABM that is ultimately operationalized and used for simulating cyberattacks on the OT at Gate 

terminal. 

 

6.1. Abstraction Level and Scope 
Before defining a conceptual model that can form the basis for a full-fledged ABM, it is vital to demarcate 

the boundaries of the system that is to be modelled. Furthermore, the desired level of abstraction is to be 

established in order to be able to successfully formulate a conceptual model.  

 

The scope of the conceptual model has to be large enough to be able to make the envisioned model useful 

and applicable for answering the research questions by including essential elements. Simultaneously, the 

scope has to remain small enough to maintain clarity and interpretability, excluding overly complex or 

irrelevant elements from the scope. 

 The end goal of the model is to assess the impact of cyberattacks on the operational performance 

of OT at Gate terminal. To this end, only OT existent in the industrial processes of the company is included 

in the model scope, while all IT elements are excluded. Additionally, interactions of the company with 

other parties in their supply chain that are not required for executing the main industrial processes as 

described in section 4.2.1 are excluded from the model scope. Furthermore, modelling actual stocks and 

flows of LNG in the various industrial processes is not essential for assessing operational performance of 

OT at the plant, and is therefore left out of the model scope, reducing modelling simplicity later on. 

 The operational performance of OT at the company is impacted by two factors only. The first and 

main factor is the disruption through cyberattacks, launched by attackers. The second factor is the 

possibility of a node failing randomly, which increases the applicability of the model. All other factors that 

might have an impact on the operational performance of OT are excluded from the scope. Furthermore, 

user traffic is excluded from the scope of the model. 

 A final important demarcation is the inclusion of elements from the incident response cycle 

implemented by the system operator. Parts of the preparation and post-incident activity steps are excluded 

from the scope. More specifically, the organizational/managerial actions are excluded from the scope. The 

main cause for this, is that the inclusion of these actions would induce a high level of complexity in the 

model, deteriorating its final interpretability and usability. Furthermore, both attacker and defender 

resources are out of the scope of the model, in order to further reduce complexity. 

 

Aside from demarcating the scope of the model, setting the correct abstraction level is vital for enabling a 

successful implementation of the model, ultimately allowing the investigation of system behavior. To this 

end, several important choices with regard to the level of abstraction of the envisioned model have been 

made. 

 Firstly, an important abstraction pertains to the OT implemented at Gate terminal. As shown in 

section 4.1, process control loops are used to manage process control variables. For reasons of 

interpretability and clarity, the decision has been made to not include the individual PLCs, sensors and 

actuators of these control loops in the model, but to integrate them into one node. This allows for avoiding 

electrotechnical complexities that would be involved in modelling the sensors, PLCs and actuators as 

standalone entities, while resulting in a clear and relatively complete overview of OT in the company. 
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However, the choice for this abstraction level does not allow for making intra-control loop communications 

explicit. The nodes representing the control loops will be categorized per location used in industrial 

processes at the plant, such as the tanks, jetties and ORVs. 

 Another decision with regard to the abstraction level is the selection of attacks that are executed by 

attacker entities. In the model, generic attacks are simulated. These attacks negatively affect the operability 

of a node. This will result in DoS-like behavior, as the ‘service’ of the control loops is disrupted. While this 

decision does somewhat decrease the applicability of model outcomes, as no specific threat is modelled, it 

significantly reduces the complexity that would have been caused by implementing specific and highly 

advanced threats, such as an APT. 

 

6.2. Conceptual Model Definition 
The envisioned ABM model, providing insight into the extent to which added redundancy can improve 

operational performance at Gate terminal, will consist of several different model agents. These agents will 

each have their own routine. For each timestep in the model, the agents will execute their own routine, 

interacting with other agents and their environment, based on their perception of the environment and state. 

 The ABM is based on the classic ‘attacker-defender’ model. Attacker-defender game theoretical 

models are widely used for modelling cybersecurity threats and vulnerabilities in a system (Hasan et al., 

2020; Kam-Kung & Bell, 2021; Yamin et al., 2021). In attacker-defender models, the goal of the attacking 

entity is to enter and disrupt the defender’s system/infrastructure, while the defender aims to protect their 

system from these attacks and disruptions. This approach to cybersecurity modelling allows for examining 

the system performance under various scenarios, enabling the assessment of the impact added redundancy 

may have on system availability. 

The model will introduce multiple different types of agents. In this section, these agents, their 

attributes and their procedures will be described. A high-level conceptual overview of the different model 

agents and their interactions is depicted in Figure 5.  

 
Figure 5: High-Level Conceptual Model of Attacker and Defender Interaction 
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In Figure 5, the interaction between the different model entities can be seen. In the conceptual model, it can 

be seen that the attacker investigates the control systems that are controlled and defended by the system 

operator (the defender). Every control system is part of an industrial process. When a target control system 

is selected, the attacker launches an attack on this control system, aiming to disrupt it, decreasing its 

operability. The system operator can block this attack before it arrives at a node through its IPS, detect an 

ongoing attack in the system using IDS, and quarantine the disrupted node. When the node is quarantined, 

the attack can be removed after which the node can be recovered by the system operator. If an attack goes 

unnoticed by the IDS, however, the attacker aims to spread the disruption to other control systems from the 

disrupted node. When nodes are disrupted to the point that the industrial process is no longer safely 

operable, the system operator can use the ESD to shut down the entire industrial process, containing the 

disruptions but rendering the system unavailable. 

 

6.2.1. Attackers 

In the model, the attacking agents are the malicious adversaries, attempting to disrupt the system by 

launching an attack at a node. Their main goal is to minimize the operationality of the nodes in the system, 

with the end goal of minimizing the availability of the industrial processes at Gate terminal. The internal 

state (investigating, attempting to attack, successful attack) of the attacker determines what actions the 

attacker performs during the given timestep.  

When the attacker is investigating the system, the attacker decides what node he wants to attack. 

The selection of the target can be based on three different strategies. This is where the attacker’s knowledge 

of the defender’s system comes into play. If the attacker does not have any knowledge on the criticality 

(explained later in section 6.2.4) of the node, nor on the degree of node connectivity, the attacker randomly 

picks a target to attack. However, if the attacker does have knowledge on node criticality or connectivity, 

the target is selected based on one of these two criteria. 

After the decision has been made by the attacker on which node to attack, the attacker relocates to 

the targeted node, and attempts to disrupt it by launching an attack on the node. The intrusion prevention 

system, as implemented by the system operator (explained in section 5.2.1) plays a pivotal role in ‘deciding’ 

whether or not the node is breached. If the hacking attempt fails, the hacker will reattempt a number of 

times, before retreating to their original location and re-investigating the system to select another target. If, 

however, the attack has been successful the node is disrupted to some degree. Furthermore, the attacker 

will attempt to spread the disruption to connected nodes in the system. When all attacks of an attacker are 

removed by the defender, the attacker will retreat to their original location, and will once again re-

investigate the system for a new target. 

 
Table 1: Attacker Attributes  

Attribute of Attacker Description 

Attacker-strategy Strategy for selecting target node: Random, Link-based or 

Criticality based. 

Attack-state 0 = Investigate nodes, 1 = Attempting to hack target, 2 = 

Launched a successful attack 

Breach-attempts Counter for the number of attempted breaches 

Original Location Original coordinates for returning attacker to ‘base’ 

Target Selected node based on the strategy of the attacker 
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Table 2: Attacker Procedures 

Action of Attacker Description 

Attempt-attack Attempt to attack the targeted node 

Disrupt-nodes Reduce the operability of a node through an attack, based on 

its power 

Give-up Stop attacking and return to ‘base’ 

Investigate-and-select Investigate targets, and select a target using ‘select-target’  

Perform-attack Launch an attack on a node 

Select-target Selecting a node to attack based on the strategy 

Spread-infection Attempt to hijack nodes connected to nodes that are 

successfully attacked 

 

6.2.2. System Operator / Defender 

The system operator aims to defend the system from disruptions caused by the attacker. To this end, the 

operator can monitor and control the nodes. Several steps from the incident response cycle as described in 

section 5.2 are implemented, including prevention of attacks, detection of attacks, containment and 

quarantine of the affected node, eradication of the attack and, finally, recovery of the affected node. The 

defender can implement IPS and IDS systems in order to defend the nodes. The IPS (prevention) is used by 

the defender to assess traffic that enters the nodes: if an attack goes unnoticed, it is more likely to spread 

further. User traffic is not part of the scope of the model: including user traffic would introduce 

differentiation between false positives, false negatives, true positives and true negatives in the research, 

however, the main user of the industrial processes at Gate terminal are the system operators themselves.  

 The IDS (detection) is also controlled by the defender: through the detection system, attacks that 

have successfully penetrated the IPS and are thus able to disrupt a node, can be detected by the defender. 

When it is known to the system operator that one or more of their controlled nodes are under attack, the 

operator can attempt to contain/quarantine the affected node, preventing the attacker from spreading the 

attack to other nodes. Once the node has been quarantined, the defender will attempt to remove the attack 

from the system. Only after the defender has succeeded in removing the attack, he can start recovering the 

node, in order to get it back to a fully operable state.  

 The final role of the defender is to completely shut down an industrial process if the extent to which 

the process is available is considered critical and dangerous. This role involves operating the ESD that is 

present at Gate terminal. Whenever the availability (the calculation of availability is provided in section 

6.3.2) is lower than the ESD-threshold trigger value, all nodes in the industrial process are isolated and set 

to an inoperable state. This then allows the system operator to remove disruptions from the process and 

recover the system. Only when the industrial process is completely recovered, the emergency shutdown is 

released.  

 
Table 3: Operator Attributes 

Attribute of Operator Description 

Containment-successrate Effectiveness of the operator in containing nodes that are 

disrupted through an attack 

ESD-threshold Trigger value for shutting down industrial processes through 

ESD 

IDS-effectiveness Effectiveness of the detection of attacks in the system 

IPS-effectiveness Effectiveness of the prevention of attacks in system 
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Table 4: Operator Procedures 

Action of Operator Description 

Detect-ongoing-attacks Use the IDS to detect ongoing attacks 

Operate-esd Trigger and release ESD based on the availability of industrial 

processes 

Quarantine-attacked-nodes Attempt to contain attacks by placing attacked nodes in 

quarantine 

Recover-node Recover operability of nodes that have been attacked 

Remove-attacks Remove attacks from quarantined nodes 

 

6.2.3. Attacks 

The attack that is launched by the attacker acts as its own model entity. This allows for keeping track of 

several important attributes of an attack, such as the power of the attack, providing the impact that the attack 

has on a control system. Tracking the state of an attack (detected/undetected) enables the model for the 

undetected spread of the disruption throughout control systems, which might majorly affect the impact an 

attacker has on the operational performance of the system. 

 The removal-time of the attack represents the degree of difficulty of removing the attack for the 

system operator. The more difficult an attack is to remove, the higher the removal time of the attack, 

increasing the number of time steps it takes for a defender to remove the attack. Finally, the duration of the 

attack, representing the total amount of time an attack is present in the system, is tracked for model 

performance purposes.  

 
Table 5: Attack Attributes 

Attribute of Attack Description 

Detected? Flag for having detected and undetected attacks 

Duration Timing the total time the attack has been active in the system 

Power Impact an attack has on operability of a node. Lower is 

stronger. 

Removal-time Time it takes for a defender to remove the attack, indicative of 

difficulty to remove  

 

6.2.4. Nodes and Industrial Processes 

In the ABM, several industrial processes and operations at the Gate terminal plant are modelled: 

- Tanks (1, 2, 3) 

- Jetties (1, 2, 3) 

- Seawater Pump 

- ORV 

- Truckloading 

 

All of these locations are monitored and controlled using the DCS in the central control room of the plant. 

The DCS is also modelled as an industrial process. Each industrial process consists of various control loops, 

consisting of sensors, actuators and PLCs. These control loops are modelled as a node in the system. 

 The nodes have several states, representing the different levels of functionality of the node: normal, 

disrupted (known and unknown), contained/quarantined and recovering. Based on the state of the nodes in 

the system, the system operator is able to perform different actions (remove intrusion, recover, etc) on the 

respective node.  
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 The criticality and the operability are the two most important attributes of the node, since these two 

attributes are used to calculate the availability of individual processes at the plant (see section 6.3.2). The 

operability of the node indicates how well the control loop itself is functioning. The operability of a node 

is affected by a successful cyberattack, and has a value between 1 (fully operable) and 0 (not operable). The 

criticality of a node represents the degree to which a node impacts the functionality of the industrial process 

to which the node belongs. For all nodes in a process, the criticalities are normalized, so that the sum of 

criticalities inside a process is equal to 1. This is required, as the availability of a process is calculated as 

the sumproduct of the operability and criticality of all nodes inside that process, and the availability of a 

process can never exceed 1, or 100%.  

Whenever a node is successfully attacked, the attack can spread through the system by accessing 

nodes that are connected to the node that has been attacked. Unless the node is in quarantine, or part of an 

industrial process that is shut down through the ESD, an attacker can spread the disruption to the node.  

 Finally, the node has the capacity to fail randomly. A random failure, similar to a cyberattack, 

affects the operability of the node. This feature is incorporated to mimic random system failures, increasing 

the applicability of the model. A node can be attacked by an attacker while it is randomly failing. 
 
Table 6: Node Attributes 

Attribute of Node Description 

Criticality Impact of the node on the functioning of its ‘Node-process’ 

ESD True if node is down through ESD, False otherwise  

Identifier Unique number allowing for creating links between specific 

nodes 

Node-process Indicative of the industrial process that the node is allocated to 

Operability Degree to which the node is functioning 

State 0 = Functioning normally, 1 = Disrupted (unknown), 2 = 

Disrupted (known), 3 = Contained/Quarantined, 4 = 

Recovering 

Vendor Vendor of the node package, used for diversity purposes 

 
Table 7: Node Actions 

Action of Node Description 

Random-failure A node can fail randomly, decreasing the operability of the 

node 

 

Figure 6 shows a UML diagram of the interaction between the different model entities, their attributes, as 

well as their procedures. 
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Figure 6: UML of ABM 

 

6.3.  System Key Performance Indicators 
The described processes will form the basis for constructing the modelled system using ABM. The ABM 

will be used to simulate attackers and defenders in the system, attempting to disrupt and protect the systems 

and their control loops, respectively. 

In order to quantify the performance of the system to enable comparison of different redundancy strategies, 

several key performance indicators (KPIs) have to be identified. In the following section, the RAMSSHEEP 

framework (Matos & Casas, 2018) will be used to identify these system KPIs. 

 

6.3.1. The RAMSSHEEP Framework 

The RAMSSHEEP framework is an extension on the earlier RAM (acronym for Reliability, Availability, 

Maintainability) framework. These RAM factors allow for quantifying and analyzing system failures and 

operational performance of a system (Corvaro et al., 2017). The RAMSSHEEP approach extends this 

framework, by including five other factors: safety, security, Health, Environment, Economics and Politics. 

In Table 8, definitions of the RAMSSHEEP criteria as presented by Wagner & Van Gelder (2014) are 

presented. Please note that some minor additions have been made to these definitions. 
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Table 8 - RAMSSHEEP Acronyms and Definitions  

RAMSSHEEP Acronym Definition 

Reliability Pertains to the failure probability of a system in which its intended 

functions cannot be fulfilled. 

Availability Pertains to the time duration in which the system is functional and its 

intended functions can be fulfilled. 

Maintainability Pertains to the ease in which the system can be maintained over time. 

Safety The absence of human injuries during using or maintaining the system. 

Addition: Pertains to hazards caused by natural forces or human errors 

(Nas, 2015). 

Security A safe system with respect to vandalism, terrorism and human errors. 

Addition: Pertains to hazards caused by deliberate intention of humans to 

cause harm (Nas, 2015). 

Health The objective argument of good health with respect to the physical, mental 

and societal views 

Environment Aspects pertaining to influence of the system on its direct physical 

environment. 

Economics A serious reflection in terms of costs versus benefits (as well as direct and 

indirect) to provide more insight for an economical responsible choice. 

Politics A rational decision on all previous aspects. 

 

In these proposed definitions, reliability and availability are quite similar, differing only in timeframe. 

These definitions can however be refined and further separated through connecting them to performance 

metrics. While availability is focused on the ‘uptime’ of a system, reliability is aimed at how long a system 

can perform its intended function (Lanthier, n.d.).  

 

6.3.2. Applying RAMSSHEEP on Gate terminal 

For quantifying the impact on the performance of OT at Gate terminal in the case of a cyberattack, a 

selection of RAMSSHEEP aspects has been made. For the analysis, reliability, availability, maintainability, 

security, and economics aspects will be taken into account. The other aspects (safety, health, environment 

and politics) are out of scope for this research, since they are not as relevant for a system when it comes to 

measuring operational performance of a system under cyberattacks.  

Cyberattacks are an intentional hazard caused by a malicious party and is therefore aimed at 

disrupting the security of the system. Human-related safety aspects are not included in the analysis: at Gate 

terminal, there is always a mechanical failsafe that can safely shut down (parts of the) system. The safety 

and health aspects are therefore not directly related to cybersecurity incidents and are thus out of scope of 

this research. 

While there may be political driving forces incentivizing attackers and defenders, these are not 

(directly) related to operational performance of the system and are thus out of scope of this research. 

Environment-related aspects are less relevant to the operational performance of the system, as they aren’t 

directly influenced by a successful cyberattack. Furthermore, actual gas flow and therefore potential gas 

leakages are not included in the model due to time and complexity constraints. The FGS system, which 

might have had the biggest impact on the environment. As a result, environment-related performance 

metrics are not included in the model. 

A successful disruption will affect the reliability and availability of a system, as successful 

disruptions decrease the operability of nodes in the system, reducing its operational performance. 

Furthermore, a successful attack may lead to severe economic losses, as a result of the reduced system 
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availability. The maintainability aspect comes into play when modelling redundancy strategies: a system 

with added redundancy may be more complex to maintain. In certain systems, adding redundancy enables 

the maintenance of system parts while the system remains operational, since redundant elements can 

substitute for the element under maintenance (Sears, 2001). At Gate terminal, however, for larger 

maintenance tasks, entire system components (tanks, jetties, etc) are out of order while the maintenance is 

performed. 

 

The aforementioned selected RAMSSHEEP categories can be quantified using various metrics. Per selected 

category, the performance metrics are described below. 

 

Reliability 

In order to enable the assessment of the operational performance in the system, it is crucial to first present 

a definition of a system failure. Defining a failure as a successful attack was a possibility, although it can 

hardly be stated that a single successful attack constitutes a system failure, due to the limited impact a single 

attack might have on the overall availability of the system. Therefore, a failure is defined as a dip in overall 

availability of 10 % or higher. 

  
𝐹𝑎𝑖𝑙𝑢𝑟𝑒 = 𝐷𝑖𝑝 𝑜𝑣𝑒𝑟𝑎𝑙𝑙 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ≤  90% 

 

Aside from failures occurring through malicious activity, failures can randomly occur in the system. 

 

𝑅𝑎𝑛𝑑𝑜𝑚 𝐹𝑎𝑖𝑙𝑢𝑟𝑒𝑠 (#) 

 

System will be measured using two often-used metrics (Low, 2015): the mean time between failure (MTBF) 

and the mean time to failure (MTTF). The MTBF measures the mean amount of failure-free time between 

two different system failures, while the MTTF measures the time until a first new failure occurs. The mean 

time to repair (MTTR) (as discussed in Maintainability) is the difference between the MTBF and the MTTF. 

In Figure 7, the differences between MTBF, MTTR and MTTF are visualized. 

 

𝑀𝑇𝐵𝐹 =
𝑇𝑖𝑐𝑘𝑠 (#)

𝐹𝑎𝑖𝑙𝑢𝑟𝑒𝑠 (#)
 

 

 

𝑀𝑇𝑇𝐹 = 𝑀𝑇𝐵𝐹 − 𝑀𝑇𝑇𝑅 

 
Figure 7: Visualization of Reliability Statistics 
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Availability 

The availability of the system is a crucial part of measuring the performance of the system. A commonly 

used conceptual framework used to assess security incidents and their impact on availability are the 

complementary attack-, fault, and event trees (NCSC, n.d.b.). These trees show events required for a process 

to fail, and can be converted to combinations of parallel and series systems. In turn, these systems can be 

used to calculate failure probabilities, and the availability of a system (1 − P(fail)). The application of this 

conceptual framework in ABM would result in a variety of problems. Using fault trees would result in static 

mathematical calculations, that requires knowledge on intra-process, non-changing dependencies, as well 

as on failure probabilities of individual components. Furthermore, application of this framework limits the 

number of system states: a process is either fully available, or not available at all. Finally, fault trees are 

based on the assumption that component failures are independent (Tolo & Andrews, 2023). This is not 

applicable when modelling attacks that can spread throughout the system. 

 ABM is a dynamic and exploratory modelling method by nature (Ding et al., 2018). The 

aforementioned limitations go against this dynamic nature: the intended model uses a multitude of possible 

system states and levels of availability per process, which are affected by emergent model behavior. 

Therefore, implementing static series and parallel systems with a limited number of states would 

significantly reduce the value of an ABM, as similar results can be found through a mathematical analysis. 

Therefore, this thesis uses another approach for calculating the availability of processes. 

For quantifying the availability of the system, various metrics are calculated. The overall 

availability is an important outcome, as it plays a role in determining whether or not a failure has occurred 

in the system. The overall availability is defined as the mean of the availability of all subprocesses. All 

subprocesses in the intended model consist of nodes. Each of these nodes has a certain degree of criticality 

and a degree of operability. A node with a high degree of criticality for a process has a higher impact on 

the functionality of that process. The availability of a process is conceptualized as the sumproduct of these 

attributes of each node in the process. This approach allows for a more dynamic process availability when 

compared to event trees, with more possible values than 100% and 0% availability. The definitions for 

process- and overall availability are presented below. In these equations, 𝑃 denotes the set of processes. 

Each process 𝑝 ∈ 𝑃, and has a set of nodes corresponding to it: 𝑁𝑝. 

 

𝑃𝑟𝑜𝑐𝑒𝑠𝑠 𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = ∑ Criticallityn

n ∈ Np

⋅ 𝑂𝑝𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦n 

 

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =  
1

#P
⋅ ∑ ∑ Criticallityn

n ∈ Npp ∈ P

⋅ 𝑂𝑝𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦n 

 

The MTBF and the MTTF as described in the Reliability section are used to calculate the availability of the 

system. In order to easily differentiate between the models ‘Overall Availability’ as described above, and 

the availability calculated by dividing the MTTF by the MTBF, this KPI is called ‘Availability 90’. The 

‘90’ refers to the dip of 10% in overall availability, which is required in order for the dip to classify as a 

failure of the system, as described in the ‘Reliability’ section. 

 

𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 90 (%) =
𝑀𝑇𝑇𝐹

𝑀𝑇𝐵𝐹
 ⋅  100 
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Finally, a KPI measuring the time that all nodes in the system are fully operational: ‘Availability 100’. 

𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 100 (%) =
𝑇𝑖𝑐𝑘𝑠 𝑓𝑢𝑙𝑙 𝑜𝑝𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (#)

𝑇𝑖𝑐𝑘𝑠 (#)
 ⋅  100 

Maintainability 

The maintainability of the system is measured using three different metrics. Two of these metrics are 

focused on the size of the system. A larger system size implies that the maintenance of the system will be 

more labor-intensive. The metrics used for measuring system size are the number of nodes in the system 

and the number of different vendors of nodes in the system. If a system has nodes of multiple different 

vendors, operators have to take more factors into account while performing maintenance due to the added 

complexity.  

 The number of nodes metric comes with an important note: not only does it provide an indication 

of the maintainability of the system, it presents a metric for the attack surface of the system too. The more 

nodes are present in the system, the more possible entry points for an attacker, and thus the bigger the attack 

surface of the system becomes.  

  

𝑉𝑒𝑛𝑑𝑜𝑟𝑠 (#) 

 

𝑁𝑜𝑑𝑒𝑠 (#) 

 

The final metric used for analyzing the maintainability of the system is the mean time to repair (MTTR). 

The MTTR can be used to indicate the speed of system recovery after a failure, allowing for approaching 

the efficiency of maintenance. The MTTR is calculated by dividing the number of timesteps a system is 

failing by the number of failure occurrences. As presented in the Reliability and Availability sections, 

MTTR is closely related to MTBF, MTTF and Availability 90. 

  

𝑀𝑒𝑎𝑛 𝑇𝑖𝑚𝑒 𝑇𝑜 𝑅𝑒𝑝𝑎𝑖𝑟 (𝑀𝑇𝑇𝑅) =
𝑇𝑖𝑐𝑘𝑠 𝑑𝑢𝑟𝑖𝑛𝑔 𝑓𝑎𝑖𝑙𝑢𝑟𝑒 (#)

𝐹𝑎𝑖𝑙𝑢𝑟𝑒𝑠 (#)
 

 

Security 

In order to measure the impact of cyberattacks with regard to the security of the system, three different 

model output parameters have been selected. Firstly, the average attack duration provides an indication of 

the effectiveness and efficiency of the defender’s incident recovery security measures in the system. The 

lower the average attack duration, the better the security of the system is performing, since the threat is 

contained and removed faster. In the equation, 𝐴 denotes the set of attacks. Each attack 𝑎 ∈ 𝐴, and has a 

duration. 

Furthermore, the number of times the ESD is triggered is also included as a performance metric. 

The number of times the emergency shutdown system is triggered provides an insight in the amount of 

escalation that may occur after a security incident, indicating the capacity of the system operator to contain 

a threat in a timely fashion and limit damage.  

 

 
1

#𝐴
⋅ ∑ Duration𝑎

a ∈ A
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𝐸𝑆𝐷 𝑇𝑟𝑖𝑔𝑔𝑒𝑟𝑠 (#) 

 

𝑆𝑢𝑐𝑐𝑒𝑠𝑓𝑢𝑙 𝐴𝑡𝑡𝑎𝑐𝑘𝑠 (#) 

 

Economics 

The final selected RAMSSHEEP category, economics, is quantified using two mutually dependent metrics. 

The cumulative monetary losses metric is based on the total expected profit (a model input) and the overall 

availability of the system. Through division, the expected profit for a single timestep is calculated. Through 

multiplication of the expected profit per timestep with the overall availability of the system in that timestep, 

the expected profit is adjusted for the unavailability of the system, resulting in the actual profit. The 

expected losses can be calculated by subtracting the actual profit from the expected profit. 

 

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐿𝑜𝑠𝑠 𝑖 =  
𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑃𝑟𝑜𝑓𝑖𝑡

365
 −  

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑃𝑟𝑜𝑓𝑖𝑡 ⋅ 𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝐴𝑣𝑎𝑖𝑙𝑖𝑎𝑏𝑖𝑡𝑦 𝑖
365

 

 

𝑇𝑜𝑡𝑎𝑙 𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐿𝑜𝑠𝑠 =  ∑ 𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐿𝑜𝑠𝑠 𝑖

𝑡

𝑖=0

 

 

The total expected loss can be converted into a percentage by dividing it by the total expected profit, 

extrapolated to the number of timesteps that the model has run. 

 

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐿𝑜𝑠𝑠 (%) =
𝑇𝑜𝑡𝑎𝑙 𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐿𝑜𝑠𝑠

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑃𝑟𝑜𝑓𝑖𝑡 ⋅ 𝑇𝑖𝑐𝑘𝑠 (#)
365
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7. Model Operationalization 
In this chapter, the conceptualized model as presented in the previous chapter will be operationalized into 

a full-fledged ABM. When the model is implemented, the various features of the model are highlighted, 

after which the attacker and defender routines are described in the narrative of the model. Furthermore, 

multiple model assumptions that have been made in order to convert the conceptual model into an 

operational ABM are presented. Finally, the various steps taken for verifying the model and assessing its 

validity are subsequently discussed. The goal of this chapter is to aid in formulating an answer to the third 

sub-question: “What behavior can be observed in the operational technology in the industrial processes of 

Gate terminal when simulating cyberattacks?” 

 

7.1. Agent-Based Modelling Implementation in NetLogo 
For the implementation of the ABM, a software package called ‘NetLogo’ (version 6.3) is used. NetLogo 

provides a relatively user-friendly solution for creating a wide variety of ABMs. The aim of this section is 

to go through the implemented model in the NetLogo package, introducing the model overview, inputs of 

the model, as well as the implemented KPIs and monitors. 

 

In Figure 8, the different model controls are presented. At the top, the model can be initialized, and run 

indefinitely, once, a year, or five years. For verification, validation and experimentation, a runtime of 5 

years is used. Furthermore, the setup section allows for loading a setup of nodes from a .txt file (if ‘load-

from-txt’ is enabled), as well as selecting a scenario from a loaded .csv file containing scenarios for 

sensitivity analysis and experimentation. Other model settings include hiding certain labels & links, usage 

of a seed, as well as initializing expected profits, failure rates, and other attacker and defender parameters. 

In order to imitate the increased difficulty for attackers to spread to nodes that are part of a different system, 

a vendor-multiplier is included in the model. When the attacker attempts to spread a disruption between 

two nodes that have different vendors, this factor is multiplied by the infection-spread-likelihood, ultimately 

decreasing the chance of spreading the disruption throughout the system.  
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Figure 8: Model Setup 

 

When the ‘setup’ button is clicked, the model is initialized, and the selected setup of nodes is loaded into 

the model. As shown in Figure 9, an abstract version of the various locations at Gate terminal is presented 

in the main model view. Each location/process contains various (blue) nodes, representing a fully 

operational control loop. The green nodes are interface nodes: each node in a process is connected to the 

interface node of that process, as well as to all other nodes in the process. The interface nodes, in turn, are 

connected to the DCS. The attackers are visualized in the top left corner of the main model view, and move 

to a node when they attempt to attack it. 

 When the state of a node changes during a model run (see Figure 10), the node changes colors: 

- Red: Under attack, attack is not detected. 

- Orange: Under attack, attack is detected 

- Brown: Node is quarantined, still has incoming attacks 

- Yellow: The node is quarantined and recovering 

In the model, attacks are visualized using a directed link from the attacker to the attacked node. Similar to 

nodes, the attack link is colored red when the attack is undetected, and is colored orange when the attack is 

detected.  
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Figure 9: Main Model View 

 

Figure 10: Main Model View (During Run) 

The two final elements that are present in the NetLogo model are the selected RAMSSHEEP KPIs, as well 

as several plots of the development of component availability, monetary losses, etc. These elements are 

represented in Figure 11 and Figure 12, and have been extensively used throughout the implementation 

phase of the model for assessing the correctness of the implementation. 
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Figure 11: RAMSSHEEP KPIs of the Model 

 

 

Figure 12: Plots of Model Run Behavior 
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7.2. Model Narrative 
In Figure 13, a high-level overview of the actions in the model is represented using a flowchart. The red 

objects are part of the routine of the attacker, the green objects are part of the system operator’s routine.  

 When a new time step in the model (tick) is instantiated, it is first the attacker’s turn to execute 

their routine. Per attacker, this routine differs based on the state of the attacker: if the attacker does not have 

a target, it investigates and selects a new target (based on certain preconditions). If the attacker does have 

a target, but isn’t currently attacking any nodes, the attacker attempts to attack its target. Else, if the attacker 

currently has ongoing attacks on the system, it attempts to disrupt the attacked nodes, reducing the 

operationality of the nodes. Furthermore, the attacker attempts to spread the infection, attempting to attack 

nodes that aren’t under attack yet, but are connected to a node that is under attack by the attacker.  

 When the attackers are done executing their routine, it is the turn of the system operator. Their 

routine is based on the incident response procedure as described in section 5.2.  The first step of the incident 

response procedure, prevention, is incorporated in the attacker’s ‘Attempt attack’ action. Therefore, attack 

prevention is not an explicit defender procedure. In line with the incident response procedure, the next step 

after incident prevention is to detect ongoing attacks using an IDS system. This step is the first procedure 

incorporated in the system operator’s routine. When an attack is detected, the defender attempts to 

quarantine the affected node. Hereby, the defender aims to prevent the spread of the attack through the 

disrupted node to other nodes. Once the attacked node is successfully quarantined, the defender can start 

removing the attack from the node, after which the node is recovered to a fully operational state. The final 

procedure of the system operator involves shutting down an industrial process through ESD if the process 

is no longer working sufficiently. The ESD is triggered when the availability of an industrial process is 

lower than the ESD threshold, which is set at 50%. 

 Finally, when both the attackers and the defender have completed all procedures in their routine, 

the model is designed to incorporate random node failures: this involves disrupting the operability of a node 

to a certain degree, mimicking the occurrence of failures in components without the involvement of an 

attacker. The defender is not immediately aware of a random failure. Therefore, a node can only be 

recovered using the defender’s recover node routine once it is recognized as failed, which is done in the 

quarantine procedure. 

 In Appendix A, flowcharts of all different procedures implemented in the model, along with a short 

description are presented. Furthermore, the appendix contains an overview of the different implemented 

control loops in the model, as well as a formalization of the model concepts. 
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Figure 13: High-Level Flowchart of ABM Implementation 

  



42 

 

7.3. Model Assumptions 
When modelling a complex system, one of the main tasks of the modeler is to make model assumptions in 

order to successfully be able to model a system. These assumptions can be made because of several reasons, 

including simplicity, feasibility, limited knowledge and interpretability of the model. This section aims to 

address the assumptions that have been made while modelling OT and attacker-defender interactions at 

Gate terminal in a structured manner. 

 

Assumptions about attackers and attacks 

1. A node can be attacked by one attacker at a time. An attack can only be launched at a node when 

the node is in operational state, or is randomly failed. 

2. The attacker has multiple attempts to bypass the defender’s IPS, before giving up and selecting 

another target. 

3. Attacks are of a general, unspecified nature, and can only have a single target. An attack only affects 

the operability of a node, and has (aside from spreading) no immediate side effects on any other 

aspects in the system.  

4. The power of an attack is distributed between 0 and 1, with values of 0.2, 0.4 and 0.8. 

5. Attacks can spread from disrupted nodes to other nodes. The spread of a disruption to another node 

is modelled as a separate attack by the same attacker that infected the original node. As a result, 

while a node can only be attacked by one attacker, an attacker can attack several nodes 

simultaneously. 

6. Depending on the vendor multiplier, spreading an infection to a node produced by the same vendor 

is easier than spreading to a node produced by a different vendor. This is representative of network 

segmentation caused by implementing multiple vendor systems. 

 

Assumptions about defenders and nodes 

1. Contrary to attackers and attacks, the defender is not modelled as a specific turtle breed. This is 

because the system operator is modelled as a single actor that has a holistic view of their system, 

which has the capacity to perform the incident response cycle for multiple occurring incidents 

simultaneously. 

2. The defender has to detect an ongoing attack before he can quarantine the infected node. Attacks 

can only be removed from nodes if that node is quarantined. 

3. A node can only recover after the incoming has been fully removed from the quarantined node. 

4. When ESD is triggered for a process, the operability of all nodes is set to 0: each node will have to 

fully recover. This won’t affect recovery times, as nodes in the ESD process that weren’t attacked 

will always recover faster than those that are attacked.  

5. Recovery of nodes happens equally fast for nodes that are equally disrupted by an attack or a 

random failure. While in reality, not all control systems recover equally fast due to their variations 

on complexity and intricacies, a somewhat static repair time enables a good assessment of the 

impact recovery strategies have on the availability of the system.  

6. Nodes are prone to random failures. 

7. There is a discrepancy between the locations of the control loops and the industrial processes. As 

flows of gas are out of the model scope, these control loops have been relocated to a location at the 

plant (tank, jetty, etc).  
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7.4. Verification 
The process of verification is an important part of the modelling cycle, and is to be performed continuously 

while implementing the model, as well as once the entire model is operationalized. Model verification 

allows for investigating whether or not the conceptual model has been correctly implemented, assessing 

whether the operationalized model is consistent with the conceptual model (Wilensky & Rand, 2015). In 

other words, verification of the implemented model allows for assessing the correctness of the 

operationalization of the conceptual model. 

 

In order to assess the correctness of the implemented model, various verification steps and methods have 

been applied.  

Throughout model implementation, a wide variety of debugging methods have been continuously 

used to assess the operationality of the model, tracking single agent behavior and its interactions. This 

involved extensive use of integrated NetLogo features, such as the Command Center and Agent Monitors, 

as well as implementing best practices regarding the testing and debugging of code. During the model 

implementation phase, rigorous testing was continuously conducted on all of the operationalized model 

procedures and functionalities. These tests were performed to ensure proper code execution, while verifying 

that the implemented code had the intended impact on the various model agents and their interactions. 

During the implementation phase, a variety of bugs and other unexpected behavior were identified and 

resolved. Due to the iterative and complex nature of the implementation process of an ABM, not all of the 

performed verification checks have been documented. 

In Appendix B, two other verification methods and their checks are presented. First, unit testing, 

an approach that involves writing small tests that check whether individual units are working correctly in 

the code (Rand & Rust, 2011), is performed. These unit tests have been extended to not only test individual 

units, but to verify whether the interaction between different agents works as intended as well. 

 The final executed verification tests involved attempting to break the model that has been created. 

One by one, all model outputs have been set to unrealistic model values, including extremely high, and 

extremely low values. The behavior of the system with these model values is observed. This allows for 

evaluating if the model can be ‘broken’ if unrealistic input values are used. Furthermore, unrealistic input 

values test the applied logic in the operationalization phase. All tests and outcomes have been presented in 

Appendix B.  

 

7.5. Validation 
Validation of the operationalized model is a vital part of the modelling cycle, and is to be performed before 

the model can be used for experimentation. The main question that can be answered through validation, is 

if “the right thing” is built by the modeler (Nikolic et al., 2013). 

 In order to validate the model that has been operationalized, two different validation methods are 

applied. First, a variability analysis is performed, providing an indication of the variability of the model 

outputs when multiple runs with identical model parameters are performed. Secondly, a univariate and 

multivariate sensitivity analysis is performed, supplying insights into the impact individual model 

parameters have on the outputs of the model. 

 

7.5.1. Variability Analysis 

As a starting point for the variability analysis, the model values as presented in Table 9 are used. During 

the operationalization phase, these parameter values have been found to result in sensible model outputs. 

For the variability analysis, the model is run 1000 times, tracking the performance of the model. Kernel 

Density Estimation (KDE) plots for all output variables are presented in Appendix C, visualizing probability 
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density curves for each of the model outputs. In Table 10, the mean, standard deviation and the relative 

variability of all output variables has been presented. The relative variability column represents the 

variability in the model output, and is calculated by dividing the standard deviation of the model output by 

its mean. A higher degree of relative variability indicates a wider range of distribution of data points around 

the mean, and provides an indication of the (in)consistency and randomness of the various model KPIs.  

 
Table 9: Initial Model Values 

Parameter Value 

attacker-persistence 3 

attack-frequency 0.05 

containment-successrate 0.7 

esd-threshold 0.5 

ids-effectiveness 0.9 

infection-spread-likelihood 0.5 

ips-effectiveness 0.9 

number-of-attackers 10 

random-failure-rate 0.02 

Strategy Distributed 

vendor-multiplier 0.5 

 

As can be seen in Table 10, there are quite big differences in variability when it comes to the model 

outputs. Some KPIs, like overall availability and availability 90, have little variability (< 5%) while other 

KPIs have a very large degree of variability. The mean time between failure, mean time to failure, ESD 

triggers and failures KPIs all have relatively large standard deviations, and thus a high degree of variability. 

This phenomenon can be attributed to the confluence of circumstances required for a change in these KPIs. 

This can be explained by system failures, for example. A failure is defined as a dip in overall availability 

below 90%. The combination of a high mean of overall availability and a low standard deviation, results 

in only a few dips below this 90% mark. A dip only occurs in relatively rare circumstances, in which 

multiple nodes have been significantly disrupted and/or processes are down through ESD. This only 

happens when multiple attacks (originating from one or more attackers) disrupt multiple nodes at the same 

time, and are not sufficiently handled by the system operator. This is unlikely to happen, as the system 

operator is quite efficient in defending their systems, with a high degree of IPS and IDS effectiveness and 

a good containment successrate. As a result, the variability of failures is quite high. Due to the dependency 

of the mean time between failure and the mean time to failure on the number of system failures, the 

variability within these KPIs is quite sizable as well. 
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Table 10: Mean and Standard Deviation of Model Outputs of Variability Analysis 

Output Mean Standard 

Deviation 

Relative 

Variability 

(%) 

Attack Duration (Average) 2,84 0,07 2,61 

Availability 100 47,36 2,76 5,83 

Availability 90 96,85 1,11 1,14 

Cumulative Monetary Losses 3922880 645305,6 16,45 

DCS Availability 100 93,71 1,44 1,54 

ESD Triggers 9,41 3,38 35,87 

Failures 9,91 3,25 32,85 

Mean Time Between Failure 211,81 115,15 54,36 

Mean Time to Failure 206,02 115,15 55,89 

Mean Time to Repair 5,8 0,71 12,27 

Overall Availability 98,95 0,17 0,17 

Random Failures 36,75 6,19 16,85 

Successful Attacks 536,17 63,72 11,89 

 

7.5.2. Sensitivity Analysis 

A sensitivity analysis is a tool that is commonly used to perform model validation. The main principle of a 

sensitivity analysis is to assess how the model responds to a variety of model inputs. This allows for 

quantification of the amount of uncertainty in the model, and results in an estimation of the degree of 

sensitivity of model outputs to the different model parameters (Salciccioli et al., 2016).  

 The model inputs as presented in Table 9 have been used as a starting point for the sensitivity 

analysis. Two different sensitivity analyses have been performed. First, a univariate sensitivity analysis has 

been conducted. In a univariate sensitivity analysis, only one model input is altered at the same time, 

keeping other inputs constant. A full multivariate sensitivity analysis was conducted after the univariate 

analysis, and is able to give more insight into interactions between variations in different model inputs 

through altering multiple input variables at the same time (Lamboni, 2019).   

For both analyses, model input values have been increased and decreased by 10% (in comparison 

to Table 9), in order to gain the minimum and the maximum value for the sensitivity analysis. The random-

failure-rate and vendor-multiplier have been switched on and off for the analysis, instead of using low and 

high values. It is uncertain whether or not a vendor-multiplier exists, and, if so, how large this multiplier is. 

Therefore, it is more interesting to compare the existence of a vendor multiplier to a scenario where no 

vendor multiplier is implemented. The same goes for the random-failure-rate: it is more interesting to 

compare a system without random failures to one that is prone to a random component failure. 
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Table 11: Univariate Sensitivity Analysis Setup 

Input Min Medium Max 

attacker-persistence 2 3 4 

attack-frequency 0.045 0.05 0.55 

containment-successrate 0.63 0.7 0.77 

esd-threshold 0.45 0.5 0.55 

ids-effectiveness 0.8 0.9 1,00 

infection-spread-likelihood 0.45 0.5 0.55 

ips-effectiveness 0.81 0.9 0,99 

number-of-attackers 9 10 11 

random-failure-rate (on-

off) 

0 0.02 - 

Strategy (Distributed when 

performing analysis on 

other variables) 

Links Random Criticality 

vendor-multiplier (on-off) - 0.5 1 

 

In order to provide an uncluttered and more manageable overview of the univariate sensitivity analysis, the 

decision has been made to not include the sensitivity of all model outputs in the thesis. The following model 

outputs have been excluded from the univariate sensitivity analysis: 

- Availability 100 

Excluded since the percentage of time that the entire system is fully up and running is not 

as important: a system failure is defined as a dip in performance below 90%. As Availability 

90, Failures and Overall Availability are included, this should provide sufficient insight 

into the model performance. 

- Cumulative Monetary Losses 

As shown in section 6.3.2, the Cumulative Monetary Losses output is highly dependent on 

the Overall Availability, as well as the total-expected-profit. Since Overall Availability is 

included in the analysis, and the total-expected-profit is kept constant, this model output is 

not as relevant in the sensitivity analysis. 

- Mean time to repair 

Not included in the analysis as the MTTR = MTBF – MTTF (see section 6.3.2). As these 

two factors are included in the analysis, the MTTR is not as relevant. 

- Random Failures 

The number of random failures is only dependent on the random-failure-rate. Only a 

change in this input will result in a change in this model output. Therefore, it has been 

excluded from the sensitivity analysis. 

 

Several KDE plots of the univariate sensitivity analysis, as well as bar charts for the multivariate sensitivity 

analysis are presented in Appendix C. For reasons of clarity, only graphs yielding interesting results are 

presented, avoiding an excessive number of graphs in the appendix. 

  

The KDE plots of the univariate sensitivity analysis show that the model is not sensitive when it comes to 

the number of attackers, while the model is more sensitive to other attacker parameters, such as persistence 

and frequency. When it comes to the strategy of the attackers, the analysis has shown that the ‘Criticality’ 

strategy results in slightly worse system performance, while the ‘Random’ and ‘Links’ strategies result in 

more similar system performance. 
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 The model is quite sensitive to all of the different defender parameters. Of these parameters, the 

model outputs are the most sensitive to the IPS effectiveness. This can easily be explained, as a higher IPS 

effectiveness prevents the attacker from entering a node altogether, and therefore warrants the best possible 

system performance. 

 The introduction of random failures in the model only has a minor impact on the operational 

performance of the system. The model is, however, quite sensitive to the introduction of a vendor multiplier. 

The introduction of a vendor multiplier significantly impacts most model outputs, increasing the operational 

performance of the system. 

 

The findings of the univariate sensitivity analysis are corroborated by the multivariate sensitivity analysis, 

which includes variations in multiple model inputs simultaneously. The multivariate sensitivity analysis 

has resulted in bar charts that are easier to interpret when compared to the KDE plots. The charts show not 

only the sensitivity of the model to changes in input levels of a single input variable in combination with 

multiple changes in other variables, but display the relative sensitivity of the model to different inputs, too. 

Overall, when assessing the model sensitivity using input deviations of 10%, the model outputs prove to be 

the most affected by the IPS effectiveness and the Containment Successrate. Meanwhile, the model is 

relatively insensitive to the Number of Attackers, as well as the introduction of Random Failures. 

 

7.6. Findings 
In this chapter, the operationalized ABM model is formalized and presented. The ABM is a translation of 

the conceptual model, as described in Chapter 6. The model includes a variety of behaviors of the attackers 

and defenders.  

The main job of attacking entities in the model is to investigate and select targets to attack, in order 

to attempt to disrupt the operability of nodes (control loops) present in the system of the defender. In a 

system in which attacker behavior impacts the operability of nodes, of the various attacker behaviors, the 

frequency of attack attempts, as well as the persistence of those attempts have the largest impact on 

deteriorating the operational performance of the defender’s system. 

In turn, the main behavior displayed by the system operator is the execution of various steps in the 

incident response cycle. Of these steps, the effectiveness of the defender’s intrusion prevention system 

appears to have the most impact on the overall model performance. Furthermore, the ability of the defender 

to effectively contain affected nodes, limiting the spread of disruptions throughout their systems, plays a 

key role in achieving the goal of maximizing operational system performance. It appears that the 

introduction of random system failures has very little impact on the overall system performance over the 

entire runtime. 

After implementing the model, various verification and validation steps were performed, to assess 

whether the conceptual model has been correctly operationalized, and to assess whether the right thing has 

been modelled. While verification was mainly performed iteratively during model implementation, unit 

checks and attempting to break the model helped in removing final bugs. An interesting finding retrieved 

from the vulnerability analysis was that the more specific the circumstances required for a model output to 

change (successful attack, failure, ESD), the more variability can be observed in the output. 

Now that the model is implemented, verified and validated, it can be used to assess the impact of 

different redundancy strategies on the operational performance of OT at Gate terminal. This will be 

discussed in the next chapter.  
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8. Experimental Design and Results 
This chapter aims to explore the effect of different redundancy strategies on the operational performance 

of Gate terminal. Furthermore, it aims to further investigate a potential trade-off between the advantages of 

added redundancy and the risks the increased attack surface brings to the system. The main goal of this 

chapter is to formulate an answer on the fourth and final sub-question: “What redundancy-related cyber-

strategies are effective for increasing availability of the industrial processes of Gate terminal?” 

 

 This chapter will first introduce different redundancy strategies, after which an experimental design is 

presented, which can be used to assess the impact of these different strategies on the system. Finally, the 

results of the exploratory analysis are presented. 

 

8.1. Formulation of Redundancy Strategies 
The aim of this section is to formulate and explain several redundancy strategies that can be used to explore 

and analyze the performance of the model when various forms of redundancy are implemented. 

The formulated strategies for redundancy are two-dimensional, and based on the redundancy and 

diversity principles as described in section 2.2. When plotting the redundancy and diversity principles on 

the x and y axis of a coordinate system, respectively, a figure as shown in Figure 14 can be constructed. 

The redundancy principle is translated to the degree of criticality of the additionally implemented nodes, 

while the diversity principle relates to the vendors of these nodes.  

 

 
Figure 14: Construction of Redundancy Strategies 
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In the model, each redundancy strategy implements two additional nodes in each of the industrial processes 

at the plant. The decision for two nodes increases the impact of each strategy in comparison to only adding 

a single redundant node, amplifying the interpretability of final experimentation results. The choice is the 

middle ground between this interpretability/impact, and implementing an unrealistic degree of redundancy: 

adding more than two additional nodes results in implementing redundancy for more than half of the control 

loops in the model. 

 

Based on these two axes, four main redundancy strategies can be formulated, based on criticality and 

different vendors. This results in four main strategies: 

 

1. Diverse, low criticality redundancy 

When this strategy is implemented, for each industrial process, the two nodes with the lowest level 

of criticality are duplicated. For both the original nodes and the duplicates, the criticality is halved. 

The vendor of each duplicated node will be changed to a vendor that is not yet used in the model. 

 

2. Uniform, low criticality redundancy 

When this strategy is implemented, for each industrial process, the two nodes with the lowest level 

of criticality are duplicated. For both the original nodes and the duplicates, the criticality is halved. 

The vendor of the duplicated nodes is equal to the vendor of the original nodes. 

 

3. Diverse, high criticality redundancy 

When this strategy is implemented, for each industrial process, the nodes two with the highest level 

of criticality are duplicated. For both the original nodes and the duplicates, the criticality is halved. 

The vendor of each duplicated node will be changed to a vendor that is not yet used in the model. 

 

4. Uniform, high criticality redundancy 

When this strategy is implemented, for each industrial process, the two nodes with the highest level 

of criticality are duplicated. For both the original nodes and the duplicates, the criticality is halved. 

The vendor of the duplicated nodes is equal to the vendor of the original nodes. 

 

In order to avoid requiring 18 different vendors in the diverse redundancy strategies - as each process 

receives 2 extra nodes with different vendors - the same two vendors are implemented in the different 

processes. 

  

The addition of an extra node in the DCS at the plant could also prove to be beneficial to the performance 

of the system. While adding an extra DCS may be quite an endeavor with its own pitfalls, it is interesting 

nevertheless to investigate the behavior of the system when this strategy is implemented, as the DCS 

appears to be a single point of failure in the system. This results in the fifth and final redundancy strategy. 

 

5. Addition of DCS node 
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8.2. Experimental Setup 
In order to gain an insight into the performance of the system when different redundancy strategies are 

implemented, this section aims to provide an overview of the experiments that are to be performed with the 

model. 

For a proper assessment of the effectiveness of the various strategies, it is vital to simulate each strategy 

multiple times in a wide variety of scenarios. These scenarios are created by altering various model inputs 

simultaneously. The set of scenarios could have been constructed as a ‘full factorial design’, consisting of 

all possible combinations of input levels for all of the model inputs. This allows for investigating the effect 

of all the model inputs and their interaction (Das & Dewanjee, 2018), and when combined with the various 

redundancy strategies allows for the best assessment of the performance of each strategy. 

 There is, however, a large pitfall when it comes to using a full factorial design for the generation 

of scenarios: the number of levels and combinations required for a full factorial design would result in an 

immense number of scenarios and exceed computational restrictions. Therefore, Latin hypercube sampling 

is implemented to reduce the number of scenarios and simulations required when comparing the different 

strategies under uncertainty. Latin hypercube generates random samples, which are evenly distributed over 

the sample space (Loh, 1996). In Table 12 and Table 13, the levels and constants used for the generation of 

scenarios are presented. 

For experimentation, a total of 200 different LHS scenarios have been combined with the 5 

presented node-setups, as well as with the base case. For each scenario and strategy combination, the model 

is run for 50 repetitions. This experimental design has resulted in a total of 60000 model runs, executed 

using the integrated BehaviorSpace NetLogo feature. 

 
Table 12: LHS Scenario Input Levels 

 Level 

Variable  
 

0 1 2 3 

attacker-persistence 2 3 4 - 

attack-frequency 0.045 0.05 0.055 - 

containment-successrate 0.63 0.7 0.77 - 

ids-effectiveness 0.85 0.9 0.95 - 

infection-spread-likelihood 0.45 0.5 0.55 - 

ips-effectiveness 0.85 0.9 0.95 - 

random-failure-rate 0 0.02 - - 

strategy 0 1 2 3 

vendor-multiplier 1 0.5 - - 

 
Table 13: LHS Scenario Input Constants 

Variable Value 

esd-threshold  0.5 

number-of-attackers  10 

total-expected-profit  75000000 
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8.3. Results 
In this section, the processed results of the execution of the experimental design are presented. The impact 

of the various redundancy strategies when compared to each other and to the base case is discussed. An 

overview of all results is presented in Appendix D. 

 

8.3.1. Successful attacks and attack surface 

When comparing the different redundancy strategies, an interesting observation can be made with regard 

to the average number of successful attacks that occur during experimentation. Attackers manage to 

successfully launch more attacks on the systems with increased redundancy. This finding is illustrated in 

Figure 15. 

  

 

Figure 15: Effect of Different Redundancy Strategies on Successful Attacks 

This phenomenon can be attributed to the increased attack surface that results from implementing 

redundancy in the system. In Table 14, the number of nodes in the system for each strategy is presented. 

This is indicative of the attack surface of the system, as each node is prone to an attack and presents a 

potential point of entry for an attacker. 

  
Table 14: Number of Nodes and Vendors per Strategy 

Strategy Number of Nodes Number of Vendors 

Base Case 59 4 

Diverse, Low Criticality 77 6 

Uniform, Low Criticality 77 4 

Diverse, High Criticality 77 6 

Uniform, High Criticality 77 4 

Extra DCS 60 4 

 

The final interesting behavior that is presented by the model is the impact of diversity on the number of 

successful attacks. Redundancy strategies that implement diversity through adding nodes with different 

vendors perform better in the model, when compared to strategies that maintain uniformity in vendors when 
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adding extra nodes to the system. This phenomenon is shown in Figure 15, where strategies with an equal 

number of nodes and a higher number of vendors (Table 14) endure fewer successful attacks. 

 

8.3.2. Availability and System Failures 

Comparing the various availability metrics as well as system failures yield interesting results, too. When 

investigating the Availability 100 metric, the experiments show that the base case has the most timesteps 

with a fully operational system, without any attacks. This finding is in line with expectations, since the base 

case suffers the least number of successful attacks.  

 

 

When investigating the Availability 90 metric, however, the model seems to perform differently when 

implementing redundancy. When compared to the base case, Availability 90 is almost 1 percentage point 

higher for the strategy implementing diverse, high criticality redundancy. Likewise, the base case is 

outperformed by the other strategy that is aimed at implementing high criticality redundancy. The strategies 

focusing on low-criticality redundancy and the extra DCS strategy both perform worse in comparison to 

the base case. These findings can partly be explained through the overall availability, which is lower than 

the base case when experimenting with the low-criticality and the extra DCS strategies, while the high-

criticality strategies have a higher overall availability.  

 

Similar strategy performance can be observed when focusing on the number of failures and ESD 

triggers that occur during experimentation. For both KPIs, the model behaves quite similarly. Therefore, 

only the system failures metric is discussed. The effect of the redundancy strategies on the number of 

failures is shown in Figure 17. In the figure, similar to the Availability 90 metric, it can be observed that 

both of the high-criticality redundancy strategies perform better than the base case, reducing the number of 

failures by up to approximately 20%. Of these two strategies, the diverse redundancy strategy results in 

fewer system failures than the uniform redundancy strategy. The low-criticality strategies perform slightly 

better or slightly worse than the base case, depending on implementation of diverse or uniform redundancy, 

respectively. The strategy that implements an extra DCS node is slightly inferior to the base case when it 

comes to the number of failures that occur in the system. 

Figure 16: Availability Metrics for the Redundancy Strategies 
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Figure 17: Number Failures for the Redundancy Strategies 

 

The findings with regard to system failures are mostly consistent with the effect of different redundancy 

strategies when it comes to the MTBF, presented in Figure 18. The strategies that result in fewer failures 

have a significantly higher MTBF. This is conceptually consistent, since fewer failures over an equal 

runtime should result in a higher MTBF. It is interesting, however, that strategies that perform worse than 

the base case with regard to the number of failures have a similar MTBF to the base case, rather than a 

lower MTBF. This can be explained by the MTTR, which is higher when implementing these strategies. 

This indicates a longer average failure duration for these strategies. 

 

 
Figure 18: Mean Time Between Failure for the Redundancy Strategies 

 

Overall, when it comes to system availability and the number of failures in the system, it can be concluded 

that the high-criticality redundancy strategies perform better than the low-criticality strategies. In addition, 

it appears that the strategies implementing diverse redundancy outperform their counterparts. 
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8.3.3. Monetary Implications 

In the model, the cumulative monetary losses are highly dependent on the overall availability of the nodes 

in the model. The effect of different redundancy strategies on the cumulative monetary losses is presented 

in Figure 19. It can be observed that the cumulative monetary losses caused by reduced availability are 

higher (in comparison to the base case) when implementing one of the low-criticality strategies or the ‘Extra 

DCS’ strategy. When implementing a high-criticality redundancy strategy, the monetary losses are lower 

in comparison to the base case. Furthermore, it can be observed that (once again) the diverse redundancy 

strategies perform better than their counterparts, resulting in fewer monetary losses than the uniform 

redundancy strategies. 

 When investigating the monetary aspects of implementing redundancy, a trade-off that is not 

included in the model comes into play. Nevertheless, it is important to take this trade-off into account when 

deciding on the implementation of redundancy. While diverse redundancy, implementing different vendors, 

consistently outperforms uniform redundancy in all operational aspects, there are significant monetary costs  

involved with implementing diverse redundancy. These costs originate from an added network complexity, 

increased maintenance costs, etc. These costs have not been included in the model. Therefore, the actual 

costs of the different redundancy strategies will be higher than those shown in Figure 19. There will be a 

further discussion on this trade-off when assessing the limitations of the research in the next chapter. 

 

  

 

Figure 19: Cumulative Monetary Losses for the Redundancy Strategies 

 

8.3.4. Trade-Off between Attack Surface and Availability 

When analyzing the outcomes discussed in section 8.3.1 and 8.3.2, a trade-off between the up- and 

downsides of redundancy becomes apparent. The trade-off involves weighing the drawbacks of increasing 

the attack surface with the potential advantages of increased availability through increasing redundancy in 

the system. 

When implementing redundancy in the model, an increase of successful cyberattacks on the system 

occurs. This increase in successful attacks can be attributed to the increased attack surface of the system, 

resulting from the addition of nodes and therefore the addition of entry points to the system. Furthermore, 

a decrease in full availability (Availability 100) can be observed when additional redundancy is 

implemented.  

The advantages of redundancy become apparent when investigating Availability 90, the number of 

system failures and the number of ESD triggers. Some of the redundancy strategies manage to outperform 
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the base case on these performance metrics, while other strategies perform worse than the base case. These 

findings illustrate the trade-off between the increased attack surface and the potential increase in operational 

performance when implementing redundancy. On the one hand, when redundancy is implemented on 

system components with high criticality, while the full system uptime might decrease, the Availability 90 

and thus system reliability increase. This is especially true when implementing diverse redundancy. On the 

other hand, when system components with low criticality are redundantly implemented, the disadvantages 

of the increased attack surface outweigh the advantages of adding redundancy to the system regarding 

operational performance.  
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9. Discussion 
In this chapter, the model results as presented in Chapter 8 will be discussed. Limitations of the model are 

presented, as well as their impact on the model outcomes. Furthermore, the link between the outcomes and 

the reality is discussed, after which suggestions for future research are considered. 

 

9.1. Limitations of the Research 
One of the main limitations of the research pertains to the strategies that have been used for experimentation 

with the model. Since the .txt files used for loading the strategies had to be created manually, only a few 

strategies have been implemented and used for experimentation. This resulted in quite unspecific strategies, 

duplicating the two nodes with having the highest or lowest criticality. The use of non-specific strategies 

for experimentation has resulted in somewhat generic outcomes. While this allows for a better 

generalization of the implications of the model, the applicability of the model outcomes on Gate terminal 

is reduced.  

 A second limitation is introduced by the absence of distinct types of attacks that interrupt the 

system. Therefore, when interpreting simulation results, it is crucial to consider the implemented attacker 

model where attacks directly affect the operability of a control loop. The most common attack vectors on 

critical infrastructures are ransomware and vulnerability exploits. Furthermore, APT’s are mainly targeted 

at critical infrastructures, and could have a significant impact on the performance of industrial processes 

(Yu et al., 2021). Therefore, the APT is an important threat to consider and investigate. These long-term 

threats are highly diverse and have an intricate structure. As a result of the intricate and diverse nature of 

APTs, modeling these threats using ABM is highly challenging. Therefore, the decision has been made to 

only include general, short-term, attacks with DoS-like consequences, temporarily impacting the operability 

of nodes. This decision not to include advanced threats like APTs partly limits the link of the research with 

reality, reducing the applicability of the model. 

 Another limitation in the model outcomes is related to the cumulative monetary losses that are 

incurred by cyberattacks. While some redundancy-related strategies prove to be capable of improving the 

overall availability, reducing the incurred monetary losses, several other costs caused by redundancy are 

not included in the model. For example, not only do the extra sensors, actuators and PLCs have to be bought 

and installed (incurring extra costs), they have to be maintained as well. Furthermore, increased OT 

increases network complexity, which could lead to higher costs as well. The exclusion of these factors 

necessitates caution when interpreting the monetary impact of different redundancy strategies.   

 A final limitation of the model is the absence of a key part of any LNG infrastructure: the LNG 

itself. Actual stocks and flows of LNG in and between the different parts of the plant are not included in 

the model. As a result, any impact a cyberattack may have on these stocks and flows of LNG is not included 

in the model. If this was included in the model, interesting results indicating the impact of cyberattacks on 

the actual send-out of the plant could have been included. However, modelling these stocks and flows is 

rather difficult using the ABM method. Other methods could have been used to model these LNG stocks 

and flows, such as system dynamics. While the implemented mode is limited due to the exclusion of LNG, 

it does give an insight into the operational performance of OT when implementing various redundancy 

strategies.   

 

  



57 

 

9.2. Linking Model Outcomes to Reality 
The link of the model outcomes to reality is restricted by several limitations. When making policy 

recommendations and drawing conclusions from the research, it is important to keep these limitations in 

mind, as well as to have a deep understanding of the applicability of the model.  

 

An important aspect to keep in mind when evaluating the effectiveness of different redundancy strategies 

on the operational performance of industrial processes at Gate terminal, is the degree to which an effective 

incident response cycle is implemented. As discussed in section 7.5.2, the model is quite sensitive to the 

effectiveness of the defenders IPS, as well as their effectiveness in containing incidents. These factors have 

a major impact on the overall operational performance. Therefore, it can be stated that the presence of an 

effective incident response procedure is a key prerequisite for reaping the rewards of implementing a 

redundancy strategy. 

 The first discrepancy between the model outcomes and reality appears in the number of successful 

attacks that occur in the system. The model outcome suggests up to 700 successful attacks over 5 years, 

which translates to ± 1 successful attack every 2.5 days. While most of the successful attacks are rapidly 

detected and quarantined by the system operator, this number is still quite large, especially when 

considering that APTs play a more prominent role in the critical infrastructure context. The model 

experimentation does allow for insights into the overall behavior and operational performance of the plant 

when different redundancy strategies are implemented. However, the model outcomes should be interpreted 

relative to each other, and not be directly translated to reality. 

 A second disparity between the model and reality is the accessibility of the control loops for outside 

parties. One of the main model assumptions is that the OT at the plant is relatively easily accessible to 

unauthorized parties. While there are defense mechanisms in place, the model fails to capture several 

technical intricacies, such as a layered network design as described in section 4.1, including demilitarized 

zones, firewalls, and other measures to decrease outside accessibility to the implemented OT at the 

company. This disparity has to be considered when interpreting model outcomes such as successful attacks, 

failures and ESD triggers: in reality, the values of these KPIs may very well be lower, due to implemented 

technical intricacies that hinder and prevent easy access to the OT systems.  

Additionally, a break with reality is introduced through the function used for calculating the 

availability of the industrial processes in the model. While the calculation does allow for gaining insights 

into the impact of the redundancy strategies on system availability, it comes with a flaw, limiting the link 

with reality. In the model, even when an entire control loop is inoperable, the industrial process can remain 

available to a certain degree. In the model, an individual control loop only contributes partly to the 

availability of its process, and does not disrupt the entire process when it is inoperable, however, this is not 

realistic in all cases. Fault tree modelling mitigates this issue, but fails in several other ways, as mentioned 

in section 6.3.2. 

 Finally, as mentioned in the limitation section, actual stocks and flows of LNG are not included in 

the model. This has consequences for the placement of the various nodes in the system. In the model, all 

nodes are part of an industrial process. The different processes are relatively isolated. In reality, however, 

several process variables are measured ‘in between’ the various locations at the plant. LNG flow, for 

example, is per definition measured between two different locations, like the flow of LNG from a vessel to 

a tank. In the model, the nodes controlling these process variables are presented at both the origin and 

destination processes, creating a breach with reality. 
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9.3. Suggestions for Future Research 
This research focused on the improvement of the operational performance of OT in LNG infrastructures 

through increasing redundancy, specifically in the context of cyberattacks. Based on the research, several 

recommendations and suggestions can be made for future scientific research on this (and adjacent) subjects. 

These recommendations are presented in this section. 

  

The first recommendation for future research is aimed at formulating and experimenting with a wider 

variety of redundancy implementations. This allows for finding a highly specific redundancy strategy, 

catered to the OT at Gate terminal. To this end, the current model has to be altered to allow for easy process-

specific redundancy configurations, acting as policy levers. Furthermore, exploratory modelling packages 

such as the EMA workbench can be implemented to experiment with large quantities of different 

combinations of policy levers and scenarios. These combinations can be used in order to find the most 

robust and reliable specific redundancy strategy for a large number of different model scenarios. 

The second recommendation pertains to the modelling method that was used to model the OT in 

LNG infrastructures. In future research, it would be interesting to research a similar or identical main 

research question, using a different modelling method. As the model used in this research did not include 

the actual stocks and flows of LNG in the various plant locations, it would be interesting to include this 

using a modelling method that is more suitable for modelling these stocks and flows, such as system 

dynamics (Sterman, 2001). Furthermore, this method could be used to capture feedback loops, time delays, 

et cetera. If LNG stocks and flows are modelled, the actual send-out of the plant, as well as the impact of 

cyberattacks and other failures on the send-out of the plant can be analyzed. Finally, a threat modelling and 

analysis approach can provide a mathematical view into the workings of various cyberthreats, and their 

potential impact on the operational performance of Gate terminal. 

 Another recommendation for future research is modelling more specific types of attacks, as well as 

implementing strategic defense systems. Modelling a highly advanced type of attack, such as APTs, could 

provide useful insights in strategic attacker behavior. This can provide guidance for defenders to better 

defend against these types of threats. Modelling strategic defense systems, such as the implementation of 

honeypots in the network, can provide a more comprehensive insight into the interaction between attackers 

and defenders of a system. This knowledge can be used as well to optimize defensive systems for defenders 

of OT in critical infrastructures. 

 Furthermore,  this research showed the existence of a trade-off between an increased attack surface 

and the advantages of redundancy. Moreover, a trade-off between the increased costs and the increased 

efficiency of diverse redundancy was exposed. The fist trade-off can be investigated in future research, 

aimed at optimizing redundancy using a numerical trade-off analysis. This involves maximizing the 

difference between advantages gained through redundancy and the disadvantages caused by increasing the 

attack surface. The optimum (if any) is most likely to be different for different types of systems. Therefore, 

it would be interesting to investigate this trade-off and its optimum in different types of IT and OT systems. 

The second trade-off can be analyzed using a cost-benefit analysis, exploring and optimizing the difference 

between the costs and benefits of diverse redundancy. 

 Finally, modelling the individual components of control loops may yield valuable insights when 

investigating a potential improvement in operational performance of OT through redundancy. If instead of 

modelling an entire control loop as a single entity, the different sensors, actuators and PLCs are separately 

modelled, different system behavior could be observed. For instance, the behavior of the system when it is 

affected by communication-based attacks can be observed. When a man-in-the-middle attack is used, which 

slightly alters communications between the sensor, PLC and actuator, an increase in redundancy might not 

be as effective in improving operational performance. Future research could focus on the effectiveness of 

implementing redundancy for different types of cyberattacks.  
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10. Conclusion and Reflection 
In the final chapter of this thesis, answers to all of the research questions will be formulated. Moreover, 

suggestions are presented for policymakers in the field of OT security. Lastly, this chapter will reflect on 

the scientific and societal contributions of this thesis.  

 

10.1. Answering Research Questions 
In this section, after answering the four sub-questions, an answer to the main research question will be 

formulated. 

 

Sub-question 1: “What is the role of OT in the industrial processes of Gate terminal?” 

It is vital to recognize the importance of critical infrastructures – such as the energy sector – for the proper 

functioning of society. The rise of interconnected OT in these industries allows for automating, monitoring, 

and controlling the infrastructures effectively and in real-time, but also comes with pitfalls. The increase of 

convergence between the IT and OT domains exposes the traditionally isolated OT systems to cyber threats 

that were previously only applicable to the IT domain. These threats can negatively impact the operability 

of OT, and therefore deteriorate the operational performance of the plant. 

 Gate terminal, being responsible for more than 1/3rd of the Dutch national gas supply through the 

import of LNG, is a key service provider in ensuring gas access to the Netherlands and Northwestern 

Europe. The company carries out a variety of industrial processes, among which (un)loading LNG from 

vessels, storing the liquid, as well as regasifying the LNG to natural gas, and pumping it in the underground 

gas network.  

 The industrial processes at the company are measured using various process control variables, such 

as pressure, flow, etc. These variables are managed using various control loops, implemented PLCs, 

sensors, and actuators. Ultimately, all control loops are managed from the CCR, using a DCS. Without the 

proper functioning of the implemented OT, the industrial processes at the plant cannot be successfully and 

safely executed. Therefore, OT plays a vital role in the continuity of business operations at Gate terminal. 

Disruptions in the operation of OT can have far-reaching consequences to society, due to the critical nature 

of energy infrastructures. 

 

Sub-question 2: “How do different attacker and defender behaviors impact the availability of industrial 

processes of Gate terminal?” 

There is a multiplicity of malicious parties that have a wide range of incentives to disrupt OT. While these 

incentives range from shallow goals – such as bragging rights – to using cyberattacks for military reasons, 

it is important to note a trend in these incentives. Traditionally, financial motivations have been the main 

driving force behind cyberattacks. However, it has become increasingly interesting to disrupt or destruct 

the availability of OT at actors in the energy sector, due to the vitality of energy supply for public welfare, 

industry, and military purposes. 

 The main attack vectors for critical infrastructures are ransomware attacks and vulnerability 

exploits. These threats have the potential to decrease the operability of OT in these infrastructures. Another 

important threat that plays a role in the context of critical infrastructures is an APT. The goal of this threat 

is long-term, undetected access to the system, which can be used for a multiplicity of actions (monitoring, 

changing process variable targets, physical destruction, etc.). Hereby, an APT can deteriorate the two most 

important aspects of OT security – availability and integrity – as well as system confidentiality. There exists 

another applicable threat affecting these CIA aspects, which is a DoS attack. This type of attack aims to 

deny access to system services, and therefore has the potential to deteriorate the operational performance 

of industrial processes at Gate terminal. 
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The main behavior of the defender, or system operator, involves the execution of the incident 

response cycle. Hereby, the defender attempts to prevent attacks from happening altogether, mitigate 

impacts resulting from incidents, and perform a post-incident assessment to improve the execution of the 

cycle. Good implementation and execution of all steps of the incident response cycle at Gate terminal will 

improve its capability to prevent and handle incidents, ultimately increasing the availability and operational 

performance of OT at the company. 

 

Sub-question 3: “What behavior can be observed in the operational technology in the industrial 

processes of Gate terminal when simulating cyberattacks?” 

Answering this sub-question involved simulating with the operationalized model of OT at Gate terminal. 

In the model, attacks directly affect the degree of operability of a control loop, mimicking the effects of 

ransomware, DoS, et cetera. During the simulation, several emergent behaviors and interactions can be 

observed.  

 When looking at the different modelled attacker parameters, it seems that two main factors have a 

high negative impact on the overall performance of the defender’s systems. When the frequency of attack 

attempts is relatively high, as well as when the attacker’s persistence during attack attempts is increased, 

the attacker has the highest impact on the system. The number of attackers appears to be less relevant, 

although this could be attributed to model assumptions made with regard to target selection. 

 The defender has a large impact on the final model behavior through the implementation and 

execution of the incident response cycle. The effectiveness of the IPS is the most decisive step in the cycle, 

having the most impact on overall model outcomes. Furthermore, if the system operator is able to effectively 

contain detected incidents, the spread of disruptions throughout the system is limited significantly, reducing 

the impact that attackers have on the operational performance of OT at the company. 

 

Sub-question 4: “What redundancy-related cyber-strategies are effective for increasing availability of 

the industrial processes of Gate terminal?” 

When it comes to the effectiveness of implementing various redundancy strategies in the operationalized 

model of Gate terminal, two interesting trade-offs can be observed. Firstly, implementing redundancy 

inevitably expands the attack surface of the system, through an increase of possible entry points. Model 

simulation has shown that this added exposure increases the likelihood of a successful attack occurring. An 

increase in system availability is therefore not guaranteed when implementing redundancy: it might even 

deteriorate when implementing an improper strategy. 

 The second trade-off pertains to the costs of implementing diverse redundancy: while diverse 

redundancy strategies consistently outperform their uniform counterparts, this type of redundancy could be 

rather expensive due to overhead-costs. The increase in network complexity, vendor contracts, and 

maintenance costs may have a large impact on the cost-effectiveness of diverse redundancy. 

 The model has shown that the selection of control loops to be redundantly implemented is vital for 

the effectiveness of a redundancy strategy. When loops that are less critical for the functionality of industrial 

processes are redundantly implemented, the availability of the system deteriorates when compared to the 

original situation. On the other hand, implementing redundancy for process-critical control loops increases 

the availability of the system. 

 Aside from control loop selection, diversification is an important factor that impacts the 

effectiveness of redundancy strategies. Strategies that implement different vendors, increasing network 

segmentation, consistently increase system performance with regard to availability in comparison to their 

counterparts that implement uniform control loops. 
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Main research question: “To what extent does the implementation of redundancy enhance the 

operational performance of operational technology in the industrial processes of Gate terminal in the 

face of cyber threats, in order to maintain the availability of business services?” 

It is vital that suppliers of natural gas, such as Gate terminal, maintains availability and continuity of 

business services for the proper functioning of society. 1/3rd of the Dutch national supply of natural gas is 

provided by Gate terminal, which can be endangered by a variety of cyberattacks. These attacks, including 

ransomware, APTs and DoS attacks, have the potential to significantly impact the operational performance 

of the industrial processes of Gate terminal, through the disruption of their OT. The occurrence of these 

attacks has risen through the increased convergence between the IT and OT domains, exposing the 

historically isolated field of OT to threats that previously only existed in the IT domain. Implementation of 

security measures is therefore key in decreasing the risk of disruptions and system failures, which could 

result in a decrease in Dutch energy safety. 

 In an effort to increase the operational performance of OT at Gate terminal in the face of cyber 

threats, a redundancy strategy can be implemented. While this may come with numerous advantages, trade-

offs are introduced by the inevitable increase in the attack surface of the system, and the increased costs 

resulting from diverse redundancy. Due to these trade-offs, redundancy is to be implemented with caution 

in order to ensure that its benefits outweigh the drawbacks. 

To evaluate the effectiveness of redundancy strategies for increasing operational performance at 

Gate terminal, an ABM has been implemented. The model is used to simulate attacks with DoS-like effects, 

reducing the operability of various control loops in the industrial processes of the plant. After experimenting 

with different strategies, two main factors appear to affect the effectiveness of a strategy. The first factor is 

the degree of criticality of the redundantly implemented control loop. Application of redundancy in high 

criticality control loops could prove effective, while redundancy in low criticality control loops may have 

counterproductive effects on the operational performance of the company. These adverse effects can be 

attributed to the increased attack surface of the system. 

 Another factor that plays a role in the effectiveness of redundancy in increasing operational 

performance, is the degree of diversity applied. Diverse redundancy, while significantly increasing the 

overhead costs of redundancy, proves to be more effective in increasing operational performance than 

implementing uniform redundancy. 

 An important remark has to be made when it comes to the extent to which redundancy is capable 

of increasing operational performance. A redundancy strategy can only be as effective as the incident 

response procedure implemented by Gate terminal: if redundancy is implemented, but the system operator 

is incapable of dealing with occurring incidents, redundancy by itself cannot be a lifesaver for the 

company’s operational performance in the face of cyber threats. 
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10.2. Policy recommendations 
In order to ensure energy safety and gas for the Netherlands and Northwestern Europe, it is vital that the 

implemented OT at companies in this sector is well-protected against cyberattacks. To this end, using 

findings from this research, this chapter first presents policy recommendations for Gate terminal for 

improving its OT security. Furthermore, recommendations for governmental agencies are presented, which 

can be used to aid and incentivize companies in critical infrastructures in improving their capacity to deal 

with cyber threats. 

 

The following possible policy recommendations for Gate terminal can be done: 

• Iteratively improve all steps in the incident response cycle using a Plan Do Check Act procedure, 

with a focus on quality intrusion prevention and swift and efficient incident containment. 

• Implement redundancy with careful consideration. Random implementation of OT can prove to 

be counterproductive. 

• Collaborate with other parties present in the energy sector, using direct communications and 

alliances or through government initiatives. 

Firstly, in order for Gate terminal to be protected against and prepared for cyberattacks, it is vital that all 

steps in the incident response cycle are implemented and continuously improved. To this end, the company 

could implement the Plan-Do-Check-Act (PDCA) model. This allows for iterative improvement of the 

incident response process, which could decrease the impact of cyberattacks on the operational performance 

of the company. Of the various steps in the incident response cycle, the company should specifically focus 

on the improvement of its intrusion prevention system and the ability to swiftly contain ongoing cyber 

threats: these two steps seem to have the largest impact on the operational performance of the system in the 

context of cyberattacks. 

 The second recommendation for Gate terminal pertains to the implementation of redundancy in 

their OT infrastructure. If the company chooses to implement extra redundancy with the goal of improving 

its operational performance in the face of cyberattacks, there should be a focus on the control loops that are 

most critical to the ability to execute various industrial processes. Before implementing redundancy, a 

comprehensive cost-benefit analysis (CBA) should be performed. A CBA can provide insights into the 

possible financial gains or costs resulting from implementing redundancy. Furthermore, it can be helpful in 

deciding whether the extra monetary investment required to implement diverse redundancy instead of 

uniform redundancy outweighs the potential benefits. 

 Finally, collaboration is key for Gate terminal to be more aware of vulnerabilities, and better 

prepared for incidents. Gate terminal should partner up with other (inter)national companies active in the 

energy sector. These companies face similar challenges when it comes to cyber threats. Collaboration can 

help in improving awareness of cyber risks, threats, vulnerabilities and incidents in the entire sector, which 

aids in increasing cyber preparedness and the ability to rapidly handle incidents. Sector-wide collaboration 

can be achieved through leveraging alliances of the company, or through tapping into governmental 

initiatives, such as the Dutch National Cyber Security Centre (NCSC). 

 

Aside from policy recommendations for Gate terminal, some recommendations for governmental 

policymakers are presented that can aid in increasing OT security in critical infrastructures: 

• Sharpening legislation and norms for securing critical infrastructures  

• Providing knowledge, aid, and audits 
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One of the main goals of the government is to warrant public welfare. Ensuring stable and consistent access 

to energy is therefore a main concern of governmental agencies. To address this concern through increasing 

cybersecurity in the OT of critical infrastructures, two main policy recommendations are presented. 

 Firstly, it is vital for the Dutch government to sharpen legislation and provide and enforce 

cybersecurity norms for critical infrastructures. A first step to this end would be to speed up the conversion 

of the European NIS2 directive to the Dutch legal context, increasing enforceable cybersecurity 

requirements for companies in vital sectors. Whereas currently the NIS2 is expected to be applicable in 

September 2024 (PWC, n.d.), a more rapid implementation can help in increasing security standards more 

rapidly, increasing the overall level of cybersecurity of critical infrastructures. 

 Not only should the government sharpen legislation and norms for cybersecurity in critical 

infrastructures, it should also help companies affected by the legislation to the best of their ability to achieve 

compliance with these new regulations. By providing knowledge and offering a helping hand to companies 

affected by the new regulations, the government has the power to increase the level of OT security 

throughout various critical sectors, including the energy sector. Through security audits, the sharpened 

legislation can be enforced, compelling affected companies to comply with the heightened requirements for 

their security. Ultimately, these policy recommendations can increase the quality of incident response 

cycles throughout the entire energy sector, increasing energy security for the Netherlands. 
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10.3. Reflection 
In the following section, a reflection will be made on the scientific and societal contributions of the findings 

of this thesis. 

 

10.3.1. Scientific Contributions 

In Chapter 2 of this thesis, a literature review highlighting the state of the art with regard to modelling 

security systems has been presented. The review showed that there is research modelling specific critical 

infrastructure systems, as well as other research modelling redundancy in critical infrastructures in general. 

There is, however, a gap in existing scientific research when it comes to modelling a specific LNG 

infrastructure using ABM, investigating the effect of redundancy on the operational performance of the 

infrastructure. 

 This thesis has provided an explorative agent-based model that can be used to contribute to filling 

the specified gap in existing scientific research. The application of ABM in the context of LNG 

infrastructures, simulating cyberattacks, offers a new perspective on the problem at hand. The model can 

aid in investigating emergent behavior patterns of attacker-defender models in critical infrastructures. For 

this thesis, the model was applied to test the effectiveness of various redundancy strategies on the 

operational performance of OT at Gate terminal. Hereby, this thesis aids in innovating redundancy 

modelling of OT in critical infrastructures, in the face of cyber threats. 

 The model provides increased insights in the functioning of the attacker-defender interaction in 

LNG infrastructures, the effectiveness of different redundancy strategies, and the prerequisites for reaping 

the rewards of redundancy. As a result, the model and the thesis provide communicative value, and can 

therefore be used to inform policy makers, private parties and researchers about attacker-defender behavior 

and the potential impact of cyberattacks on their operational performance. Moreover, the impact of 

occurring incidents and the effectiveness of various strategies for mitigating this impact can be 

communicated. 

 Furthermore, the model confirmed findings about the effectiveness of attack surface reduction on 

the likelihood of an attack on the system, as presented in section 5.2.4. Simultaneously, exploration and 

experimentation with the model exposed a trade-off between the advantages of redundancy, and the 

downsides of the increase in attack surface when implementing redundancy. While there does exist some 

scientific research on the potential downsides of redundancy in OT, for example by Ma et al. (2019), this 

flaw of redundancy is often disregarded by vendors of OT and ICS experts (Ma et al., 2019), and receives 

relatively little attention in existing scientific research, too. This thesis contributes to this area by further 

analyzing and exploring this drawback of redundancy, and highly encourages future research on optimizing 

this trade-off. 

 Finally, this thesis can form the basis for an advanced treat analysis and a numerical trade-off 

analysis. The thesis identified different threats, and investigated the potential impact these threats can have 

on the operational performance of a critical infrastructure using an exploratory model. These findings can 

be used by scientists as a basis for a more in-depth threat analysis, to be performed in future research. 

Moreover, the trade-off between an increased attack surface and redundancy advantages that was found in 

this thesis can be further investigated. 
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10.3.2. Societal Contributions 

The importance of energy safety for a properly functioning society cannot be overemphasized. Due to the 

interconnectivity of critical infrastructures, without safety of supply of gas, other vital sectors will be 

crippled. Since natural gas is used for the generation of electricity, large problems would not only occur in 

other industrial sectors, but in civilian households, too.  Without a steady supply of gas, the quality of life 

for civilians will deteriorate, as people do not have enough gas for home applications, such as cooking, 

access to hot water, and central heating during winter times.  

 This thesis aims to aid in enhancing energy safety in the Netherlands and Northwestern Europe, 

where Gate terminal is responsible for a part of the energy supply. Due to the attractiveness of Gate terminal 

to ill-willing parties, their cybersecurity practices and implementations are paramount for maintaining 

safety of supply in their target market. Therefore, this thesis has investigated the potential of redundancy 

strategies to increase the overall operational performance of OT in the industrial processes at Gate terminal. 

Based on the outcomes of the thesis, policy recommendations have been presented, for Gate terminal as 

well as governmental agencies. These recommendations could aid in increasing the operational 

performance of OT, at Gate terminal and other companies in the energy sector in the face of cyber threats. 

Hereby, the thesis aims to contribute to the enhancement of energy safety for the Netherlands and 

Northwestern Europe.  
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Appendices 

Appendix A: Model Operationalization 
In this appendix, flowcharts of all main model procedures are presented, and briefly explained. 

Flowcharts of Attacker Procedures 
Investigate and select 

The investigate and select procedure is performed by attackers that do not yet have a target to attack. If a 

random float below 1 is smaller than the attack frequency, a new target will be set for the attacker, based 

on its attack strategy. When a target is selected, the attacker moves to the target, where it ultimately will 

attempt to perform an attack on the target. 

 

 

Figure 20: Investigate and Select Procedure 
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Attempt and perform attack 

This procedure is called when an attacker that doesn’t have ongoing attacks is located at its selected target, 

and attempts to perform an attack on the respective node. When a random float below 1 is greater than the 

IPS effectiveness, the defenders IPS is successfully bypassed by the attacker. The attacker can then perform 

an attack on its target, which is visualized using a directed link. 

 If the IPS is not successfully bypassed, the number of breach attempts of the attacker is increased 

by 1. If the number of breach attempts is higher than the attacker-persistence, the attacker gives up, returning 

to its original location and removing the initially targeted node as its target. 

 

 

Figure 21: Attempt and Perform Attack Procedure 
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Disrupt node 

When an attacker has any ongoing attacks on a node, it will attempt to disrupt this node. Nodes cannot be 

disrupted when they are part of an industrial process that is shut down through ESD. The attacker can 

disrupt nodes through multiplying its attack power (< 1) with the operability (0 ≤ 𝑂𝑝𝑒𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ≤ 1) of 

the node. 

 

 

 

Figure 22: Disrupt Node Procedure 
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Spread Infection 

The final procedure of an attacker involves spreading through the defender’s nodes. There are some 

constraints on spreading, that are checked before new attacks are instigated. First, if the entry point of the 

attacker (= ‘Target’) is shut down through ESD, the attacker cannot spread its infection throughout the 

system. Furthermore, nodes to which the attacker can potentially spread its infection cannot be shut down 

through ESD, and have to be normally functioning (or failed randomly). A random number of the nodes 

eligible for being spread to are selected, and attack-attempts are initiated. 

 To incorporate the likelihood of spreading the infection throughout the system, for each of the 

potential targets, a comparison is made between the vendor of the origin of the spread and vendor of the 

potential target. When the vendors of these nodes are equal, the infection will spread with a likelihood of 

‘infection-spread-likelihood’. When the nodes have different vendors, the spread of the infection is more 

difficult, multiplying the ‘infection-spread-likelihood’ with the ‘vendor-multiplier’. 

 

 

 

Figure 23: Spread Infection Procedure 
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Flowcharts of Defender Procedures 
Detect ongoing attacks 

The defender’s first routine is detecting ongoing attacks in the system. Only when attacks are detected, they 

can ultimately be removed from the system. Detection happens using the defender’s IDS system. If there is 

an ongoing attack that is not yet detected, the defender will recognize this attack if a random float below 1 

is smaller than the IDS effectiveness. 

 

 

Figure 24: Detect Ongoing Attacks Procedure 
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Quarantine attacked nodes 

This procedure is aimed at placing nodes that have been affected by an attack or by a random component 

failure in quarantine. This involves assessing whether nodes are being disrupted by attacks that have been 

detected by the IDS, as investigating nodes that have randomly failed. Depending on the containment 

success rate, attacks nodes affected by one of these two factors are quarantined, after which the attacks can 

be removed, and the nodes can start recovering.  

 

 

 

Figure 25: Quarantine Attacked Nodes Procedure 
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Remove attacks 

The ‘remove attacks’ procedure allows the defender in the system to remove the attack from quarantined 

nodes. Each attack has a removal time, which is reduced by 1 in each time step. When the removal time of 

the attack has reached zero, the attack is removed from the attacked node. When that happens, based on 

other outgoing attacks of the attacker, the attacker either relocates to another node that has been infected 

by the attacker, or the attacker gives up, and goes back to investigate and select another target node to 

attack.  

 

 

Figure 26: Remove Attacks Procedure 
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Recover node 

When a node is in quarantine, and is successfully relieved of all incoming attacks, the system operator can 

start recovering the node with this procedure. Recovering a node happens gradually: when the node is 

severely damaged, the increase in operability is bigger than a node that is not as severely disrupted. 

Furthermore, when a node is fully recovered, the state of the node is set to normal operation. Not only 

quarantined nodes are recovered using this procedure: nodes that have been shut down through ESD are 

also recovered by the defender through this procedure. When all nodes in a process shut down through 

ESD, including the interface node, have fully recovered, the state of these nodes is changed to operational 

mode. The ESD itself will be lifted in the ‘operate-esd’ procedure. 

 

 
Figure 27: Recover Node Procedure 
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Operate ESD 

This procedure is used to trigger and release the emergency shutdown system (ESD) on one of more of the 

industrial processes in the plant. Each timestep, the procedure triggers ESD for each node in a process if 

the overall availability is below the ESD threshold (of 50%). When ESD is triggered, the operability of all 

of the nodes in that process are set to 0, as the process is completely shut down. ESD can be released for 

the nodes in a process, if all attacks have been removed from the nodes in that process, and if all nodes are 

fully recovered. 

 

 

Figure 28: Operate ESD Procedure 
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Random Failure 

This procedure is responsible for incurring random failures on nodes in the system. If a random float below 

1 is smaller than the random failure rate, the procedure assesses if any nodes are eligible for a random 

failure. If so, one of these eligible nodes is chosen to fail. When this happens, the operability of the failing 

node is multiplied by a random float under 1, and the state of the node is altered. 

 

 

 

Figure 29: Random Failure Procedure 
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Overview of Control Loops 
In Table 15: Overview of Control Loops, the control loops implemented in the model for the various process 

locations, together with their relative criticality is presented. The relative importance (Node Criticality, 

Interval) is based on a discussion with an expert within Gate terminal. The normalized criticality scores 

which sum up to 1 have been applied in the model. 

 
Table 15: Overview of Control Loops 

Location 

/ 

Industrial 

Process 

Control Loop Node 

Criticality 

(interval) 

Node 

Criticality 

(Normalized) 

Vendor Explanation of criticality 

T
a
n

k
 

Current 1 0,26 Main Crucial to remain within 

appropriate specifications 

Pressure 1 0,26 Main Pressure is the main regulator 

of the processes 

Flow (LP) 0,8 0,21 Sub1 Flow to LP pumps in tank, 

crucial for having send-out 

Mixture 0,5 0,13 Sub3 Mixture of the LNG, mixing to 

prevent weathering 

Level 0,3 0,08 Sub1 Crucial to remain within 

appropriate equipment 

specifications 

Temperature 0,3 0,08 Main Dependent on pressure, 

pressure is the main regulator 

of the processes 

J
et

ty
 

(Back)Flow 1 0,26 Sub1 Pivotal for the usability of the 

jetties 

Current 1 0,26 Main Crucial to remain within 

appropriate equipment 

specifications 
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Location 0,5 0,13 Sub3 If the ship's location is out of 

bounds, LNG cannot be 

transferred to the tanks (or the 

other way around) 

Pressure 0,5 0,13 Main Regulating pressure in a jetty 

is important, but limited 

connection to OT of Gate 

Temperature 0,5 0,13 Main In order for LNG to transfer, 

the correct temperature in the 

piping has to be achieved 

Level 0,3 0,08 Sub1 
 

O
R

V
 

Current 1 0,28 Main Crucial to remain within 

appropriate equipment 

specifications 

Gas 

Temperature 

0,8 0,22 Sub1 Crucial for final output 

specifications and used 

materials send-out pipeline.  

Mutually dependent on gas 

temperature 

Water 

Temperature 

0,8 0,22 Sub2 Crucial for final output 

specifications. Mutually 

dependent on gas temperature 

Water Flow 0,6 0,17 Sub2 Dependent on water and gas 

temperature, but supply not 

measured by SW pumps 

Gas Flow 0,4 0,11 Sub1 Dependent on water and gas 

temperature. Supply measured 

in tank (HP and LP Pumps) 

P
u

m
p

 

Current 1 0,33 Main Crucial to remain within 

appropriate equipment 

specifications 

Pressure 1 0,33 Sub2 Only measurement from pump 

providing an indication of 

amount of water pumped 
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Vibrations 1 0,33 Sub2 Crucial to remain within 

appropriate specifications to 

prevent shutdown 

T
ru

ck
lo

a
d
in

g
 

Current 1 0,31 Main Crucial to remain within 

appropriate equipment 

specifications 

Temperature 1 0,31 Main Crucial for threshold to start 

loading truck 

Flow 0,5 0,16 Sub1 Only controlled/required after 

temperature is within 

specification 

Level 0,5 0,16 Sub1 Only controlled/required after 

temperature is within 

specification 

Pressure 0,2 0,06 Main Has to remain within truck 

equipment specification 

D
C

S
 

CCR 1 1,00 Main 
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Formalization of Model Concepts 
In table Table 16, the different model inputs and attributes are presented, together with their data type and 

value range 

 
Table 16: Overview of Model Concepts 

Name Datatype Value Range 

Model inputs Integer  

number-of-attackers Float 0 ≤ 𝑋 ≤ 20 

attacker-persistence Float 0 ≤ 𝑋 ≤ 10 

attack-frequency Integer 0 ≤ 𝑋 ≤ 0.50 

containment-successrate Float 0 ≤ 𝑋 ≤ 1 

esd-threshold Float 0 ≤ 𝑋 ≤ 1 

ids-effectiveness Float 0 ≤ 𝑋 ≤ 1 

infection-spread-likelihood Float 0 ≤ 𝑋 ≤ 1 

ips-effectiveness Float 0 ≤ 𝑋 ≤ 1 

random-failure-rate Float 0 ≤ 𝑋 ≤ 0.050 

Strategy Integer 0, 1, 2, 3 

vendor-multiplier Float 0 ≤ 𝑋 ≤ 1 

Attacker attributes   

Attacker-strategy Integer 0, 1, 2, 3 

Attack-state Integer 0, 1, 2 

Breach-attempts Integer 𝑋 ≥ 0 

Original Location Floats −33 ≤ 𝑝𝑥𝑐𝑜𝑟 ≤ −25 

13 < 𝑝𝑦𝑐𝑜𝑟 ≤ 20 

Target Node Nobody, One of existing nodes 

Attack Attributes   

Detected? Boolean True, False 

Duration Integer 𝑋 > 0 

Power Float 0 ≤ 𝑋 ≤ 1 

Removal-time Integer 𝑋 > 0 

Node Attributes   

Criticality Float 0 ≤ 𝑋 ≤ 1 

ESD Boolean True, False 

Identifier Integer 𝑋 ≥ 0 

Node-process String tank1, tank2, tank3, jetty1, 

jetty2, jetty3, pump, orv, 

Truckloading, dcs, None 

Operability Float 0 ≤ 𝑋 ≤ 1 

State Integer 0, 1, 2, 3, 4, 5 

Vendor String Including, but not limited to: 

Main, Sub1, Sub2, Sub3 
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Appendix B: Model Verification 

Unit Testing 
In order to verify the behavior of the different model entities, checking whether or not the different entities 

go through all procedures in the correct order based on the preconditions required for that specific 

procedure, unit testing is applied. Firstly, tests on attackers and their attacks are performed, after which 

tests on the operator and the system nodes are performed. 

 
Table 17: Attacker and Attack Unit Testing 

# Test Method Outcome 

1 An attacker (with state 0) can only attack 

targets that aren’t under attack and/or 

shut down by ESD. If a target is selected, 

the state of the attacker is set to 1. 

Changing state of all nodes to anything 

other than 0 / triggering ESD, and 

checking whether or not it is targeted by 

an attacker. 

Pass 

2 A target is selected based on the strategy 

of the attacker. 

Printing the different potential targets, 

their links/criticality to the command 

line, verifying that the potential targets 

are indeed those with high 

criticality/links, and that one of the 

potential targets is selected. 

Pass 

3 When the attacker strategies are 

distributed over de different attackers, on 

average, each strategy is applied by 1/3rd 

of the attackers. 

Averaging over multiple model runs. Pass 

4 Distributions of attacker persistence and 

attack power are distributed correctly. 

Create a temporary monitors with counts 

of the different persistence and power 

ocurrences, verifying output over 

multiple (long) model runs. 

Pass 

5 When an attacker has selected a target, it 

moves to the location of that target and 

attempts to disrupt it. 

Visual inspection using the NetLogo 

‘inspect’ feature in combination with the 

command line. 

Pass 

6 If an attacker cannot breach its target and 

avoid the IPS before his ‘persistence’ 

runs out, the attacker goes back to 

original state and location, and finds 

another target. 

Visual inspection using the NetLogo 

‘inspect’ feature in combination with the 

command line. 

Pass 

7 If an attacker succeeds in breaching the 

target, its state is changed, and it attempts 

to disrupt the availability of its target 

through multiplication of the operability 

with the attack power. 

Visual inspection using the NetLogo 

‘inspect’ feature in combination with the 

command line. 

Pass 

8 An attacker is able to launch attacks 

(through spreading) only via a node that 

is already under attack by that attacker, 

that isn’t quarantined or down through 

ESD. 

Visual inspection using the NetLogo 

‘inspect’ feature in combination with the 

command line, printing all nodes that are 

attacked by an attacker and their state, 

their connected nodes, as well as the 

node to which the infection is spread. 

Pass 

9 Attacks can only spread to nodes that are 

fully functioning, so not under ESD or 

Visual inspection using the NetLogo 

‘inspect’ feature in combination with the 

Pass 
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disrupted through an attacker, or to nodes 

that are disrupted through a system 

malfunction/random failure. 

command line, printing all nodes that are 

attacked by an attacker, their connected 

nodes and their state, as well as the node 

to which the infection is spread. 

10 Spreading attacks to nodes with a 

different vendor than the origin node is 

more difficult than spreading between 

equal vendor systems. 

Creating network with different vendors 

only, comparing the number of 

occurrences of spreading to a network 

with only equal venors. 

Pass 

11 When an attacker no longer has any 

outgoing attacks, the attacker goes back 

to original state and location, and finds 

another target. 

Visual inspection using the NetLogo 

‘inspect’ feature 

Pass – 

After 

bugfix 

12 All attributes have been properly 

allocated for all entities 

Inspection through the NetLogo 

command line 

Pass 

 

 

Table 18: Operator and Node Unit Testing 

# Test Method Outcome 

1 The network is set up properly: Nodes in 

a process are only connected to other 

nodes in the process. Connection to 

different processes has to go through 

interface nodes. 

Visual inspection. Pass 

2 All attributes have been properly 

allocated for all entities 

Inspection through the NetLogo 

command line 

Pass 

3 When an attack is detected through the 

IDS, the state and color of attacks and 

nodes are updated.  

Visual inspection using the NetLogo 

‘inspect’ feature. 

Pass 

4 Nodes can only be quarantined after the 

attack on the node has been detected, or 

when the node is disrupted through a 

random failure. 

Inspection through the NetLogo 

command line. 

Pass 

5 Attacks can only be removed from a 

node when the node is quarantined or 

down through ESD. 

Inspection through the NetLogo 

command line. 

Pass 

6 A node can start recovering only after the 

attack on the node has successfully been 

removed by the attacker. 

Inspection through the NetLogo 

command line. 

Pass 

7 All nodes in an industrial process, as well 

as its interface node, are automatically 

shut down through ESD when the 

availability of the process is lower than 

the ESD threshold. 

Visual inspection using the NetLogo 

‘inspect’ feature in combination with the 

command line. 

Pass 

8 All nodes in an industrial process are 

released from ESD at the same time, only 

when all nodes, including the interface 

node, are back at state 0, have 100% 

Visual inspection using the NetLogo 

‘inspect’ feature in combination with the 

command line. 

Pass 
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operability, and are not under attack by 

an attacker.  

9 A node cannot be disrupted when it is 

shut down through ESD. 

Inspection through the NetLogo 

command line. 

Pass 

10 When a node is down through ESD, its 

operability is 0, as the node cannot be 

used. 

Visual inspection using the NetLogo 

‘inspect’ feature in combination with the 

command line. 

Pass – 

After 

bugfix 

11 A node can be disrupted through (and 

recover from) a random failure. 

Visual inspection using the NetLogo 

‘inspect’ feature in combination with the 

command line. 

Pass 

 

Breaking the model 
For these verification tests, unrealistic input values for the model are used. This allows for evaluating if the 

model can be ‘broken’ if unrealistic input values are used. Furthermore, unrealistic input values test the 

applied logic in the operationalization phase. If the model behavior matches the expected model behavior 

(logically), the test is seen as a pass. 

 
Table 19: Breaking the Model with Unrealistic Inputs 

# Test Outcome 

1 Amount of attackers < 0 

and > 100 

< 0: No attacks occur.  

> 100: No unexpected behavior. 

Pass 

2 Attack power > 1 and < 0 > 1: Operability of a node exceeds 1. 

< 0: Operability of a node can become lower than 0.  

This behavior is expected based on the implementation, but not 

consistent with conceptual model. 

Fail 

Solution: Attack powers and probabilities are kept internal, and can 

only be changed by the modeler. Other solution could be to perform 

checks on attack power when allocating them to an attack, changing 

them automatically if they are out of bounds using ‘ifelse’ statements. 

3 Attacker persistence < 0 If the first attempt does not succeed, attacker immediately backs off. 

Pass 

4 Containment successrate 

> 1 and < 0 

> 1: All nodes that have a detected attack are immediately 

quarantined.  

< 0: Nodes are never quarantined, allowing for free spread of the 

infection.  

Pass 

5 ESD Threshold > 1 and < 

0 

> 1: System immediately goes into ESD. After recovering, system 

immediately goes in ESD again. 

< 0: ESD is never triggered. Even when no defensive measures are 

taken, the operability of a node can never go below zero.  

Pass 

6 Failure rate > 1 and < 0 > 1: A random failure occurs every tick. 

< 0: No random failures occur.  

Pass 
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7 Infection spread 

likelihood > 1 and < 0 

> 1: If potential spread is eligible for attacks (due to state, esd, etc), 

the attack will always spread. 

< 0: Attack never spreads.  

Pass 

8 IPS and IDS effectiveness 

> 1 and < 0 

> 1: All attacks are prevented (IPS) or instantly detected (IDS) 

< 0: No attack is prevented (IPS) or detected (IDS)  

Pass 

9 Node Setup: entering an 

nonexistent file. 

Presents user with a warning 

Pass 

10 Removal times > 100 and 

< 0 

> 1: Attack duration increases to > 100. 

< 0: As soon as the disrupted nodes is contained, the attack is 

removed. 

Pass 

11 Total expected profit <= 0 0: Cumulative Monetary Losses remains equal to zero. 

<0: Cumulative Monetary Losses will go negative. 

Fail: Negative losses is equal to profit. 

Solution: Input check for total-expected-profit. 

This solution has been implemented. 

Pass 

12 Vendor Multiplier > 1 

and < 0 

> 1: Spreads occur easier between different vendor nodes compared 

to equal vendor nodes. 

< 0: Spread cannot occur between different vendors.  

Pass 
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Appendix C: Model Validation 
This appendix contains the results of the main validations steps that have been taken in order to assess the 

validity of the model. Firstly, the appendix presents KDE plots of the outcomes of the variability analysis, 

after which KDE plots and bar plots of the univariate and multivariate sensitivity analysis, respectively, are 

presented. 

 

Variability Analysis 
This section contains KDE plots of the variability analysis, presented in Table 20. The KDE plots result 

from 1000 model runs with the inputs presented in Table 9. Aside from certain skewed KDE plots, mainly 

for MTBF and MTTF, the majority of plots appear to follow a normal distribution. An interesting 

observation on the KDE plots that validate model behavior, is the widening of the 95% confidence intervals 

when more specific and unlikely circumstances are required for a change in model output (such as changes 

in ESD triggers, Failures, etc.). 

 

Table 20: Overview of Variability Analysis Outcomes 
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Sensitivity Analysis 
In this section, figures yielding interesting findings regarding the univariate or multivariate sensitivity 

analysis are presented.  

Univariate Sensitivity Analysis 

This section presents an overview of interesting KDE plots of the univariate model sensitivity of both the 

attacker and defender model parameters, presented in Table 21 and Table 22, respectively. 

 Plots for the attacker parameters show that deviating the attacker persistence has the most impact 

on the model outcomes. While the model is somewhat sensitive to deviations in the attack frequency and 

the infection spread likelihood, the model seems insensitive to the number of attackers in the system. When 

it comes to the strategy of the attackers, attackers seem to succeed slightly better in disrupting the system 

when they focus on attacking nodes with a high degree of criticality, while the ‘links’ and ‘random’ attack 

strategies perform quite similar. 

Table 22 shows an overview of the sensitivity of the model to deviations in singular defender parameters. 

It is clear that the model is rather sensitive to all of these inputs, as unmistakable differences between the 

plotted KDE curves can be observed. Of the defender parameters, the model seems to be the most sensitive 

for the IPS effectiveness, having the smallest overlap in density. The high level of sensitivity of the model 

to the IPS effectiveness can be attributed to the IPS being the first layer of defense: when the defender is 

capable of preventing attacks from happening altogether, other measures aren’t required for securing the 

system. This implicates that other defense measures are relatively less critical in securing the system.  

 

 
Table 21: Overview of Univariate Sensitivity of Attacker Parameters 
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Table 22: Overview of Univariate Sensitivity of Defender Parameters 
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Multivariate Sensitivity Analysis 

Similar to the univariate sensitivity analysis, some graphs showing the model sensitivity have been excluded 

in order to avoid an overabundance of graphs in the appendix. The following outputs have been excluded 

of this appendix: 

 

- Average attack duration: Little to no sensitivity 

- Mean time to repair: Little to no sensitivity 

- Mean time to failure: Similarity to MTBF 

- ESD Triggers: Similar to Failures 

- Random Failures: Only sensitive to Random Failure Rate 

 

The findings of the univariate analysis are mostly corroborated by the multivariate sensitivity analysis. 

When it comes to the attacker parameters, the multivariate analysis once again shows that the model is the 

most sensitive to the attacker persistence, moderately sensitive to the attack frequency and infection spread 

likelihood and the least sensitive to the number of attackers. When it comes to the strategy of the attackers, 

the multivariate sensitivity analysis shows that criticality-based attacks (strategy 3) result in slightly worse 

system performance when compared to other strategies. 

 The multivariate sensitivity of the model to defender input parameters also match the findings of 

the univariate analysis. The model is the most sensitive to deviations in the IPS effectiveness: the variations 

in bar height are the largest for all of the output variables. Furthermore, the bar charts show that the model 

is sensitive to both IDS effectiveness and Containment Successrate (slightly higher sensitivity to the latter). 

While enabling random failures in the model has little impact on the actual operational performance of the 

system, the operational performance is rather sensitive to the presence of a vendor-multiplier. This is an 

easily explainable phenomenon, as the presence of a vendor-multiplier significantly reduces the likelihood 

of the spread of infections throughout the system, decreasing operational performance. 
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Table 23: Overview of Multivariate Sensitivity Analysis 
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Appendix D: Results 
This appendix aims to present the results retrieved while performing experiments with the constructed 

model. To this end, two different types of bar charts have been created. The first type of bar chart presented 

all of the model outcomes for each strategy, and used a logarithmic scale in order to properly visualize all 

of the bars due to differences in scale. As a result of this, there were barely any identifiable differences 

between the different strategies. Therefore, these bar charts have not been included in the thesis. The second 

type of bar charts is included, and presents a single model outcome, comparing the average value of that 

outcome per implemented strategy. 

 

Effect of strategy on model outcomes 

Not all performance indicators have been included in order to avoid an overabundance of charts: only charts 

yielding interesting results have been included in the appendix. 

 

- Average Attack Duration: Little to no variation between strategies 

- Mean time to failure: Similarity to MTBF 

- Random failures: Not affected by redundancy strategy 

The findings resulting from these figures have been presented in Chapter 8 of this thesis. 

 
Table 24: Overview of the Effect of Strategy on Various Model Outcomes 
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Figure 30: Number of Nodes per Redundancy Strategy 

 

 

 
Figure 31: Number of Vendors per Redundancy Strategy 

 

 


