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Designing Driving Automation for 
Human Autonomy: Self-determination, 
the Good Life, and Social Deliberation 

Filippo Santoni de Sio and Fabio Fossa 

Abstract The present chapter analyses the complex ways in which driving automa-
tion affects human autonomy with the aim of raising awareness on the design and 
policy challenges that must be faced to effectively align future transportation systems 
to this ethical value. Building on the European report Ethics of Connected and 
Automated Vehicles, we consider three dimensions of the relation between human 
autonomy and driving automation: autonomy as self-determination of driving deci-
sions; autonomy as freedom to pursue a good life through mobility; and, finally, 
autonomy as the capacity and opportunity to influence social deliberation concerning 
transportation policies and planning. In doing so, the chapter shows that delegating 
driving tasks to CAVs might both infringe and support user autonomy, thus calling for 
a reconsideration of widespread frameworks concerning the role of humans and tech-
nological systems in this domain. Moreover, it stresses the importance of promoting 
inclusive and participated decision-making processes on transportation policies and 
planning, so to avoid situations where the development and adoption of transport 
innovations are led by agents willing to respond only to a limited set of stakeholders’ 
needs. 
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1 Introduction 

The purpose of the present chapter is to analyse the complex ways in which driving 
automation affects the ethical value of human autonomy. In doing so, it aims at raising 
awareness on the design and policy challenges that must be faced to effectively align 
future transportation systems to relevant claims grounded on this value. 

The intersection of human autonomy and technological automation is notori-
ously controversial, with technical automation concurrently opening possibilities 
for supporting and restricting the enjoyment of autonomy. As such, it lies at the 
heart of several ethical quandaries across various AI-based applications [30]—e.g., 
Autonomous Weapon Systems [54] and Recommender Systems [64]. 

Connected and Automated Vehicles (CAVs) make no exception [6]. In the context 
of driving automation, threats to and opportunities for human autonomy are so 
numerous and deeply entangled with each other that much philosophical work is 
needed to clarify how this value is to be effectively pursued and promoted. 

Building on the analysis proposed in the European report Ethics of Connected 
and Automated Vehicles [26], the chapter considers three dimensions of the rela-
tion between human autonomy and driving automation. First, we analyse how CAVs 
impact the self-determination of driving decisions and actions such as swerving, 
speeding, or choosing routes. Secondly, we examine how driving automation 
impinges on human autonomy as freedom to purse a good life through mobility. 
Finally, we assume a wider perspective and investigate how current narratives 
surrounding driving automation (see also Chap. 10) affect human autonomy intended 
as free and open social deliberation and policy-making. 

For each case, we discuss the challenges of aligning driving automation to the 
demands of human autonomy. Our analysis, then, is based on the presupposition 
that the promotion of human autonomy as an ethical value is not to be understood 
only as a desired side-effect of CAV adoption. Rather, we intend to explore how 
driving automation can be a means to support this value in the practical domain 
of transportation. Therefore, the scope of human autonomy is neither defined by 
reference to the SAE levels of automation nor by taking the widespread adoption 
of CAVs for granted. Both levels of automation and modes of social adoption are 
instead assessed on the basis of their compatibility with relevant claims grounded on 
human autonomy. 

To be clear, we do not assume that autonomy is the only or most important value 
to be promoted by CAVs. In line with the European report, we acknowledge that 
the design, development, and use of CAVs should comply with or directly promote a 
number of other values such as safety, justice, responsibility, and so on. In this chapter, 
however, our focus is exclusively on human autonomy as one important value in itself 
and as an example of the way in which human values should be analysed in relation 
to technological development. 

The remainder of this chapter is structured as follows. Section 2 introduces some 
general remarks on the ethics of technology, thus sketching the theoretical back-
ground of our analysis. Section 3 discusses how the ethical value of human autonomy
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has been brought to bear on driving automation in the context of the European report 
Ethics of Connected and Automated Vehicles [26]. Section 4 draws attention to the 
composite nature of the definition of autonomy there proposed. Three dimensions 
of human autonomy as affected by driving automation are thus specified: the self-
determination of driving tasks, the freedom to pursue a good life through mobility, 
and the openness of social deliberation on transportation planning. 

The subsequent sections discuss the alignment of driving automation to these 
three dimensions of human autonomy. Section 5 shows how upholding the self-
determination of driving tasks suggests supporting conditional forms of driving 
automation. However, Sect. 6 argues that important benefits in terms of freedom to 
pursue a good life through mobility can only be reaped through full automation. This 
sets the stage for future design challenges aimed at moving beyond the SAE levels 
of automation framework to strike new balances between such seemingly contra-
dictory claims. Finally, Sect. 7 tackles issues at the intersection of driving automa-
tion and transportation policy-making—the very context from which the European 
Commission Report and other analogous documents have originated. Finally, Sect. 8 
summarises the results of the analysis and presents some conclusive remarks. 

2 Ethics of Technology and Driving Automation 

Ethical inquiries surrounding CAVs evidently belong to the wider field of the ethics 
of technology [22, 43]. As an instance of applied ethics [1], the ethics of technology 
is characterised by the exposure to a highly multifaceted set of challenges [17]. On a 
conceptual level, ethical values and notions relevant to the case at hand must be iden-
tified, determined, and discussed [2, 57]. On a practical level, the various needs, inter-
ests, expectations, perspectives, and aims of different stakeholders must be consid-
ered and agreement must be sought out of inclusive social deliberation processes 
[45, 47, 66]. On a technical level, both theoretical and practical insights must be 
operationalised so to be understandable and actionable for engineers, designers, and 
other professionals involved in the development of technological products, which 
come with their own share of complexity [29, 61]. Moreover, each level iteratively 
affects the others, contributing to an open (and necessarily fuzzy) process of critical 
appraisal, refinement, and specification [16]. At the same time, however, adherence 
to the criteria of applicability, effectiveness, and usability pulls for the provision 
of concrete recommendations, methodologies, and best practices. Such a composite 
blend of theoretical, practical, ethical, social, political, legal, policy, and engineering 
ingredients is distinctive of applied ethics efforts and lies at the basis of their intricacy. 

Faced with the compound composition of socio-technical systems, ethical efforts 
endeavour to align the technical development, social deployment, and use of techno-
logical products to the relevant ethical values. In more concrete terms, these efforts 
aim at minimising harm caused by technology and putting it at the service of the 
social good [23].
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Clearly, similar objectives can only be pursued through interdisciplinary collabo-
ration [63]. Finding a common ground on which to build shared languages, method-
ologies, and practices is critical to the mission that the ethics of technology is called 
to carry out. Concurrently, a truly informed debate can only arise from the sharing 
of thorough disciplinary perspectives. Up to a point, then, disciplinary analysis must 
be pursued also separately, by recurring to the epistemological resources and tools 
of the relative research fields. For what concerns ethics, the identification, definition, 
and practical application of relevant values constitute perhaps the most remarkable 
task to attend to—and one that must also be executed with philosophical means of 
inquiry. 

Building on these considerations, the present chapter intends to focus on human 
autonomy as an ethical value that requires to be adequately integrated to the 
driving automation domain. Driving automation promises to reorganise the way 
in which many transport decisions and actions are taken, shifting the boundaries of 
human autonomy on different levels. These reconfigurations of the balance between 
autonomy and automation in road transport call for further analysis and clarification. 
The importance of such clarification should not be underestimated. Critically exam-
ining how widespread conceptions of human autonomy apply to the case of CAVs is 
key to realise relevant ethical opportunities and risks. Effective design choices and 
policy decisions considerably depend on it. 

3 Human Autonomy and Driving Automation 

From an ethical perspective, the importance of aligning the design, deployment, and 
use of CAVs to the value of human autonomy could hardly be belittled. Surely, 
the philosophical status of human autonomy is controversial and intricately inter-
twined with thorny notions such as free will, freedom, self-determination, agential 
causation, subjectivity, and so on [28]. As a key ethical value, however, it enjoys 
widespread socio-political recognition (see, e.g., the UN Universal Declaration of 
Human Rights). In this sense, the value of autonomy characterises human beings 
as self-determining entities who deserve respect and protection. Moreover, at least 
within Western philosophy and culture, it buttresses fundamental components of the 
moral life, such as the exercise of responsible behaviour and the full enjoyment of 
human dignity [7, 11]. Given its relevance, human autonomy evidently qualifies as 
a value to be pursued through technological innovation as well. 

The European approach to the ethics of driving automation confirms the latter 
statement. In 2020, an interdisciplinary group of fourteen experts appointed by 
the European Commission authored the report Ethics of Connected and Automated 
Vehicles. Recommendations on Road Safety, Privacy, Fairness, Explainability and 
Responsibility [26]. The document establishes an ethical framework for CAVs and 
offers concrete recommendations aimed at guiding stakeholders in the effort of 
aligning driving automation to relevant ethical values.
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In close connection with the European approach to trustworthy Artificial Intelli-
gence [25], the report starts by identifying and describing the basic normative corner-
stones of the framework. Acknowledging its relevance, the authors indicate human 
autonomy as one of the eight overarching ethical principles for driving automation 
along with non-maleficence, beneficence, dignity, responsibility, justice, solidarity, 
and inclusive deliberation [51]. 

According to the report, the principle of autonomy states that human beings are 
to be conceived as “free moral agents” [26: 22] whose right to self-determination 
ought to be respected. In relation to driving automation, the principle of autonomy 
demands that CAVs are designed so to “protect and promote human beings’ capacity 
to decide about their movements and, more generally, to set their own standards 
and ends for accommodating a variety of conceptions of a ‘good life’” [26: 22]. As 
such, autonomy plays a crucial role in several recommendations, ranging from the 
protection of privacy rights and the promotion of user choice to reducing opacity and 
enhancing explainability (see Chap. 3). 

The insistence on protecting and promoting human autonomy in the context of 
driving automation rests on solid grounds. Evidence from the ethics of technology and 
innovation clearly stresses the importance of upholding the value of human autonomy 
throughout the technological domain. Bypassing individual decision-making through 
technical means might risk leading to situations where personal decisions are taken 
by actors (e.g., designers, engineers, manufacturers, policy-makers) who, however, 
have no right nor particular competence to do so [38]. On a more social level, unduly 
constraining public deliberation processes might lead to harmful or short-sighted 
decisions [15], and in any case to limiting the people’s contribution to determining 
their future. These states of affair are evidently incompatible with the individual and 
social right to self-determination and should be carefully avoided when designing, 
deploying, and using CAVs. 

The protection of autonomy in driving automation is also critical to support 
other important ethical values. Consider, for instance, the case of responsibility 
(see Chap. 1). Qualifying human beings as free moral agents by principle means, 
at the same time, holding them to be responsible agents as well to the extent that 
they can exercise such freedom. This is a necessary presupposition to establishing 
who is responsible, and why, when harmful consequences follow from the design, 
deployment, and use of CAVs [42]. 

The value of human autonomy, then, is vital to the ethics of driving automation 
for many reasons. On the one hand, CAVs designed, deployed, and used in ways that 
promote autonomy will meet claims grounded on the protection of human dignity, 
thus supporting social acceptance and trust. On the other hand, upholding human 
autonomy is key to distributing responsibility in a clear and fair way while, at the 
same time, encouraging responsible behaviour. But how is driving automation to be 
concretely aligned to the demands of human autonomy?
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4 One Concept, Three Dimensions 

Whilst the ethical relevance of human autonomy to driving automation is evident, it is 
difficult to specify how the value is to be operationalised into specific socio-technical 
systems. Driving automation, after all, consists in the delegation of driving tasks from 
human agents to technical systems. Arguably, this amounts to a reduction of human 
(driving) autonomy. What needs to be further clarified, then, is how to automate 
driving functions without impacting too negatively on human autonomy. This raises 
thorny practical questions. What aspects of human autonomy are relevant to driving 
automation? Which of them should be prioritised? What model of driving automation 
should be promoted through design and policy decisions? What guidelines should 
be offered to practitioners in this sense? 

To answer such questions, it is first necessary to identify what aspects of driving 
are relevant for moral autonomy. These aspects, in turn, would serve as tangible 
constraints to driving automation: CAVs should be developed and deployed in ways 
that allow for their exercise. In sum, defining the boundaries of human autonomy in 
driving automation is a necessary step towards providing effective guidelines to its 
operationalisation [14]. 

In this sense, we propose an approach that differs from the way in which the rela-
tion between human autonomy and driving automation has been commonly debated. 
Building on SAE levels of automation [48], human autonomy has been primarily 
conceived in terms of what remains to be handled once a particular driving system is 
deployed (see Chap. 9). In other words, human autonomy is defined by reference to 
which driving tasks are delegated to the driving system and which remain competence 
of the human driver. In what follows, we overturn the order of the terms. Instead of 
inducing the scope of human autonomy by moving from the scope of driving automa-
tion, we ask how different forms of driving automation can serve different ethically 
valuable aspects of human autonomy. 

Accordingly, the ethical worthiness of CAV development, deployment, and use 
will be assessed on the basis of their potential in enabling human autonomy within 
future transportation systems. By doing so, we wish to stress the priority of the 
ethical value of human autonomy over choices concerning driving automation and its 
levels. Integrating ethics and technology, we contend, does not only require ensuring 
that new products comply with relevant ethical values. It also (and, perhaps, most 
importantly) requires determining how products should be designed, deployed, and 
used as means to proactively support fundamental ethical values. 

Therefore, our ethical analysis of the different dimensions of autonomy cuts across 
and does not coincide with the engineering definition of the levels of driving automa-
tion. And it is not necessarily the case that higher levels of automation will necessarily 
cause lower levels of human autonomy (even though this may sometimes be the case). 
As it will become clearer in the remaining of the chapter, the relationship between 
human autonomy and driving automation is more complex than this.
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The discussion of human autonomy provided in the European report represents a 
good starting point. Three dimensions of the relation between human autonomy and 
driving automation can be found through the report: 

(a) autonomy as self-determination of driving decisions; 
(b) autonomy as freedom to pursue a good life through mobility; and 
(c) autonomy as the capacity and opportunity to influence social deliberation 

concerning transportation policies and planning. 

Let us take a closer look to these three dimensions of human autonomy as they 
are affected by driving automation. 

(a) Autonomy as self-determination of driving decisions concerns the exercise of 
individual control by human drivers/operators over decisions that pertain to 
driving behaviour—i.e., to the ways in which the vehicle reaches its destination 
from its starting point. To use traffic psychologist John Michon’s control frame-
work [34, 35; see  33], the scope of (a) includes tactical and operational levels 
of control over driving systems. At the tactical level, drivers exercise control 
over the undertaking of traffic manoeuvres such as overtaking, turning, stopping, 
and speeding. The operational level pertains to the physical activation of driving 
controls that is necessary to execute traffic manoeuvres: pushing pedals, turning 
the steering wheel, and so on. In the European report, this component is referred 
to when authors recommend to design, deploy, and use CAVs so to “protect and 
promote human beings’ capacity to decide about their movements” [26: 22]. In 
this sense, respecting human autonomy would mean to let users exercise some 
sort of control over those system operations, if any, that impact on their moral 
sphere. 

(b) Autonomy as freedom to pursue a good life through mobility exhibits a wider 
scope. It refers to the freedom of pursuing happiness and to mobility as a note-
worthy enabler of what makes life worth living. In Michon’s terms [34: 5–6], 
this aspect of human autonomy pertains to the strategic level of control, which 
comprises “the planning stage of a trip, incorporating the determination of trip, 
goal, route and vehicle choice, and evaluation of the costs and risks involved”. 
In this sense, driving automation is not considered only as supporting a given 
experience—a journey between two points in space –, but rather as one impor-
tant element for a good life. As stated in the European report, upholding human 
autonomy also means to “protect and promote human beings’ capacity to (…) 
set their own standards and ends for accommodating a variety of conceptions 
of a ‘good life’” [26: 22]. From this perspective, aligning driving automation 
to the principle of human autonomy would mean to envision CAVs as means 
to support the individual pursuit of personal flourishing and well-being—i.e., 
as means to realise significant transportation needs grounded on the value of 
autonomy. 

(c) This third dimension of autonomy acknowledges the relevance of policy deci-
sions concerning transport solutions and their massive impacts on people’s well-
being—including the operationalisation of (a) and (b). Indeed, policy-makers
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(along with users and designers) figure as one of three stakeholder classes to 
which the report is mainly addressed. Moreover, inclusive deliberation—the 
obligation to promote a widely participated debate on the design, deployment, 
and use of CAVs—is endowed with the status of fundamental principle. By 
insisting on the necessity of inclusive deliberation processes and participation, 
the authors of the report stress the importance of promoting open, well-informed, 
unbiased, and independent policy-making when it comes to transportation plan-
ning. Shedding light on the ways in which widespread visions of driving automa-
tion as a resource to improve the ethical conditions of current transportation 
systems affect social decision-makers’ autonomy is yet another aspect of our 
problem that requires to be carefully examined. 

In what follows, the ethical challenges related to these three dimensions of human 
autonomy in driving automation are outlined. The results of the analysis can be used 
to ground more concrete design and policy initiatives to promote autonomy in the 
context of driving automation. 

5 Driving Automation and the Self-determination 
of Driving Tasks 

Let us start by considering how human autonomy as in (a) could be promoted through 
driving automation. In this sense, human autonomy partakes in driving automation 
mostly as a threatened individual value that requires to be adequately safeguarded. 
Particular care is required since the exercise of human autonomy at the operational 
and strategic levels of control is variously constrained by driving automation [67]. 
However, the experience of manual driving is a complex one, composed by a myriad 
of decisions. Some of these decisions might have a considerable impact on the moral 
sphere. Taking ethically relevant driving decisions out of users’ hands might lead to 
infringements of their autonomy. 

Indeed, much of what is valued in driving stems from control over our vehi-
cles and, through it, our movements. Steering, accelerating, and braking according 
to personal traits, attitudes, and needs offer a tangible medium to the expression 
of one’s own inner self [49, 60]. More importantly, driving is a moral experience. 
Different driving styles convey various moral values such as safety, respect for others, 
care for vulnerable road users, environmental friendliness, and so on. Recklessness, 
aggressivity, carelessness, and negligence are signs of unethical driving attitudes that 
all stem from how—in the Michon’s terms presented above—tactical and operational 
control is exercised. The relation between human driving and ethical values is signif-
icantly determined by the element of control that drivers exercise on their vehicles. 
The delegation of driving tasks to automated systems poses the risk of bypassing 
human judgment in this ethically-laden domain, thus restricting the scope of human 
autonomy.
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Of course, not every instance of driving task delegation is to be understood as a 
threat to autonomy. However, in some occasions driving automation might bypass 
users’ moral judgment on matters that could be construed as lying within the purview 
of user autonomy. At low levels of automation, for instance, a speed control system 
that could not be overridden by human intervention even in case of emergency might 
be considered as problematic with reference to human autonomy [44, 53, 56]. At the 
opposite extreme, suppose that fully autonomous vehicles will be able to distribute 
harm during unavoidable collisions according to given ethical values (see Chaps. 7 
and 8). In this case, it might be problematic in terms of human autonomy if said values 
were set not by passengers themselves, but rather by other stakeholders [9, 36, 37]— 
which would also create a potentially problematic shift of responsibility away from 
the drivers. Considering less futuristic scenarios involving high levels of automation, 
automated features concerning ethical driving behaviour—e.g., regarding the safety 
distance to be accorded to vulnerable road users or traffic etiquette at pedestrian 
crossings—might qualify as constrains to the exercise of human autonomy. Finally, 
relying on CAVs would restrict the possibility of taking timely decisions concerning 
routes, which could variously impact the execution of self-determined intentions— 
e.g., staying away from given roads to protect one’s privacy [4]. 

In light of the above, it seems reasonable to conclude that the rush towards full 
automation—be that in the name of road safety, efficiency, sustainability—should 
not obfuscate the value of drivers’ control over driving tasks, at least when this would 
serve the legitimate expression of human autonomy. 

As suggested, for instance, by the Meaningful Human Control approach [52], if 
there are solid ethical reasons for driving decisions to be left to users, then CAVs 
should be designed, developed, and regulated to allow for their autonomy to be 
expressed [33].1 Suppose, for instance, that users could legitimately lay claims on 
ethical decisions regarding CAV behaviour during unavoidable collisions, as Millar 
suggests [36].2 As a consequence, they would have to be put in the condition of 
deciding how to shape CAV behaviour during these traffic situations. Admittedly, in 
a context of full automation user control over operational and tactical levels could 
only be accomplished indirectly—e.g., through the setting of user preferences. It is at 
least uncertain, however, whether this form of indirect control over system operations 
would satisfy the demands of the principle of human autonomy. More likely, (a) seems 
to encourage the development of automated features that leave enough space for the 
exercise of user autonomy—as happens in conditional automation, where control 
over driving tasks is shared with the system rather than fully delegated to it.

1 The authors do not endorse the claim that drivers should remain in control, but rather that some 
human actors should. Their framework however clearly explains how ethical choices about the 
protection of the moral agency and responsibility of different actors should be reflected in design 
and policy choices. 
2 For a different opinion, see e.g. [20]. 
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6 Driving Automation and the Good Life 

The claim according to which human autonomy would be better served by conditional 
automation—or other design choices that would protect the drivers’ control over 
driving operations—may be challenged, however, if human autonomy is intended 
as in (b): the freedom to pursue a good life. Higher levels of driving automation 
can arguably have beneficial impacts on human autonomy as the freedom to pursue 
a good life. At least two opportunities stand out: inclusive transportation and the 
improvement of travellers’ overall well-being. Both importantly enable the possi-
bility to fulfil personal needs and desires, thus increasing the chances to live a good 
life. 

First, CAVs could massively enhance the autonomy of social categories that are 
currently excluded from manual driving because of physical and cognitive impair-
ments. Independent access to transportation is critical for pursuing personal well-
being and leading a satisfying social life [13, 46, 55]. Private and independent 
mobility, moreover, is commonly considered as the best solution in cases where 
various impairments stemming from conditions such as disability and old age make 
it harder to rely on public transport [5, 10]. However, current technical and soci-
etal limitations exclude many individuals from getting a driver license or being able 
to drive and, thus, from manual driving. As a result, those who need assistance 
to enjoy the freedom of road transport experience an unjustly limited and expen-
sive access to it. In turn, this reduces opportunities for social interaction, political 
involvement, and employment, while hindering the recourse to important services 
such as education and medical care. Hence, failures in providing inclusive transport 
options heavily affect the personal well-being of already vulnerable social groups 
(e.g., [3]). If designed, funded, introduced, and regulated with this goal in mind, 
driving automation might play a considerable role in changing this situation. Since 
driving tasks would be automated, physical and cognitive impairments would no 
longer constitute an insurmountable barrier to the autonomous use of road vehicles 
[31]. 

Second, driving automation could support the self-determined pursuit of a good 
life by creating the conditions for a better travel experience. First of all, CAVs would 
allow users to reclaim travel time. Freed from the burden of driving themselves, 
CAV users would be able to employ travel time as they prefer. In addition, robust 
driving assistance might substantially reduce negative externalities associated with 
the driving experience such as stress, fatigue, and road rage, thus enhancing psycho-
logical well-being and contributing to the enjoyment of a good life [55]. Finally, 
autonomous decision-making on matters that importantly impact on individual well-
being would also be supported. For instance, decisions about where to live would be 
less constrained by work locations and other circumstantial factors [24]. 

In both cases above, human autonomy benefits entirely depend on higher levels of 
automation. As a matter of fact, individuals excluded from manual driving would be 
poor candidates for shared control as well [19]. Similarly, full delegation is necessary 
for CAV users to freely engage in other, more satisfying activities. As the accidents
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involving Tesla and Uber automated vehicles demonstrate [40, 41], current shared 
control design does not allow for user distraction—even when they include tools 
to prompt users to remain focused on supervision tasks [21]. In order to support 
autonomy as freedom to pursue one’s own conception of a good life, then, it seems 
as if human intervention and supervision should be increasingly automated away. 

The conclusion just reached could, however, be challenged both by remaining 
within the scope of (b) and by comparing it to claims based on (a). For what concerns 
the first case, it has been argued that full driving automation would hinder access 
to significant sources of well-being for those who attach value to manual driving. 
Indeed, manual driving is valued by many as a source of pleasure and a powerful 
medium to enjoy meaningful aspects of human autonomy such as freedom and self-
determination [39, 58]. Moreover, manual driving might be valued by those who 
distrust technological innovation in general or the peculiar configuration of CAVs— 
which, e.g., might expose not just CAV users, but all road users to privacy risks they 
might be unwilling to face [18, 27]. 

On the other hand, it is evident that (b) and (a) lead to conflicting conclusions. 
Benefits related to inclusivity and user well-being are strongly dependent on high or 
full levels of automation. However, these forms of driving automation would leave 
little space to the exercise of users’ autonomy at tactical and operational levels of 
control. If considerations on (a) and (b) are taken together, support for both partial and 
full automation can be advocated. As a result, compliance with the ethical principle 
of human autonomy would steer in directions that are difficult to harmonise. Within 
the framework of SAE levels of automation, then, it is hard to realise how protecting 
the exercise of user self-determination over driving decisions can go hand in hand 
with protecting the right to a self-determined good life pursued through mobility.3 

This ambiguity, that stems from the complexity of the notion of autonomy and 
competing claims on driving automation, poses a challenge to designers and engi-
neers. Perhaps, moving beyond the SAE framework to explore new forms of cooper-
ation between human beings and driving systems might help open other avenues to 
design for autonomy in this field [59]. For now, the previous analysis has shown that 
design for autonomy requires a clear understanding of the nuanced ways in which 
different dimensions of this value can be served by driving automation. Moreover, 
it requires a thorough study of the tensions that might arise when design solutions 
aimed at supporting these nuances are introduced. 

Fine-grained knowledge on the intersection between user autonomy and driving 
automation is necessary to strike acceptable trade-offs in this sense. In the spirit 
of [63], it may be even said that real innovative solutions in driving automation 
should strive to loosen the existing tension between these different interpretations 
of the value of autonomy, by designing new socio-technical systems that allow to 
promote (more of) both of them. Moreover, such knowledge would provide a solid 
ground for political and policy decision-making, which arguably represents the most

3 As discussed in [26], Chap. 2, it is also important to consider the extent to which data-based 
transportation systems may create new forms of discrimination or domination, as is already the 
case with many other digital, data-based services. 
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adequate context where choices concerning similar trade-offs are to be made. Here 
lies the relevance to our analysis of the third dimension of autonomy, (c) autonomy 
as the capacity and opportunity of people to influence social deliberation concerning 
transportation policies and planning. The next session is dedicated to it. 

7 Driving Automation and Independent Policy-Making 

Consider again the so-called moral dilemmas with self-driving cars—exceptional 
hypothetical situations in which a fully automated vehicle faces an unavoidable crash 
where the only options open are (seriously) harming one group of agents or another. 
In Sect. 5 we have presented the claim put forward by some ethicists and policy-
makers according to which such choices should be left—directly or indirectly—to 
the vehicles’ drivers, to protect their moral autonomy. However, one could also take 
a different ethical approach. These choices, it may be argued, will crucially affect 
the distribution of risks and harms in the public space, and should therefore be 
regulated according to some principles or norms of social justice, rather than just 
being left to the free interaction of the individual choices of drivers [26, Chap. 1]. It 
would arguably not be fair to have certain categories of people—say, elderly persons, 
cyclists, people from minority ethnic groups etc.—being systematically penalised in 
the crashes’ harm allocation. This may happen due to the result of the aggregation 
of preferences of drivers4 (see Chap. 8), and/or given the impossibility of other road 
users to influence the decision-making process and to have their interests and rights 
protected [32]. 

At a more procedural level, this seems to suggest that the ultimate authority to 
decide on such cases should be given not as much to individual users but rather to 
some collective, typically parliamentary or governmental, agency entrusted with the 
legitimate power to represent the interests of all the people [50]. This shows the 
importance of the third dimension of autonomy (c): the possibility for, ideally, all 
people to (indirectly) influence the decision-making process that will determine the 
design, development, and regulation of CAVs, and to make sure that their interests 
and rights are sufficiently reflected in the process. It is, as it were, autonomy as 
democratic freedom or power. 

This form of autonomy is very important beyond the relatively marginal issue of 
decision-making in dilemmatic crash-avoidance scenarios. Consider, for instance, 
the issue of inclusivity discussed in the previous section. Driving automation has the 
potential to give more people the possibility to independently use motor vehicles, 
by providing them with specific forms of driving assistance, or even full automated 
driving capabilities. This may dramatically enhance their capacity and opportunity 
to freely pursue a good and meaningful life, that is autonomy in our second sense (b).

4 By the way, some of these preferences would even be openly discriminatory and their implemen-
tation in the driving system therefore just illegal in many jurisdictions (imagine, e.g., a vehicle 
programmed to systematically hit women or people of colour). 
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However, to realise this potential it is crucial that the development and introduction 
of automated driving happen with these stakeholders and their interests and values 
in mind. To the extent to which the development of driving automation technology 
is guided, for instance, by big (luxury) car manufacturers and tech companies, with 
the goal of embedding these technological features in vehicles designed for wealthy, 
able-bodied, neurotypical drivers, then the promise of inclusiveness and autonomy-
enhancing is not likely to be realised. If, on the contrary, the interests and values 
of a broader range of stakeholders are seriously, not only in words, considered and 
embedded in the development process of the technology, since its early stages, then 
more well-being and autonomy for more people can be expected. 

This leads to an even more general point. In his 1980 book The Social Control of 
Technology [8], the social scientist David Collingridge reflected on the ways in which 
technological development can help achieve broad societal goals, as opposed to just 
deliver new technical functionalities. Collingridge was quite sceptical that this could 
be achieved by leaving technological development only in the hand of scientists and 
engineers. He wrote: 

Ask technologists to build gadgets which explode with enormous power or to get men to the 
moon, and success can be expected, given sufficient resources, enthusiasm and organization. 
But ask them to get food for the poor; to develop transport systems for the journeys which 
people want; to provide machines which will work efficiently without alienating the men 
who work them; to provide security from war, liberation from mental stress, or anything else 
where the technological hardware can fulfil its function only through interaction with people 
and their society, and success is far from guaranteed. [8: 15]. 

After Collingridge, a full thread of academic and policy studies has emerged, under 
the name of Responsible Innovation. According to this approach, to ensure that the 
technological process is societally beneficial, at least three forms of “responsiveness” 
should be pursued: (a) between innovators and stakeholders [45, 65]; (b) between 
the innovation process, the changing information environment, and changing values 
(adaptivity; cfr. [12, 45, 62]); (c) among stakeholders [65]. Different aspects are 
emphasised by different authors in this tradition. But the general point is that for 
technology to be responsive to a broader range of interests and needs of a broader 
range of stakeholders, stakeholders’ interests and values should somehow be firmly 
embedded at the different levels of the technological process. 

This is needed both for epistemological and political reasons. On an epistemo-
logical level, it is to be noted that the knowledge required to develop a societally 
beneficial technology is distributed across society. “Experts”, be them engineers 
or policy-makers, cannot be expected to possess all the relevant knowledge. Their 
decisions should therefore be supported and guided by the knowledge of other stake-
holders as well. From a political viewpoint, it is important to stress that bearers of 
the relevant knowledge and interests should have sufficient power to counteract the 
dominant approaches enforced by more powerful actors in the technology and policy 
game. We do not want to fall back in “the notorious example” of road building, where 
citizens were asked what the best route for the new road would be, but not whether the 
road was needed at all [8: 191]. The same goes with driving automation: we should 
ensure that we give different stakeholders the possibility and power to contribute to
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the question, not only of how much automation they want, but also which automation, 
for whom, to achieve which values and goals—and possibly, sometimes, if, consid-
ering all possible other technological and policy options to promote their interests 
and needs, they need any driving automation at all. 

8 Conclusions 

Human autonomy and technological automation intertwine in complex and often 
multifaceted ways. If the ethical values of freedom and self-determination are to 
be preserved and supported at both individual and societal levels, it is necessary to 
examine the ways in which our interactions with technological systems impact the 
scope and possibilities of our agency. 

The present chapter has proposed an analysis of this problem as it applies to the 
domain of driving automation. It has argued that delegating driving tasks to CAVs 
might both infringe and support user autonomy, thus calling for a reconsideration 
of widespread frameworks concerning the roles of humans and driving systems. 
Moreover, it has highlighted the importance of designing CAVs by keeping in mind 
their impacts on human autonomy—along with other relevant ethical values as well. 
Finally, it has focused the attention on decision-making processes concerning trans-
portation policy and identified possible limitations of democratic freedom, such as 
in cases where the development and adoption of transport innovations are led by 
agents who respond only to a limited set of stakeholders’ values, needs, and inter-
ests. In light of what has been discussed, we conclude that further clarifications of 
how human autonomy is constrained, served, and transformed by driving automation 
are essential to guide the development of the technology towards ethically accept-
able directions and, in so doing, contribute to improving the conditions of future 
transportation systems. 
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