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Summary
Handling high workload is a key concern when implementing Reduced-Crew Opera-
tions (RCO). Research has shown that both checklist completion time and decision-
making performance suffer when reducing the crew complement from two to one. Al-
though automation has historically been used to address workload issues, it has intro-
duced its own set of challenges. Therefore, allocatingmore tasks to automationwith the
aim to lower workload may amplify adverse side effects instead of solving any. Instead,
automation should be designed to increase the performance of the human-machine
system as a whole.

RCO presents an opportunity to critically reassess automation on the flight deck by
redefining the role of the pilot. Many researchers agree that the pilot remains the ulti-
mate decision-maker and is responsible for ensuring the safety and success of the flight
operation. Thepilot’s rolewill encompassflightplanning, communication, and surveil-
lance, while systemmanagement tasks are considered suitable candidates for automa-
tion. However, automating system management may lead to diminished system state
awareness, potentially compromising flight plan management performance. Conse-
quently, additional support is needed to keep the pilot actively engagedwith flight plan
management tasks.

In addition to addressing the potential adverse effects of automating system tasks,
the current support for flight planmanagement requires already a significant improve-
ment. A key challenge in handling non-normals lies in assessing and integrating dis-
turbances into the flight plan. Pilotsmust gather, combine, and analyze environmental
and system information. This information is often fragmented across multiple sources
and requires decryption to become actionable. This process heavily relies on the pilot’s
initiative and experience, increasing the risk of unconsidered impacts.

This study examined the impact of elevating the Level of Automation (LOA) for sys-
tem and flight plan management functions. A proposed concept elevated the LOA of
the system management support, specifically the action execution stage from a step-
by-step action support to a system that autonomously performs a sequence of actions
after human activation. In flight plan management, the information acquisition and
analysis stages were highly automated, with the goal of reducing workload while en-
hancing decision-making performance.

A preliminary assessment of the benefits of elevated automation levels for system
management estimated that 39% of all checklist items could be automated. The po-
tential time and workload savings were evaluated through the design of an ‘Automated
Electronic Checklist’, which allowed pilots to command the automated execution of
non-flight control and automatable items. The checklist was designed so that pilots
could review and manually execute the steps if desired. Checklist completion times
were found to be reduced similar to what was estimated initially. The initial estimate of
automatable checklist items thus appears to be a reliable predictor of reduced comple-
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xiv Summary

tion times. Theexperiment indicatedno adverse effects ondecision-making outcomes;
pilotswith the introducedautomationmadedecisions comparable to thoseusingbase-
line systems. However, in both cases, decisionsweremadewithout fully understanding
certain hazards or operating rules. This highlights the ongoing need to enhance flight
plan management support during non-normal operations.

Design of a decision support system for a complex work domain, such as commer-
cial aviation, requires an extensive analyses to determinewhat needs to bepresented to
support effective decisionmaking for the operator and avoid overloading the pilot with
irrelevant information. A framework called Applied Cognitive Work Analysis (ACWA)
was used to determine what information needs to be portrayed on the displays. This
method is especially designed for the development of decision-making supports and
follows a clear step-wise approach. The first step is to map functions and goals of a
work domainwith the Functional AbstractionNetwork (FAN).The aim is to identify ab-
stract elements, inspired byhowhumansprocess information, tomanage andorganize
information with respect to the operator’s goals.

The primary abstract elements identified for managing flight operations and ad-
dressing operational impacts are paths and spaces. Each system and environmental
condition can either enable or destruct these paths and spaces (e.g., activating anti-ice
protection systems enables operation through certain weather conditions like clouds).
The pilot’s role in flight management is to choose a path that continues to meet key
goals such as safety, compliance, cost efficiency, passenger comfort, or adherence to
the airline schedule. This is achieved by selecting a routewithin the available operating
space. Pilots can expand operational space by requesting permissions (communica-
tion), adjusting the route (flight plan management), or activating specific systems like
anti-ice protection (system management).

It was found that an overview of these effects on space and paths is what is needed
to support in-flight replanning effectively. Hence, multiple displays were developed to
present the effects of a disturbance on a space and path level, which are: a horizontal
situation display, a vertical situation display, a time and velocity situation display and
a functional overview of the system state.

These displays were experimentally tested with four different scenarios and 32 air-
line pilots. It was found that pilots were able to make more well-informed decisions
with the space and path information presentation. The concepts were well received
and the general consensus was that the concepts supports current operation well. It
was observed that pilots were more actively involved with replanning.

It was found that pilots struggled to reliably translate cryptic SIGnificant METeoro-
logical information (SIGMET) messages, which typically present hazards using coordi-
nates, into actual locations on a map. These misinterpretations resulted in overlooked
options and subsequently less informed decisions with the current displays. The con-
cept displays, however, visualized hazardous areas directly on the map, enabling pilots
to clearly identify where the impact was and take appropriate precautions accordingly.

Although, color-coding airports and airspaces proved to be a very powerful tool. Pi-
lots exhibited signs of confirmation bias and over-reliance, sometimes avoiding areas
or airports without fully understanding the underlying reasons. This suggests that the
information must be highly reliable, and pilots need to be trained to critically assess
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the data or actively verify specific sources. Nonetheless, there is a risk that these addi-
tional tasks might lead to cognitive overload, potentially negating the time reductions
achieved through system automation.

The main conclusion of this research is that automating system configuration tasks
can reduce checklist completion times without introducing significant adverse effects,
provided that the impacts are clearly communicated. Additionally, the flight manage-
ment support demonstrated that while pilots becomemore engaged in replanning and
makemore informed decisions, this does not necessarily translate into faster decision-
making. Translating system capabilities and environmental conditions into space and
path effects has proven effective in enhancing decision quality. Integrating both con-
cepts is likely to improve decision-making quality and either reduce or maintain the
time required for non-normal scenarios. However, while these advancements may en-
hance the performance of both current two-pilot crews and RCO pilots, they can never
fully replace a highly experienced crew member.





1
Introduction

1.1. Emergence of Commercial Reduced Crew Operations
Reducing costs and environmental impact are the main innovation drivers in aviation
today. Achieving efficiency gains in a cost-effective way through the traditional tech-
nological ways, such as propulsion, aerodynamics, or structures, is becoming increas-
ingly challenging (Kharina et al., 2016; Zheng & Rutherford, 2020). Consequently, the
aviation industry is therefore considering technologically ‘easier’ strategies to achieve
similar gains. One such strategy involves reducing the flight deck crew complement,
which is the main rationale behind the much-debated paradigm of Reduced-Crew Op-
erations (RCO) or Single-Pilot Operations (SPO).

The benefits of RCO are predominantly economic and can be categorized as either
reducing costs or increasing productivity. It is expected that RCO lead to a reduction in
direct operating costs for airlines (Bilimoria et al., 2014; Vu et al., 2018), could unlock
business opportunities (Harris, 2007), could mitigate schedule and network issues (Vu
et al., 2018), reduce predicted pilot-shortages (Cummings et al., 2016; Johnson et al.,
2012; Schutte, 2017), and free up space and weight for additional seats or cargo (Cum-
mings et al., 2016). Interestingly, most commercial airplanes are already designed such
that they can be operated by a single pilot in case of an emergency. Therefore, technol-
ogy does not seem to be the hindering factor for reduced-crew operations (Boy, 2014;
Harris, 2007, 2023).

The main concerns with the introduction of RCO, however, remain related to hu-
man factors. Commercial air transport has become one of the safest modes of trans-
portation in human history. Any change to this carefully curated ecosystem can result
into the unwanted or unexpected introduction of safety hazards. RCO can therefore
only be introduced if safety levels are improved or kept similar to those of the cur-
rent dual-pilot operations. The potential safety implications introduced by RCO have
been examined by subject-matter experts. They identified that removing or replacing
the (social) functions of the co-pilot and/or captain can cause the following issues: (1)
the absence of a back-up in the case of a incapacitated pilot leaving the plane uncon-
trolled, (2) the absence of assistance during high workload peaks, (3) the absence of

1
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an error-checker, (4) loss of non-verbal communications in case of remote assistance,
(4) diminishing of learning on the job, (6) boredom, and (7) no protective mechanism
against suicidal pilots (Boy, 2014; Comerford et al., 2013; Harris, 2007; Schutte, 2017).

A number of studies have quantified the predicted human performance issues re-
lated to RCO (Bailey et al., 2017; Etherington et al., 2017, 2016; Kramer et al., 2018a,b).
These pilot-in-the-loop simulations provide hard evidence for some of the aforemen-
tioned issues. It was observed that pilots, when operating alone, required more time
to troubleshoot malfunctions, made less well-informed decisions, and the safety of the
flight was compromised compared to the current two-pilot crew. In short, these obser-
vations confirm that levels of workload reached an unacceptable level, indicating that
some form of assistance (either human or automated) is necessary.

1.2. Reduced-Crew-Operations Issue Mitigation Strategies
Various forms of assistance have been proposed to overcome these issues. Solutions
include defining novel Concept-of-Operations (CONOPS), designing new equipment,
and the introduction of additional automated systems. The future implementation of
RCO will likely involve a combination of these approaches.

The CONOPS can be considered the overarching solution that drives equipment
and automation requirements. Proposed CONOPS range from more conservative ap-
proaches, such as removing the need for relief pilots on long-haul flights where the
aircraft would be temporarily single-piloted during designated portions of the flight,
to more revolutionary concepts involving purely single-pilot operations supported by
advanced automated systems.

Other proposed CONOPS emphasize increased ground assistance. In these con-
cepts, a ground assistant is envisioned in various roles, such as a remote crew member
or an advanceddispatcher (Matessa et al., 2017). Additionally, some variations propose
that a ground controller could be stationed at each airport to provide local support (i.e.,
a harboring pilot) (Johnson et al., 2012). Regardless of the approach, these concepts ne-
cessitate adaptations to both the flight deck and ground stations (e.g., modifying con-
trols for remote operation).

Other studies have proposed various equipment adaptations to mitigate issues re-
lated to incapacitated pilots. These include health monitoring systems, emergency
landing systems (Meuleau et al., 2011), and electronic standby pilots (Mollwitz et al.,
2014). Additionally, solutions to address challenges arising from a separated crew in
scenarios involving enhanced ground support have been proposed, such as advanced
communication tools (Lachter et al., 2014a) and new tools for ground stations (Lachter
et al., 2014b). These systemsarehighlydependenton the specificCONOPS implemented
and carry the risk of becoming obsolete even before they are fully integrated.

In contrast, increased automation to address issues of high workload or boredom
is less dependent on specific CONOPS and is also relevant to current operations. For
instance, a recent incident involving an Airbus A380 demonstrated that troubleshoot-
ing multiple system malfunctions can be extremely taxing (Australian Transport Safety
Bureau, 2013). During this incident, an uncontained engine failure caused damage to
numerous systems, leading to a large number of alert messages on the flight deck. It
took a crew of five over 90 minutes —“an inordinate amount of time” (Mosier et al.,
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2017, p. 1)— to troubleshoot and complete an emergency landing successfully.
This examplehighlights that not onlywouldRCOflight decksbenefit from increased

automated assistance, but current flight decks could also gain from enhanced levels
of automation support. In other words, a re-evaluation of flight deck automation and
support systems is necessary to address workload-related challenges, even in today’s
operations (Bailey et al., 2017; Boy, 2014; Harris, 2007).

1.3. Automation as Key Enabler
Increased flight deck automation is a common theme across RCO concepts. However,
the specifics of what this workload-reducing automation will look like remain unclear.
To date, no studies have proposed designs or evaluated prototypes for this ‘increased
automation.’ Therefore, this research aims to address this gap by designing and evalu-
ating future flight deck automation solutions that are relevant for a variety of CONOPS
for RCO as well as for current operations. But what exactly is meant by “increased au-
tomation”, given that automation is a relatively general term?

1.3.1. Automation Defined
Automated assistance can take many forms, so distinguishing between different types
of automation can be helpful. Automation is “an automatically controlled operation of
an apparatus, process, or system by mechanical or electronic devices that take the place
of human labor” (Merriam-Webster, n.d., Definition 3). According to Lee et al. (2017,
p. 358) automation is “A machine, usually a computer, that performs a task otherwise
done by a person”. However, it is important to recognize the nuances that differentiate
automation from tools, support, or aids. Not everything that performs a task on behalf
of a human qualifies as automation.

The distinction between tools and automation lies in the level of human involve-
ment required. While tools assist humans in performing tasks, automation can execute
tasks independently once initiated, without further human interference. The term ‘au-
tomation’, derived from the ancientGreekwordautos (self) and suffix -matos (thinking,
animated, willing), conveys the idea of processes that happen by themselves, without
the need for direct human action.

Cognitive support, on the other hand, is designed to simplify tasks, ease cognition,
or act as external memory. For example, a map of the world serves as basic cognitive
support by storing information prepared by cartographers, offloading the need for hu-
man memory. The map helps in determining the locations of various items, but it does
not constitute automation. It is merely a tool because it does not change or perform
tasks autonomously. However, if the map were capable of filtering information or fre-
quently updating the user’s location by itself, it would then be considered automation.

Automation can be categorized by task type and extent to which it performs these
tasks, which will be covered next.

Types of Automation
User tasks, and thus potential automation tasks, can be categorized according to the
four stages of human information processing. Parasuraman et al. (2000) classify au-
tomation based on these stages: information acquisition, information analysis, deci-
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sion and action selection, and action implementation. They collectively term the first
two stages (acquisition and analysis) as information automation, which aims to en-
hance the operator’s perception and cognition. Information automation can charac-
terizedas evaluation type automation (Norman, 2013). In contrast, the latter two stages
(decision and action selection, and action implementation) are classified as execution
type automation.

Level of Automation
In addition to the type, automation can also be classified by the extent of human in-
volvement, also known as Level of Automation (LOA). The highest LOA corresponds to
no human involvement, while the lowest represents complete human involvement. It
is important to note that a system at the lowest level of automation is not truly auto-
mated but instead provides support. Therefore, automation should be understood as
a property of a system that varies across levels for each stage, rather than as a binary
concept.
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Figure 1.1: Level of automation taxonomy used in this study as presented by (Save & Feuerberg, 2012). See
Appendix A for a detailed definition of these levels across each stage.

Level of Automation Taxonomy
Systems can be described in terms of LOA across the four stages of human informa-
tion processing (Frohm et al., 2008; Kaber & Endsley, 2004; Lee et al., 2017; Parasura-
man et al., 2000; Save & Feuerberg, 2012). This study adopts the taxonomy provided by
(Save & Feuerberg, 2012), which addresses certain limitations in the classification pro-
posed by Parasuraman et al. (2000). Figure 1.1 depicts this taxonomy, with additional
details available in Appendix A. Automation levels begin at level 0, indicating manual
task performance, and progress to full automation. At level 1, basic external support
for human tasks is provided, such as maps, with automation beginning at level 2 and
above. The automation types (A–D) are organized horizontally, while the levels (0–8)
are shown vertically, though not every type includes all levels. Information acquisition
and analysis stages do not exceed level 5, while decision and execution stages extend to
levels 6 and 8, respectively. A system may be described by different levels within each
type (e.g., A5, B5, C6, D6), allowing for detailed descriptions of automation design.
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Both types and levels of automationcanbecombined intoa singlefigure to visualize
the ‘property’ automation in a particular system (as will be done in Section 1.4.2 and
Section 1.4.3). These types and levels influence human-machine performance. The
automationdesignermust determine the appropriate level for each type of automation
to minimize adverse effects and optimize overall system performance. This leads to an
examination of the potential side effects that may be introduced by automation.

1.3.2. Automation and Human Performance Issues
The introduction of automation can enhance the efficiency and productivity of human
operators; however, itmayalsopresentpotential adverse effects. Researchershave long
investigated the unintended consequences associated with automation (Bainbridge,
1983; Strauch, 2018). The following provides a brief overview of foreseeable issues that
need to be mitigated or minimized during the design phase of automation.

Reliability and Trust
First, there is the issue of reliability. Errorsmay arise fromdesign flaws, and unforeseen
conditions may challenge the automation’s ability to function effectively. These factors
can impact the perceived reliability of the system and influence the extent to which
the automation is trusted and utilized. Trust in automation can vary; excessive distrust
may lead to inefficiencies if valuable assistance is disregarded (Lee et al., 2017), while
overtrust, or complacency, can occur when users rely on automation for tasks it cannot
reliably perform. This overreliance can lead to unexpected issues or failures.

Reduced Situation Awareness & Skill Degradation
Furthermore, automation can lead towhat is known as out-of-the-loop behavior (Bain-
bridge, 1983; Lee et al., 2017). Users of automation are often relegated to a supervisory
role, which means they are not actively engaged in the control loop. This detachment
can lead to difficulties inmonitoring and takingmanual controlwhen automation fails,
particularly after prolonged periods of disengagement. Human monitoring tends to
be slower and less accurate, and reduced involvement can diminish situational aware-
ness. As a result, intervening effectively becomes challenging if the operator is out-of-
the-loop (Bainbridge, 1983). Prolonged disengagement can also result in skill degra-
dation, both in manual control and cognitive abilities. Generally, as automation levels
increase, there is a tendency for both workload and situational awareness to decrease.

Incoherent Set of Tasks
Another issue arises when automation is introduced incrementally as a result of a
technology-driven process, rather than as a complete system. In such aircraft, oper-
ators may be left with a fragmented set of tasks that automation cannot yet handle or
is too costly to automate. Typically, automation is designed to manage specific con-
ditions, often under normal operating circumstances, leaving more complex and chal-
lenging situations to human control. Consequently, the pilot often acts as an exception
handler (Schutte, 2017). This contributes to ‘out-of-the-loop behavior,’ as pilots may
not be fully aware of which tasks are automated and which are not. To mitigate these
problems and minimize distractions, it is crucial to ensure a coherent set of tasks and
a well-integrated automation system (Schutte, 2017).
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For example, if the pilot’s primary responsibility is to fly the aircraft, all tasks directly
related to this responsibility should be allocated to the pilot. Tasks unrelated to flying,
including those needed during non-normal conditions, should be automated. This ap-
proach ensures that the pilot is not burdened with extraneous tasks, allowing them to
focus on core responsibilities and building situation awareness through the operation.

Over-automation
Another issue arises when automation is introduced in environments where workload
is already low. Optimal human-machine performance occurs at a balanced workload
level—not too high and not too low. Over-automation in such contexts can lead to
boredomand reduced vigilance, as operatorsmaybecomedisengaged from their tasks.

Adverse Workload Effect
Lastly,managingautomationmightbecumbersomedependingon its implementation.
Automation management tasks can completely dissolve the net saving of workload, to
a point that the original task is replaced by the managing automation task (e.g., config-
uring the system). In this case the task is not taken over but changed.

Understanding these issues is crucial when designing new automation. As the LOA
increases, the potential for adverse effects on the operator’s performance also grows.
To mitigate these issues, it is essential to systematically allocate functions between the
operator and the automation, and to make deliberate choices regarding the type and
level of automation.

1.4. Designing Automated Flight Deck Support Systems
RCO presents an opportunity to redesign flight deck automation and support systems
by re-evaluating the pilot’s role and strategically allocating functions to support this
role (Harris, 2007). A key question guiding this process is: “What should, and what
should specifically not, be automated to enhance human performance while minimiz-
ing adverse effects?” The approach taken in here to address this question is outlined
below.

1.4.1. Functional Allocation Strategy
It may be tempting to adopt an approach where automation takes over the role of the
pilot monitoring. However, as pointed out earlier this can result in the pilot being left
with a set of inconsistent tasks to manage, resulting in ‘out-of-the-loop’ behavior.

Another common approach to allocate tasks is to use Fitt’s list, also known as the
”HABA-MABA” (Humans Are Better At - Machines Are Better At) approach, for task al-
location (Fitts, 1951). This method assigns tasks to the system component best suited
for them. However, while Fitt’s list can serve as a starting point, it often results too in a
fragmented set of tasks. Thus, it should not be relied upon as a comprehensive design
guide (Boy, 2014; Schutte, 2017).

Instead, this research follows the guideline that “functions should be shared between
the person and the automation so that the person is left with a coherent set of tasks that
he or she can understand and respond to when the inherent flexibility of the person is
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needed” (Lee et al., 2017, p. 373). This approach will inform the allocation of functions
on the flight deck and the envisioned role of the pilot.

Flight Deck Functions
A prerequisite for effective function allocation is a clear understanding of the functions
that need tobeperformed. Several studies offer function categorizations, but this study
will use the framework proposed by Abbott (1993), as it is considered themost compre-
hensive. According to Abbott, the key flight-deck functions are:

• Flight Management: This function involves managing all parameters related to
flight guidance andcontrol, includingnavigation, planning andmaneuvering the
aircraft.

• CommunicationsManagement: This function pertains to overseeing the flowof
information between systems, including both internal communications (within
the aircraft) and external communications (with air traffic control and other ex-
ternal entities).

• Systems Management: This function involves managing aircraft systems with
operational states or modes that can be externally controlled in a predetermined
manner, ensuring these systems operate correctly and efficiently.

• Task Management: This overarching function involves managing the tasks and
associated resources required to conduct the mission, ensuring all necessary ac-
tivities are coordinated and effectively executed.

Envisioned Role of the Pilot
According to Bilimoria et al. (2014) “the human pilot is the ultimate decision-maker on
board the aircraft and is responsible for ensuring a successful and safe outcome of the
flight operation.” In line with this perspective, Harris (2007) proposes a redefined role
for the pilot, suggesting that “the role of the pilot will be that of a flight planner (both
on a strategic and tactical level); a communicator with ATM facilities, and a surveillance
operative.” Whenunforeseen events arise, the humanpilot is expected to adapt and ad-
dress these situations, and, in certain instances, manually control the aircraft (Harris,
2007; Schutte, 2017). Harris (2007) emphasizes that the pilot’s responsibilities should
focus on flight management, particularly flight plan management, task management,
and communication, while system management is deemed less critical and thus a po-
tential candidate for automation. This viewpoint is supported by Boy (2014) and Cum-
mings et al. (2016).

Schutte (2017) argues that emphasis should be placed on a combination of flight
management and task management. The main reasoning behind this is to keep the
pilot engaged in what matters most, where no skill loss is tolerated, ensuring they are
prepared when needed most (i.e., flight control). The pilot should frequently take over
manual control, and the automation should be designed to facilitate this process eas-
ily. The automation should be capable of handling dynamic task allocations. While the
pilot will remain engaged, if the situation becomes overwhelming, they can easily of-
fload tasks to automation. Hence, the RCO flight deck should extensively support the
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task management function, as dynamic task allocation may be a promising counter-
measure to reduce skill degradation.

Basedon theseperspectives, theapproachadopted in this study is as follows: Firstly,
the system management function appears to be a suitable candidate for workload re-
duction, which is required for RCO. However, it is anticipated that the introduction
of automation may lead to degraded system state awareness, as the pilot’s engage-
ment reduces when the system manages itself ¹. This reduction in engagement could
potentially compromise the pilot’s operational decision-making performance. There-
fore, to mitigate the adverse effects of increased automation and maintain or enhance
decision-making performance compared to current day systems, the flight plan man-
agement function should receive increased support. This design approachwill be elab-
orated in the following sections.

1.4.2. Reducing Workload Through System Management
Pilots typically follow checklists and often lack the necessary systemknowledge or state
awareness to make informed decisions to deviate from established procedures. Devia-
tions from these procedures are generally discouraged. Harris (2007, p. 522) notes, “In
the case of a system malfunction, there is little that the pilot can do to rectify the situa-
tion.” Pilots are not trained engineers and do not have the time to fully diagnose a com-
plex systemor devise creative solutionswhile in flight, particularly when they are alone
in the cockpit. And relying on pilots to verify the correctness of these procedures has
not proven effective, as demonstrated by Davis & Pritchett (2000). Therefore, system
management is largely rule-based, leaving pilots with limited decision-making beyond
accepting or rejecting the prescribed corrective actions, not utilizing human’s unique
key strengths.

Furthermore, aircraft systems and automation are designed to detect abnormalities
more quickly and accurately than humans can. Automation is highly effective at sta-
bilizing internal systems to mitigate deterioration (Harris, 2007). In fact, a significant
portion of the system is already automated. Cummings et al. (2016, p. 2) states, “Many
but not all items in an electronic checklist are automatically sensed and set, and it often
appears to pilots that there is ‘no rhyme or reason’ for what is or is not automated.”

Therefore, system management is a promising candidate for increased automation
to reduceworkload. Current systemmanagement support can automatically sense and
analyze the system state, as illustrated in Figure 1.2. Error handling is primarily man-
aged through systems such as the Engine Indicating and Crew Alerting System (EICAS)
and Electronic Checklist (ECL) in Boeing architectures, and the Electronic Centralized
Aircraft Monitor (ECAM) in Airbus architectures. These systems display and prioritize
abnormal system conditions and recommend corrective actions. A key difference be-
tween ECL and ECAM is that with ECL, the pilot retains the ability to decide the order
of checklist execution, although execution is manual in both systems. Nonetheless,
there will always be items that cannot be detected by these systems, such as a crack in
a window (i.e., unannunciated failures).

¹Situation awareness drives decision-making performance (Endsley et al., 2003), and increased automation
often leads to reduced situation awareness. Consequently, high levels of automation are likely to result in
degraded decision-making performance.
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Figure 1.2: Systemmanagement in commercial aviation is highly automated at the ’information’ stages, with
synoptics, overhead panels, displayed dials, and indicators providing extensive support during data acqui-
sition. Alerting systems such as (1) EICAS and ECAM notify pilots of non-normal conditions, guiding them
through checklists with step-by-step instructions. ECAM, in particular, is designed with a higher level of
automation, offering a single corrective option (not depicted). Additionally, modern aircraft feature fully au-
tomated systems that require no human intervention (2). The proposed approach is to automate additional
steps with pilot approval (3), while flight control tasks will remain manual. For further details on the level
descriptions, see Appendix A.

Thefirst part of this researchwill propose and investigate the effects of elevating the
current level D2 to level D4, which is described as: The system performs automatically
a sequence of actions after activation by the human. The human can monitor all the se-
quence and can interrupt it during its execution, see Appendix A. This approach allows
for potential takeovers, as recommended by Schutte (2017), and maintains some man-
ual actions that cannot be automated, such as closing a door or putting on an oxygen
mask. Additionally, certain tasks will be kept manual to ensure human involvement,
such as lowering the landing gear, which is crucial for a cohesive flight control task.

1.4.3. Enhancing Flight Plan Management Supports
Secondly, as previously discussed, increased automation in system management is
likely to reduce the pilot’s awareness of the system state, in the short and long term.
While detailed knowledge of the actual system state may not be crucial for the pilot,
understanding the implications of the system state on themission or operation remains
essential for effective flight planmanagement andoperational decision-making (Bailey
et al., 2017; Harris, 2007).

For instance, consider a scenario where the aircraft’s brakes are malfunctioning. In
many cases, such as a brake fluid leak, the pilot cannot repair the issue directly but can
only contain the failure to prevent further deterioration and/or switch to a redundant
system to restore functionality. Currently, the pilot uses information such as oil pres-
sures or quantities to address predictive questions like, “Can I regain brake functional-
ity?” or “Can I still safely land on the planned runway?” Why not provide the pilot with
direct answers to suchquestions? Since thepilot primarily dealswith the consequences
of the malfunction rather than solving it, their main task in non-normal conditions is
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Figure 1.3: Levels of automation for current and proposed flight plan management are lower compared to
system management. For example, NOTAMS and TAFS are artifacts (potentially digital) requiring manual
processing by the pilot beyond the acquisition stage (1 & 2). This also applies to operational notes presented
by ECL. On the other hand, more automated systems like TCAS and EGPWS provide automatic resolutions,
though execution remainsmanual inmost airplanes (3). Some information sources, such as reports provided
by voice communication, lack digital artifacts altogether (4). The proposed solution aims to elevate most
operational impact information to a fully automated level (5), with decision-making retained by the pilot.
However, there will always be impacts that the system cannot sense, represented by (6). The execution phase
is currently out of scope.

to make decisions that minimize the impact of the failure on the mission.
If the systemmanagement function is fully automated, the pilotmay be unaware of

the operational impacts, as they are neither involved in monitoring nor rectifying the
systems. Consequently, these operational implications need to be presented explic-
itly. Currently, the limitations and consequences of system failures are insufficiently
addressed on flight decks (Mumaw et al., 2018b; Reitsma et al., 2017). While such in-
formation can be found in the Quick Reference Handbook (QRH) and operation man-
uals, retrieving these implications relies on the pilot’s initiative and experience (Bailey
et al., 2017; Mumaw et al., 2018a; Reitsma et al., 2017). Therefore, presenting the im-
plications of system states on the mission could significantly reduce workload —-by
eliminating the need to search for information inmanuals andperformcalculations—-
while also maintaining or enhancing decision-making performance compared to cur-
rent support systems (Harris, 2007). Providing predictive system status information
has been shown to reduce workload and enhance decision-making performance. It is
therefore expected that offering predictive information at a flight plan level will enable
pilots to transition from reactive to proactive behavior (Pritchett & Ockerman, 2016;
Trujillo, 1998).

Previous efforts were undertaken by Dinadis & Vicente (1999) to design displays
showing the implications of system states on the remainder of the flight, providing in-
formationacross all functional levels, includinghigher goals and impacts like rangeand
status. However, the display primarily focused on systemmanagement and diagnosing
failures, which is inconsistent with the envisioned role of the future RCO pilot.

Flight plan management support on current flight decks is illustrated in Figure 1.3.
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Notably, there is a broad range in LOA, ranging from no presentation of potential im-
pacts or operational notes to integrated resolution advisories for collision avoidance.
However, these higher-level systems primarily address tactical flight guidance, while
the majority of impact determination on the flight plan is still performed manually.

Therefore, the second part of this study will investigate the effects of providing the
pilot with an operational overview which s/he can use to make operational decisions
(see Figure 1.3). TheLOA for this flightmanagement supportwillmainly be elevated for
the information acquisition and analysis types. The proposed automated support will
therefore be of the type ‘information automation’, a typical decision-making support.
The proposed system will search, integrate and transform information to operational
relevant information automatically (on level A5 and B5). However, this automation re-
lies on the human to make all the decisions, since the pilot will likely be a better-suited
decision-maker for an uncertain anddynamic operating environment due to the pilot’s
knowledge about the complex and ever-changingworld, and not to forget his or her in-
tuition. Skill-degradation or out-of-the-loop behavior is expected to occur if decisions
would be made automatically. Studies proofed that overreliance on the automation
is a concern, if a fully detailed plan is generated by the automation (Chen & Pritchett,
2001). Hence, the human is kept involved to generate the options him/herself within
the operating space.
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1.5. Research Objective and Guiding Questions
This research will investigate two types of automation: system management support
and flight plan management support.

Todate, there arenoknownpublished studies that havedesignedor evaluated these
specific automated solutions in a holistic manner. Therefore, this project aims to de-
sign and assess these two types of automated supports to quantify their effects on hu-
manperformance anddetermine if this approach is fit for future implementations. The
main research objective of the project is:

Research objective

Enhance themodern commercial flight deck, by elevating the levels of automa-
tion on system management and flight plan management, to reduce workload
while improving decision-making performance.

This objective is achieved in steps, with each step guided by a question:

Guiding questions

1. What are the human performance challenges related to flight plan manage-
ment and how is this supported by current flight deck systems?

2. What are the potential gains in terms of task reduction for the envisioned sys-
tem management automation?

3. What is the impact on human performance if system management would be
increasingly automated?

4. What information is needed to effectively support operational decision mak-
ing?

5. What would the flight deck look like if it would focus on supporting opera-
tional decision making?

6. What is the impact on human performance if the pilot is provided with an
operational decision-making support?

1.6. Assumptions and Scope
A number of assumptions have been made to scope the project, which are:

• It is assumed that all interfaces can be redesigned without restriction; certification
requirements are not taken into consideration.

• The proposed automation is targeted for newly developed flight deck architectures.
It is assumed that the information and technology needed that drive these automa-
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tion and interfaces is available on the flight deck, such as touch screens, or in the
future maybe internet.

• The current information sources –manuals and operating guidelines— available to
the pilot are used as basis for the interfaces. Current operational notes and limita-
tions stated in the manuals are transferred to a visual form or display implementa-
tion. No system analysis is performed to determine other effects or impacts.

• The flight plan management support in this project is limited to support only the
‘bridge of evaluation’ as defined by Norman (2013). Hence, the prototype becomes
an operational-alerting support. The ‘bridge of execution’, which can include for ex-
ample the user interaction to adjust waypoints or pick another airport, is not yet im-
plemented. This is seen as a next step. Some examples of this are provided by Pritch-
ett & Ockerman (2016).

• The Boeing 737 systems are used as a baseline for all the concepts and prototypes,
mainly due to pragmatic reasons. The Boeing 737 series is chosen for its availability
of technical documentation, access to simulators and availability of pilots. However,
the Boeing 737 is a legacy aircraft and is not equipped with ‘modern’ flight deck sup-
ports like EICAS or ECL. To start off with a ‘modern’ set-up, the Boeing 737 systems
(back-end) are complemented with the Boeing 787 flight-deck suite (front-end), in-
cluding EICAS and ECL. This non-existing aircraft will be further referred to as the
Boeing 737 Modernized.

• Identifying crew incapacity and implementing appropriate responses to such sce-
narios also require automated systems; however, this issue falls outside the scope of
the thesis.

1.7. Thesis Outline
This thesis consists of seven chapters. The outline is visualized in Figure 1.4.

Chapter 2 serves as the foundation for the rest of the chapters by answering prelim-
inary questions. It outlines the challenges of flight planmanagement based on the cur-
rent status quo and provides a preliminary quantification of the benefits of the newly
designed automation before any concepts are produced. This preliminary estimation
allows for a theoretical aiming point, enabling evidence-based design choices at an
early stage. Both guiding questions 1 and 2 will be addressed in this chapter.

InChapter3, the systemmanagement automation is designedandevaluatedbased
on preparatory work. This chapter includes both the design results and the evaluation
through a human-in-the-loop experiment for this system management automation.
A basic engineering approach is taken for the design, consistent with the previously
presented function allocation. Guiding question 3 will be covered in this chapter.

From Chapter 4 onwards, the design and evaluation of flight plan management
support systems will be addressed. Designing automation, such as system manage-
ment automation, differs from designing decision-making supports, which need to fa-
cilitate complex cognitive processes. Thus, a different approach is necessary. The Ap-
plied Cognitive Work Analysis (ACWA) method is chosen as the design framework for
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developing flight management decision supports, and the rationale for this choice is
explained in the chapter. The results include a set of objective representation require-
ments that form the basis for the content of the actual interface, specifying what infor-
mation should be presented rather than how. In this chapter, guiding question 4 will
be discussed.

Chapter 5 provides a detailed description of the newly designed displays, based on
the previously derived representation requirements. This chapter explains how these
requirements are translated into a visual form. This chapter will address guiding ques-
tion 5.

Chapter 6 presents the results of a pilot-in-the-loop experiment with the designed
supports discussed in Chapter 5. The chapter evaluates and discusses the effects on pi-
lot performance, workload, and situational awareness. This chapter will focus on guid-
ing question 6.

The concluding chapter,Chapter 7, discusses observations from both experiments
and assesses whether the main objective has been achieved. It reviews and general-
izes the results and findings from the experiments and provides recommendations for
future research and design efforts.

Chapter 2
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Chapter 7

Discussion & Conclusion

Chapter 4
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Chapter 5
Design of an 
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Figure 1.4: Outline of the thesis.
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2
Preliminary Design Phase

What are the human performance challenges related to flight plan management and
how is this supported by current flight deck systems? What are the potential gains in

terms of task reduction for the envisioned system management automation?

In this chapter, three initial studies arepresentedwhichguide the remainder of theproject.
Each study provides insight for the upcoming design efforts. The first study describes a
more-detailed overview—compared to the overviewpresented inChapter 1—of the tasks
and challenges pilots encounter in their daily operations. In Section 2.3, the current flight
deck support systems are examined onhowwell the crew is supported to resolve the afore-
mentioned challenges. These findings provide the foundation on how much adaptation
of the to-be-designed automation and flight deck supports is desired. And lastly in Sec-
tion 2.4, a preliminary prediction of the potential task-load savings for automation is
provided to determine the feasibility of this novel automation.

Parts of this chapter have been published in:

Reitsma, J. P., van Paassen, M. M., & Mulder, M. (2019). Operational Alerting on Modern Commercial Flight
Decks. 20th International Symposium on Aviation Psychology, 295-300.

Reitsma, J. P., van Paassen, M. M., Borst, C. & and Mulder., M. (2021). Quantifying automatable checklist
items on a commercial flightdeck. AIAA SciTech 2021 Forum. January 2021.
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2.1. Introduction
In the winter of 2017, the Netherlands experienced high amounts of snowfall due to
cold weather conditions and a low-pressure system. A total of twenty centimeters of
snow accumulated in a short span of time. This forced Amsterdam Airport Schiphol to
cancel six-hundredflights – approximatelyhalf of anormalday’s take-offsand landings.
Only one runway remained in service, but snow kept on accumulating. At 15:11 UTC,
the runway closed temporarily to clear the runway from the excessive amount of snow.
Consequently, some planes deviated to other airports while others entered the holding
pattern. After twenty-seven minutes of circling, the plane first in line was cleared to
land at the just-cleared runway. On final, the tower announced that the braking action
of the runway had been deteriorated frommedium tomedium-to-poor. The crewof the
Boeing 737 responded to this announcement by aborting the approach and stated that
they neededmore time to determine if they couldmake a safe landing. By this decision,
theymoved from the first position in the queue to the last, and after thirtyminutes they
were back on final. They landed safely with a delay of almost an hour, but with confi-
dence that they were able to make a safe landing. Ironically, landing on a runway with
inferior conditions compared to the first attempt (i.e., withmore accumulated snowon
the runway, less fuel reserves, and less daylight).

This example case signifies that in-flight decision making is challenging, even for
the current two-pilot crew aided by the current flight-deck support systems. This case
is not unique; similar challenging cases occur frequently during daily operations. As
was pointed out in Chapter 1, we can expect that such challenges will be amplified for
Reduced-Crew Operations (RCO).

Before new automation or supports are designed to resolve these difficulties, an
in-depth understanding is needed of: (1) the underlying processes from which these
challenges arise, (2) the current support tools available on the flight deck, and (3) the
potential gains obtainedwith automation to reduceworkload. The result of these stud-
ies will drive the remainder of the project. It further provides insight into the feasibility
of the project at a preliminary stage. This chapter presents all these topics in three sec-
tions, Section 2.2, Section 2.3, and 2.4, respectively, starting with a deep dive on cogni-
tive challenges pilots encounter on the flight deck.

2.2. Cognitive Demands on the Flight Deck
This section starts with a simple model of the processes and functions on the flight
deck presented in Section 2.2.1, and Section 2.2.2, respectively. These processes and
functions will be combined to describe how pilots handle in-flight disruptions in Sec-
tion 2.2.3. Once this has been established, the cognitive challenges encountered by
pilots during flight can be highlighted in Section 2.2.4.

2.2.1. States of a Human-Machine System
System states and processes in control systems can be represented by a simple model,
which is presented in Figure 2.1. This simplemodel is inspired on the states of a system
within a feedback control loop. The four states will be elaborated upon below.

If thehuman-machine system is controlledeffectively, the systemwill reacha steady
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state after a certain period of time. The system will remain in this state if no distur-
bances occur. However, disturbances are likely to occur due to the chaotic nature of the
world, hence, the system will be forced into a disturbed state from time to time. Once
the operator detects this disturbance, the negotiation phase initiates. In this phase,
the operator has to determine if this disturbed state is something to worry about, or
not. Theoperator does this by determining if its objectives are still being accomplished.
If not, s/he has to determine if any countermeasures are required. And if so, the system
will be configured to anewconfiguration such that the systemwill return to the steady
state once again.

STEADY STATE

NEGOTIATION

NEW 
CONFIGURATION

DISTURBANCE

Figure 2.1: Four-step model to represent states of a controlled (human-machine) system.

This simple model can also be applied to the processes on the flight deck. The con-
troller is in this case the pilot that has to detect disturbances, negotiates —with the
flight deck systems, manuals, and other crew members— to determine a corrective ac-
tion to reach a steady state. The controlled action can be or a combination of changing
a system setting, altering the flight plan, communicatingwith the ATC and other traffic,
or changing the objectives of the operator.

Thismodel is simple; yet it provides sufficient explanatorypower for this exploratory
study. In the following, the main functions will be addressed to which this model can
be applied to.

2.2.2. Functions on the Flight Deck
Different functional classifications have been proposed for the commercial flight deck
(Abbott, 1993; McGuire et al., 1991). However, Abbott’s functional categories are found
to be the most comprehensive starting point and suits this study’s explanatory pur-
poses. Abbott (1993) defined that fourmain functions should be fulfilled by the human
and flight-deck systems.

These four defined functional categories are,flightmanagement, systemmanage-
ment, communication management, and task management (see Figure 2.2). These
categories expand on the traditional aviate, navigate, and communicate functions,
which are taught since the earliest days of flight training. However, this traditional set
is mainly used as a prioritization aid where the set of Abbott’s functional categories
embodies all functions on the flight deck.

The primary functions presented in Figure 2.2 have various sub or even sub-sub
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functions, which are closely related to the human information processing steps. These
are for the sake of brevity not all discussed in detail. The more relevant functions for
operational decision-making will be discussed below, starting with the flight manage-
ment function.

Flight 
Management

Flight Guidance
Planning
Monitoring
Assessing
Determining Actions
Modifying

Flight Control
Planning
Monitoring
Assessing
Determining actions
Modifying

Receive
Monitoring
Acquiring
Storing

Processing
Interpreting
Evaluating
Formulating

Sending

Configuration planning
Monitoring
Assessing

Comparing
Diagnosing

Determining Actions
Modifying

Monitoring
Scheduling
Allocating

Communication 
Management

Systems 
Management

Task 
Management

FLIGHT
MANAGEMENT

SYSTEM
MANAGEMENT

COMMUNICATION

TASK
MANAGEMENT

Figure 2.2: Functions and their relations of the flight deck as defined by Abbott (1993).

Flight Management
Theprimary function of an aircraft is the flightmanagement function, where the others
can be seen as supporting functions. The flight management function encapsulates
two sub-functions namely, flight guidance, and flight control. Flight guidance can be
considered as the strategic part of flight management and flight control as the tactical
part. Both represent the aviate and navigate tasks.

Theflight guidance function is the function inwhich the flight plan is defined,mon-
itored, assessed, ormodified. Wewill refer to this function also as theflight-planman-
agement function. A large part of flight guidance is done pre-flight and starts with the
choosing a destination airport. The plan should satisfy all requirements from the en-
vironment, regulations, and standard operating procedures. Once the objective and
constraints are formulated, the pathwill be constructed bydetermining the lateral, ver-
tical, and speed profiles. Most of this work is done by the dispatcher and is captured
in the flight plan. This plan will be monitored in-flight by gathering all necessary in-
formation about the current state of the plane and the operating environment. This
information is assessed to determine if the current state of the plane and environment
is still according to plan (i.e., safely arriving on time at the planneddestination). In case
the objectives are not met, a corrective plan is created, and executed. Take for exam-



2.2. Cognitive Demands on the Flight Deck

2

23

ple a delayed flight, the corrective action would be to fly a bit faster (adjust the speed
profile) to arrive on time at the destination.

Flight control is defined as the activity of adjusting or maintaining the flight path
based on the requirements of the plan defined in the flight guidance function. This
corresponds to the traditional view most people have of the pilot’s task. For clarifica-
tion, the planning part in this function is happening at a more tactical level compared
to the flight guidance function and is only focussed on correcting the current state, or
attitude of the plane, in order to follow the target path.

System Management
System management is the function in which aircraft systems are monitored and set to
the desired state to fulfill the flight guidance objectives. Another objective of the sys-
tem management function is to operate the systems within operating limits to prevent
damage, or harm to the plane and passengers. This function can be seen as the enabler
of the other functions.

A sub-function of systemmanagement is configuration planning. This type of plan-
ning entails defining a plan on how the system should be set in specific conditions. Of-
ten this is prepared beforehand and captured in checklists or procedures (e.g., switch-
ing fuel pumps off in case of an engine fire). It can occur that no procedure is available,
and, in this case, the pilot has to determine the appropriate setting himself.

Task Management
Task management is the function that involves monitoring, scheduling, and allocat-
ing tasks. Task management is the overarching function that manages the processes of
the other functions. In a sense, this function enables the state transitions of the other
functions. The main objective in this function is prioritizing. But with the introduction
of automation, it also serves the purpose of workload management. The pilot can of-
fload tasks to automation such that s/he can focus on the most urgent tasks at hand.
Hence, this function becomes increasingly important if tasks are dynamically allocated
to automation, or to humans.

The functions on the flight deck act together to achieve goals in the world. All these
functions interact with each other. For instance, a new configuration in a function can
cause a disturbance within another function. Functions are also influenced by external
factors. How all of these disruptions are handled will be discussed in the next section.

2.2.3. Managing In-flight Disruptions
Thomas (2003) studied the typeof threats, or causes of possible disruptions, flight crews
encounter in their daily operations. The most observed threat is caused by adverse
weather (20.6% of all operations), followed by system malfunctions (14.4%), and op-
erational pressure (11.5%). Less frequently observed threats are caused by traffic, ATC,
airport conditions, terrain, ground handling, and passenger events. These factors are
dynamic and have elements of uncertainty and are therefore difficult to plan for in ad-
vance of the flight. The pilot therefore needs to manage these disruptions in-flight.

Asmentioned before, all themanagement functions can be expressedwith the con-
trol loops presented in Figure 2.1. A combination of the identified functions and states
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are presented in Figure 2.3. Further, each control loop is presented along with their
interactions. Challenges can be pinpointed by studying the processes and interactions
during an in-flight disruption. Four types of disruptions will be explored to provide
insight on the challenges on the flight deck.

STEADY STATE

NEGOTIATION

NEW 
CONFIGURATION

DISTURBANCE

STEADY STATE

NEGOTIATION

NEW 
CONFIGURATION

DISTURBANCE

STEADY STATE

NEGOTIATION

DISTURBANCE

STEADY STATE

NEGOTIATION
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CONFIGURATION

DISTURBANCE

TASK 
MANAGEMENT

SYSTEM 
MANAGEMENT

COMMUNICATIONS 
MANAGEMENT

FLIGHT 
MANAGEMENT

NEW 
CONFIGURATION

ENVIRONMENT

1
4

2

3

1
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Figure 2.3: A model combining functions (as defined by Abbott (1993)) with processes (as presented in Fig-
ure 2.1) tohighlight interactionsused to explain the challenges during in-flight disruptions. Thevarious types
of disruptions are signified with numbers 1 to 4.

Type 1: Disruptions on the Flight Plan
This type of disruption is classified as a disruption that has a direct impact on the flight
plan, and thus the flight management function. These disruptions are observed di-
rectly from the environment or are communicated to the flight crew via radio or other
means. Environmental factors that cause such disruptions are for example, weather,
operational pressure, traffic, ATC commands, airport conditions, terrain, and ground
handling (Thomas, 2003). The pilot has to determine if the flight plan is still meeting
the objectives, or whether a new plan is needed.

Once a newplan is constructed, consequential processes are initiated (e.g., systems
are configured to meet the new plan). In case of a full holding pattern (environmental
factor) a plan is constructed to fly slow and to save fuel. This causes a disturbance for
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the system management function and the throttle will be reduced to meet this more
efficient airspeed. This type is expressed in Figure 2.3 with the number 1.

Type 2: Disruptions on the Systems
There are also factors from the environment that can cause a disturbance to systems,
and thus the system management function. For example, a bird strike could cause a
damage to a certain system. If this system that can be isolated and a redundant system
can be used, there will be little to no impact on the remainder of the flight. The flight
crew relies heavily on alerting systems and checklists during such events. This type is
signified in Figure 2.3 with the number 2.

Type 3: Disruptions on the Systems Impacting the Flight Plan
This type of disruption is very similar to type 2, but in this case the new configuration
from the systemmanagement functionwill cause an impact on theflight plan, and thus
the flight management function. Sometimes a malfunction cannot be isolated, or no
redundant systems are available. This can result into a loss off a certain capability. For
example, a hydraulic leak can result into a reduced functionality of the flaps. It can be
that the flaps cannot be extended further than halfway. If full flaps were planned for
landing, then this will cause a disturbance on the flight plan and replanning becomes
necessary. For example, a landing site needs with a longer runway needs to be selected
if the currently planned runway is too short.

Counteracting this typeofdisturbance requires thecrew topredict the consequences
andunderstand the impacts of reduced capabilities. This type is annotated inFigure 2.3
with number 3.

Type 4: Disruptions on Both the System and the Flight Plan
Lastly, there is a combination of type 1 and 3. During such cases, both a system mal-
functionandenvironmental conditions impact theflight plan, for exampleduring icing
conditions and a malfunctioning anti-ice system.

2.2.4. Task Difficulties
Thus far, the process of handling disruptions has been elaborated. Based on this work,
several difficulties that occur on the flight deck can be described. Difficulties arise in all
of the previously introduced states: the disturbance state, negotiation phase, and new
configuration state, which will be elaborated below.

Detecting Disturbances
Several cognitive challenges arise during the detection of flight-plan disturbances. One
of them is that information about environmental factors needs to be obtained through
many different sources. Weather, traffic, and airport conditions are all obtained with
their own format and system. Information is spread out over a variety of manuals or
supports. Not only the fact that information needs to be obtained from a variety of
sources, also the volumeof the informationmakes selecting the right informationhard.
Documentation isoftenvery lengthyandenvironmental conditionsareoftenpresented
unfiltered, not prioritized, and not context specific. Hence, finding the right informa-
tion at the right time becomes a lengthy process.
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Another complication occurs with the information found in Notice to Airmen
(NOTAM)s and weather reports. This information essentially needs to be decoded by
the pilots, for example by plotting it onto a map, before it can be used in assessing the
effect of a disturbance.

Furthermore, the impact on the flight plan caused by a system state is not always
obvious. Limitations of the systems are not always presented, nor fully understood (Re-
itsma et al., 2017). System knowledge or manuals are needed to fully understand the
capabilities of the plane. For the pilot it is not always clear if certain operations are
allowed or not (e.g., instrument landings).

Toprovideanexampleof this challenge,wecan refer to the snowscenariopresented
earlier; the contaminated runway state was conveyedwith a code at the end of theME-
Teorological Aerodrome Report (METAR). On this specific day, this was presented with
the code ‘R36C/490693’. Obviously, this message is not straightforward and significant
mental effort is needed to determine that runway 36 center is covered by 51% to 100%
with a 6mm layer of dry snow. Resulting in a medium braking action. However, the
crew in the snow-scenario was aided by the air traffic controller who notified them last
minute that themost recentmeasured braking actionwasmedium to poor. The decod-
ing of the information was therefore done, but determining if this had an impact on a
safe landing still needed to be done by the crew, and this was just too short notice to
calculate the required landing distance while being on final.

Assessing Disturbances
Secondly, issues ariseduring thenegotiationphase. Environmental conditionsandsys-
tems states need to be transformed into flight-plan relevant information to determine
if the flight plan is still satisfactory (e.g., if the plan is still safe or in-time). This can be
done by asking the questions like when and where the systems are needed, specifically
in the case of a disruption caused by systems (type 3). Basically, one has to combine
the system capabilities and the environmental conditions with their flight plan to de-
termine any issues for the remainder of the flight. Predicting and memorizing all con-
sequences is challenging. This process is hard because it requires many in-between
steps. Currently, estimating and predicting consequences is based on experience and
good airmanship (Reitsma et al., 2017).

In the snow scenario, this transformation from braking action to landing perfor-
mance was done with tables. This is a laborious process, if worked out into detail. As
mentioned before, the process of assessing and integrating information into a flight
plandemands a lot of cognitive effort and relies on thehumanmemory, which is known
to have its limitations. Under stress and concurrent tasks, distractions can cause un-
considered or forgotten impacts, which can have grave consequences.

Adjust the Plan
Once the impacts on the flight plan are obtained and found to be non-acceptable, the
flight crew needs to determine a corrective action. Here again, the crew encounters the
challenge of gathering all relevant and usable information.

If the crew from the snow scenario had decided to divert to another airport, they
needed to find an airport within range, with good runway conditions, and preferably
not too much traffic. This search for information is time consuming and only a few
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options can be considered. The crew is currently supported by dispatch to make such
decisions. Often it takes a long time to fully check all conditions requiring time that is
sometimes not available. Therefore, the crew has to balance between speed and thor-
oughness.

2.2.5. Conclusions
The previously discussed model of disruption types provides insight on how complex
flight management can be. Accurate information in advance of the flight reduces the
risk of unforeseen events and the need for in-flight replanning, but even with the best
planning disturbances occur.

These disturbances can be challenging for pilots in many ways. Gathering and as-
sessing flight-plan relevant information is challenging. Currently, the disturbances on
the system (malfunctions) are managed quite well according to (Thomas, 2003). How-
ever, it remains challenging to understand the implications of a certain malfunction or
disturbance on the flight plan (Reitsma et al., 2017). These are currently not presented
in an easy-to-observe way. It is difficult to find out for pilot what the impacts are on the
flight plan. Ironically, this is the main task of the pilot. Information about the current
state of the environment and the system needs to be gathered, decoded, and assessed,
allwhile flying. Thisprocess is unstructuredand is performedbasedonpilots’ incentive
and experience.

It can therefore be argued that the pilot is better off with ready-to-use information.
In other words, information should be provided in the format of the flight plan, for in-
stance ”you will not overrun the runway, under the current condition X.” Hence, efforts
for futureflight-plan-management support enhancements shouldprovide aneasily ac-
cessible overview of the impacts on the flight plan and conditions in the world. Next,
the extent to which the flight plan management function is supported by current flight
deck systems will be examined.

2.3. Current Flight Deck Supports
Theglass cockpit hasbeenaround for awhilenow, andwith the introductionof theElec-
tronic Flight Bag (EFB) the paperless cockpit became reality. Flight-crews have faster
access tomore information than ever before. But the question that remains is howdoes
all this information support the flight crew in performing their task?

The main responsibility of the flight crew is the success of the operation and the
well-being for the passengers andplane. Awell-consideredflight plan is crucial for suc-
cessful operation. Hence, the flight plan management function is one of the primary
functions that needs to be supported. Evaluating the flight constraints and implica-
tions on the flight plan is essential according to Harris (2007), but can be a taxing task
especially under highly dynamic circumstances. This leaves us with the question, “how
are the modern flight decks presenting information to the flight crew to evaluate what
can and cannot be done operationally?”

Flight plan management is an information problem in which the flight crew has
to combine information from various sources about the operating environment, and
the aircraft’s systems. Sequentially, the crew has to transform this information to
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determine, whether and if so, how the previously assumed flight constraints are af-
fected, and what the consequences are for their operation. The interaction between
the plane and environment is important since the threats to safe operations are not
only caused by system malfunctions, but the majority of the threats are caused by ef-
fects from theworld, likeweather, traffic, terrain, ATC, and airport conditions (Thomas,
2003). These sources are highly dynamic and uncertain. Continuously updated infor-
mation is needed to determine the implications on the flight plan.

The aim of this section is to compare flight deck architectures on how they present
environmental disruptions, system malfunctions, and how they support flight plan
management by combining environmental and system information to present impacts
on the flight plan. First, information from the operating environment available on the
flight deck is reviewed in Section 2.3.1. This is done holistically since various aircraft
typeshave similarmeans toobtain this kindof information. Second, informationabout
the system status is reviewed for five flight deck families in Section 2.3.2. A similarmal-
function will be used to compare the various architectures.

2.3.1. Environmental Information Supports
Theenvironment can impose disruptions from various sources, such as the airport and
airspace infrastructure, terrain, weather, traffic, and air traffic control authorities. How
this information is made available on the flight deck will be elaborated below.

Terminal / Route Information
Information about the airport facilities, standard procedures, and routes are published
in the Aeronautical Information Publication (AIP) or Airport Facility Directory (AFD).
Besides these publications, the crew has also an employer defined operations man-
ual in which operational information can be found that the operator may deem neces-
sary for the proper conduct of flight operations. This includes for example, preferred
routes, Standard Operating Procedures (SOP)s, operating minima, escape routes, and
minimum flight altitudes. Day-to-day information about the current conditions are
communicated by NOTAMs, while short notice information is provided by ATC or the
dispatcher.

Despite the recent change to an electronic format of these manuals and NOTAMs
(see a & b in Figure 2.4), the content of information is similar to the paper version. One
step towards integrating and transforming the content to a more operational format
is done on Boeing’s Airport Moving Map (AMM) and Airbus’s On-Board Airport Nav-
igation System (OANS) (see c & d in Figure 2.4), which show the location of runways,
taxiways, and other airport features in relation to the aircraft position. Additionally, the
status of the runways and taxiways is shown (e.g., closed taxiways and active runways).
The crew can with these new supports clearly observe if the flight plan is crossing any
constraints on the ground.

Terrain Information
Besides the charts and procedures published in the AIP, flight decks are equipped with
terrain informationprovidedbyEnhancedGroundProximityWarningSystem(EGPWS).
These systems present terrain and alert if the predicted path is colliding with terrain.
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The terrain information is integrated on the flight deck on the Navigation Display (ND)
and/oronaVertical SituationDisplay (VSD).TheSyntheticVisionSystem(SVS)presents
terrain constraints on the Primary Flight Display (PFD) in an integrated manner.

Weather Information
Weather isdynamicandcanbedifficult topredict accuratelyduring theplanningphase.
Currentweather conditions are distributed byAutomatic Terminal Information Service
(ATIS) or D-ATIS, which is the digital version of ATIS. Terminal Aerodrome Forecast
(TAF)s, SIGnificant METeorological information (SIGMET)s, AIRmen’s METeorological
information (AIRMET)s, PIlotREPort (PIREP)s, forecasts, prognostic charts,wind/temp
charts at different flight levels, are provided through the dispatcher and are often avail-
able in digital format. Furthermore, planes are equipped with weather radar that can
detect real-time precipitation and turbulence. This information is readily available and
integrated on the ND. Weather radar furthermore can alert for wind shears on the PFD
and presents its location on the ND. Whereas the forecast needs to be requested and
then processed mentally.

Traffic Information
Traffic is highly dynamic and to provide collision avoidance protection the Traffic Col-
lision Avoidance System (TCAS) was developed. Predicted collisions are alerted on the
PFD and ND. TCAS also provides a solution to avoid traffic, also known as a resolu-
tion advisory. However, only planes equipped with a transponder can be detected and
avoided. With the introductionof ADS–B, trafficpositions aremade available and allow
for airborne and ground traffic situation awareness, either displayed on the ND or EFB
(see f in Figure 2.4).

ATC Clearances / Requests
Obtaining information once airborne is possible due to communications. Commu-
nication is mostly done by voice (either through radio; either VHF, HF; or satellite),
however with the introduction of datalink it became possible to send and receive in-
formation in an electronic format. Clearances and requests can be sent digitally with
Controller Pilot Data Link Communication (CPDLC) (see h in Figure 2.4). This enables
clearances to be uploaded to the FMS and thus to integrate these into the flight plan.
Information can either be provided by ATC, for instance for clearances, or by the com-
pany, such as gate information. Clearances are integrated byOn-Board Airport Naviga-
tion System (OANS) on the Airbus A350, by color coding a cleared and requested path,
showing intentional constraints (see g in Figure 2.4), which is basically converting in-
formation into flight-plan-ready information.

2.3.2. System Implications
Besides the impacts caused by the operating environment the systems can impose also
large disruptions on the flight plan. To illustrate this, five modern flight decks families
are evaluated on how they represent information of the system status with respect to
the intended plan. The Boeing 737 NG, Boeing 717/MD11 ¹, Airbus A320/A330/A340,
¹Both share a similar cockpit design called the Advanced Common Flight deck (ACF) and is shared with the
Boeing 717, MD-10, and MD-11.
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Boeing 777/787, and Airbus A380/A350.
A hydraulic reservoir failure on a single system will be used as a case study to show

the differences in presenting system implications. Obviously, the impact of the failure
on the aircraft status will be different on the various airplanes, but our interest is how
and if operational implications are presented, starting with the most basic flight deck;
the Boeing 737.

Boeing 737 NG
The Boeing 737 continuously evolved since it was introduced back in 1967. However,
informationpresentation regarding the status of the engines and systemson theBoeing
737NG is however very similar to the classic 737. Dials are replicated in an electronic
format, together with alerting block lights. The main alerting method relies on annun-
ciator lights in front of the pilot together with corresponding lights on the overhead
/ pedestal panel. The crew has to scan the flight deck to determine what systems are
causing the malfunction. Once the lights are identified, the crew will consult the QRH,
either a paper or digital version, and look-up the corresponding alerting light. This will
guide them through a non-normal checklist, which assists in reconfiguring the system
to prevent and minimizing further deterioration of the plane systems. Once the failure
is stabilized, the QRH provides the implications for the remainder of the flight. For the
hydraulic system failure, various alert light across the flight deck will illuminate. After
the reconfiguration of the systems, the crew is left with instructions and notes that are
useful for the remainder or the flight, see b in Figure 2.5 for an example of this.

This is not only much information to interpret, but it is also not straightforward to
determine what the exact effect is. The first step for the crew is to determine when an
affected system will be used. Next, one has to determine if and how it impacts the in-
tended operation. The landing distance for example needs to be checked with tables,
which require additional information about the weather and runway conditions. As an
example, take the note about themanual extension, see b in Figure 2.5. It requires con-
siderable effort to figure out if a go-around and reaching the alternate field after lower-
ing the gear is still possible. This is already a challenging task on the ground, needless
to say that this is a difficult task once airborne.

Boeing 717 / MD 11
The Boeing 717 and MD11 share a similar flight deck, termed the advanced flight deck.
The main system display is the Engine Alerting Display (EAD), which shows the engine
status with an overview of all systems alerts. The Boeing 717 has also synoptic displays,
which show the status of a particular system with alert related to the applicable sys-
tem. Even though alert messages are presented in a centralized alphanumerical man-
ner (see e in Figure 2.5), flight crews still depend on the assistance of the QRH, which
is similar to what is available in the Boeing 737. An addition to the Boeing 737 is that
theB717/MD11 also include a consequence page (see f in Figure 2.5) inwhich the alerts
and consequence are summarized (Morgan&Miller, 1992). In the case of the hydraulic
failure, the consequence page would include: “SPOILER INBD FAIL | REDUCED ROLL
RATE AVAILABLE”. This is very similar to the notes from the QRH, only now in an elec-
tronic format.
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Airbus A320 / A330 / A340
Airbus provide system alerting through the ECAM system. The status of the aircraft is
automatically sensed and the appropriate actions to reconfigure the systems and pre-
vent any further damage are shown. The completion of these actions is sensed and
marked green when the system is in the correct state. After all actions are performed,
a page appears with the limitations and inoperative systems (see h in Figure 2.5). This
can be compared with deferred items, notes, inoperative systems, and consequence
page. The A320/A330/A340 are also equipped with synoptic displays.

These indications tell the crew to check the landing distance and that they can do a
CAT II approach with autoland. It is still up to the pilot to look up the landing distance
in the tables and determine if an autoland with Cat II will be sufficient for their oper-
ation. Although this overview is quite clear, some items (the capability to retract the
gear once lowered) is not provided and has to come from pilot’s experience and system
knowledge. Note that if such an implication is not considered by the flight crew, the
consequences can have a major impact on the flight plan.

Boeing 777/787
EICAS,whichwasfirst introducedon theBoeing757, isBoeing’smain systemstatus and
alerting display. It shows alert messages in a centralized alphanumerical manner with
an indication if a dedicated checklist exists. This checklist will appear in the ECL,which
is like the QRH but has the functionality to sense if systems are in the correct position,
like the ECAM system. The notes will be stored on a dedicated page. So, finding the
checklists and storing thenotes are easierwithECL.However, integrationwith theflight
plan needs to be done by the flight crew (see c & d in Figure 2.5).

Airbus A380 / A350
On the A350 and A380, the ECAM system is provided with more real estate provided by
the larger displays. The inoperative systems are split-up into two categories, namely ‘All
phases’ and ‘Approach & Landing’. This makes it easier for the flight crew to determine
in what flight phase the effects will limit the operation (see g in Figure 2.5). However,
interpretation of much of the actual impact needs to come from the crew themselves.

2.3.3. Integrated System & Environmental Information Supports
ROPS & RAAS - The Airbus’ Runway Overrun Prevention System (ROPS), and the Hon-
eywell Runway Awareness and Advisory System (RAAS) are systems that integrate the
aircraft configuration and status with the operational environment (e.g., runway con-
ditions, weather) (Airbus, 2011; Clark & Trampus, 2011). They calculate the stopping
distance required on a specific runway under various conditions. This is done in real
time and considers changing conditions like wind. The system will alert if the runway
is too short. This system off-loads the crew from making the calculation of the landing
distance for the current configuration. The system makes the calculation eight times
per second, faster that the crew can ever do. The system is providing the crew with es-
sential information if a landing is possible yes or no. The brake-to-vacate function is
another operational focused function, which can determine how to apply and config-
ure the brakes to vacate the runway at an optimal taxiway (see i in Figure 2.5).
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Figure 2.5: Example of system management supports and how they convey implications on
a flight plan for five aircraft architectures. These figures are replicated or adapted from: a)
https://www.flaps2approach.com/journal/2014/3/14/boeing-737-ng-master-caution-system-six-packs-
installed-and.html, b) Boeing (2007), d) 787 FCOM courtesy the Boeing Company, e) Morgan & Miller
(1992), i), g) Airbus (2011) courtesy Airbus.
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2.3.4. Discussion
From this case study, it can be observed that the accessibility of information is signifi-
cantly improved by the introduction of electronic presentation. ECAM and ECL made
it easier to obtain the required checklist. However, much of the content is similar to the
paper version and the crew still has to combine all the limitations to determine when
and what the effects are on the flight plan. This requires time, effort, and continuous
attention, which are scarce in flight and during non-normal events. It can be observed
that there is a trend in integrating information and provide operational alerting (e.g.,
TCAS, EGPWS, weather radar, airport map and ROPS/RAAS). These systems provide
alerts in case collisions, or overruns are predicted. Alerts like, ‘RUNWAY TOO SHORT’,
or ‘NO TAKE OFF’ are very clear in terms what operation cannot be performed. How-
ever, the support from these alerts and systems are limited to the tactical level. Finally,
checklists provide guidance after a malfunction with notes, limitations and deferred
items, but considerable effort needs to be spent by the crew to determine how events
affect the operation (Australian Transport Safety Bureau, 2013). Therefore, system-wise
the crew is relatively unsupported to fully comprehend and predict the repercussions
of a change in system status.

2.3.5. Conclusions
A comparison of various flight decks reveals that more recently introduced flight decks
and systems are integrating and transforming information into a more operational for-
mat. However, currently operational alerting is limited to support on a tactical level,
but this could be expanded to combine more information for the entire flight plan,
supporting the flight crew also on a strategical level. This will make it easier for pilots to
obtain an overview what operations can and can’t be done, which is beneficial during
high-workload, complex and time-critical events. Systems that can assess the intended
plan(s) based on up-to-date information have the potential to off-load the pilot, im-
prove the quality of the assessment, reducing unconsidered effects and reducing the
dependency on pilot’s experience and expertise, which is favorable with reduced flight
crew experience with non-normal events.

2.4. Options for Task Load Reduction
Up to this point, the challenges faced by pilots during day-to-day operations have been
outlined, alongwith how current displays support the flight crew in understanding im-
pacts from both the environment and the system. System management on the other
hand seems like apotential candidate for increasedautomation (Bailey et al., 2017;Har-
ris, 2007). Automating system management tasks will have the potential to lower pilot
workload especially during non-normal events. It furthermore allows the crew to focus
on what is really important (i.e., flying the plane and plan the remainder of the flight).
The question is: ‘How much can the pilot’s task load be reduced?’ The aim of this sec-
tion is to get insight on how much the system management task can responsibly be
automated. The preliminary quantification is essential before any design efforts are
spent.
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Bailey et al. (2017) describes that crews are benefiting from short checklists during
abnormal events. If the pilotwere relieved of all or themajority of reconfiguration steps
in the procedures, the likelihood of devoting more attention to planning and executing
a contingency plan would increase.

Not only will automatic system reconfiguration likely reduce workload. Increased
automation has also the potential to resolve issues regarding incorrect execution of
the checklist. Where the electronic checklist helped to solve checklist errors like skip-
ping a checklist or omitting a checklist line item (Boorman, 2001), a fully automated
re-configuring system may also eliminate or correct incorrect switching actions (e.g.,
selecting the bleed switch instead of a pack switch (Air Accidents Investigation Branch,
2011)).

No doubts exist whether the technology is ready to do automatic re-configuration
of the system, since many system management tasks are already done automatically.
Take for example, on the Boeing 737-800, automatic electrical-load shedding in case of
electrical malfunctions, or automatic re-configuring of pack inflow during an air con-
ditioning pack malfunction. However, some items cannot be practically and reliably
sensed or performed by automation. Take for example closing doors, establish crew
communications or looking out the window to check the wing. These items remain
something that the human needs to do. But many of the items that are already con-
trolled or sensed through systems seem perfect candidates to automate.

Automationon legacyplaneswasadded throughanevolutionary, technology-driven
process. This resulted into a patchwork of automated systemswhich is far from ideal. A
holistic approach towards automation is beneficial for clarity and simplicity for the op-
erators. Therefore, this proposed automatic re-configuration system is targeted at fu-
ture flight-deckswhere theholistic approach canbe applied. But itwould also bepossi-
ble to retrofit all controls and selectors, maybe even only digitally. The most important
feature of the retrofitted flight-deck is that selector positions need to correspond with
what the automation did, such that no confusion can occur.

Within literature, many authors suggest that systems should become increasingly
automated to lower workload (Bailey et al., 2017; Harris, 2007). But to date, no litera-
ture was found that provides a quantification of what the potential benefits could be.
In other words, how much shorter could the checklists become if system management
tasks were automated? As a starting point, this analysis is applied to a Boeing 737-800
(Boeing 737-86D) since this could be an aircraft suitable for single pilot operations due
to the type of missions these planes fly. This study will also provide a break-down of
the structure of a common Quick Reference Handbook (QRH) that can provide insight
into the current available guidance material on the flight-deck. Deviations due to ad-
ditionally equipped systems are considered small and not altering the result too much
compared to other 737.

2.4.1. Method
As mentioned earlier, the question is no longer if system reconfiguration steps can be
automatedbut rather if they shouldbeautomated. Thepossibilities seemendless; how-
ever, past experience has shown that the introduction of automation can lead to skill
degradation and out-of-the-loop situations (Bainbridge, 1983). Designers should care-
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fully reconsider what to automate and how to do this appropriately without introduc-
ing potential problems. Since the QRH contains steps for all tasks, it is necessary to
determine which tasks should be automated and, in particular, which should not.

Assumed Pilot’s Role
As learnt from thepast, humans arepoormonitors, not good in routine tasks, normem-
orizing (Fitts, 1951; Harris, 2007). But humans can be creative and can act on their in-
tuition. On the other hand, automation is not good at dealing with events for which
it is not programmed. Today the pilot is a flight path controller, systems monitor, and
flight deckmanager. In this section, a shift in the role of thepilot is envisioned. Thepilot
would be more involved and focused on flying and flight plan management. Planning
often requires a knowledge base, intuition and creativity, something that is difficult to
capture in a system. Finding a suitable path and environment for the jeopardized sys-
tems is something that the human is good at since it requires intuition and creativity.
The pilot is released from the task of troubleshooting (i.e., diagnosing, monitoring, and
re-configuring the system, which are all routine and well-defined tasks).

Systems on modern planes have become very complex. Understanding and diag-
nosing theentire systemtoadeep technical level is almost impossible. Especiallyunder
high workload and stressful situations. The system has better accessibility to relevant
system information and is also more accurate in interpreting these data. Furthermore,
in response to system failures the pilot is expected to follow the prescribed procedure,
almost like a machine. This eliminates the pilot strengths of being creative or intuitive.
The question is: why is the pilot required to perform this task in the first place? On
modern planes many systems have redundant components. Malfunctions can often
be contained by switching on the redundant system and flight safety is rarely endan-
gered. However, the contained but inoperative systems can impose limitations to the
remainder of the flight, which can have grave consequences if the pilot is unaware.
Hence, these items cannot be left out.

Automation Candidates
In line with the previously discussed pilot’s role as a flight path manager, some items
that can technically be automated are deliberately chosen not to be automated. These
items include actions that are impacting flight characteristics significantly. Why? Well,
this has all to do with keeping the pilot engaged. Pilots fulfill a role as a back-up. Once
the autopilot cannot cope with the situation, the pilot has to take over. Being aware of
the basic configuration the plane is crucial to keep the pilot in-the-loop. These basic
configuration items include thrust settings, gear levers, flaps setting, speed-brakes and
trim settings. These items are not suitable to be automated.

Reconfiguration steps that handle resource systems such as, hydraulics, electrical,
fuel and pneumatic systems, are good candidates to be handled automatically. This is
because these systems are often redundant, the systems are already monitored by the
plane, clear limitations exist, and the procedures are also clearly defined.

Plane and passenger health protection systems are also suitable candidates. Often
these tasks are time critical, the corrective action is well defined, and the systems are
also equipped with sensors. Furthermore, options for resolution are often limited.
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To generalize, the described tasks above are tasks that have themain objective to (1)
protect the plane and passengers from harm, or (2) provide comfort, or (3) maximize
the performance of the systems on-board the plane. If checklist items serve one or
more of these goals, then they are often good candidates for automation.

Figure 2.6a shows that many of the steps belong to this category. Checklist items
1, 2, 3, and 4 are all candidates to be automated. This is also true in another example,
shown in Figure 2.6b. Items 1, 2, 3 and 4 can be automated. However, item 4 requires
some context. Ice can be expected below 40,000ft, in clouds and if the outside air tem-
perature is below or near the freezing point. To determine this, some integration of the
systems is required. Furthermore, it can be linked to SIGMETs that report or predict
icing conditions.

Figures 2.6a and 2.6b show clear actions. These are presented with the selector on
the left-hand side, dots in themiddle anda target state on the right. Theexample check-
lists show also choose items decision statements. In this case, the pilot has to decide
what condition applies. These items are often already auto sensed, on planes that are
equipped with electric checklists. They are relatively easy to automate since these op-
tions often describe if a light is illuminated or extinguished, which are already sensed
by the system.

WING-BODY OVERHEAT

1 ISOLATION VALVE switch. . . . . . . . . . . . . CLOSE

2 Choose one:

3 R PACK switch . . . . . . . . . . . . . . . . . . . . . . OFF

This causes the operating pack to regulate to 
high flow in flight with the flaps up.

4 BLEED 2 air switch . . . . . . . . . . . . . . . . . . . OFF

▼ Continued on next page ▼

WING-BODY
OVERHEAT

WING-BODY OVERHEAT

Condition: An overheat from a bleed duct leak occurs. 

Objective: To isolate the bleed duct leak.

Both WING-BODY OVERHEAT lights illuminated:

TRIM AIR switch  . . . . . . . . . . . . . . . OFF

Note: Passenger cabin temperature 
control may be less accurate.

■ ■ ■ ■
Only right WING-BODY OVERHEAT light 
illuminated:

►►Go to step 3

Only left WING-BODY OVERHEAT light 
illuminated:

►►Go to step 8

(a) Checklist containing actions, decision items, notes and
remarks on the to-be-expected system behavior.

BLEED TRIP OFF

1 WING ANTI-ICE switch  . . . . . . . . . . . . . . . . OFF

2 TRIP RESET switch . . . . . . . . . . . . . . . . . . Push

The BLEED TRIP OFF light extinguishes if the 
bleed air temperature has cooled below limits.

3 Choose one:

4 WING ANTI-ICE switch  . . . . . . . . . . . .As needed

Caution! Use of wing anti-ice above 
approximately FL350 may cause bleed 
trip off and possible loss of cabin 
pressure.

■ ■ ■ ■

BLEED
TRIP OFF

BLEED TRIP OFF

Condition: One or more of these occur:
•An engine bleed air overheat
•An engine bleed air overpressure.

BLEED TRIP OFF light stays illuminated:

PACK switch (affected side). . . . . . . . OFF

This causes the operating pack to 
regulate to high flow in flight with 
flaps up.

Avoid icing conditions where wing anti-ice is 
needed.

■ ■ ■ ■

BLEED TRIP OFF light extinguishes:

►►Go to step 4

(b) Another checklist containing actions, which have context
specific target states and remarks that are important for the
remainder of the flight.

Figure 2.6: Example checklists extracted for a Quick Reference Manual (QRH) of a Boeing 737-
800, as presented in (Boeing, 2007).
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Conditional statements along with objective statements presented on top of the
checklist, in a grey box (see Figure 2.6a and 2.6a), are no actions and therefore out of
the consideration to be automated. This also holds for operational notes and infor-
mative statements, describing the expected behavior of the systems after the action is
performed.
To summarize, the items that are selected to be suitable candidates for automation in
this study are as follows:

• Actions that have the primary function to protect the plane and passengers from
harm, or maximize the functionality of the plane. These actions do not directly
impact flight characteristics.

• Decision statements that can be measured with sensors.

With these criteria, each item in the QRH is being rated if they would be suitable
candidates for automation. Firstly, all items in the QRH are categorized into actions,
notes or remarks, decision statement, and conditional statements, which describe for
what situation the checklist can be used. These items are then sequentially categorized
into ‘automatic’, ‘manual’, ‘informative’, ‘wait-until’ or ‘go-to-next-checklist’ items. Wait
items are, as the name suggests, items that describe to wait a certain duration or until
a certain event occurred. An example of such items is ‘wait for 2 minutes’ or ‘wait until
the light has extinguished’. Some actions are not necessarily straight forward actions,
sometimes they are more of an informative nature for operational purposes, for ex-
ample ‘continue normal operations’. Therefore, these are marked as informative state-
ments, providing information for the remainder of the flight.

2.4.2. Results
In total 159 checklists are analyzed, both normal and non-normal including the (short)
deferred checklists and items. All these checklists contain to a total of 1626 items. Of
all the 1626 items, 68% is classified as an action, 13% as a condition that needs to be
verified (choose item or decision statement), 10% as a conditional statement (items
presented on top of the checklist) and finally 9% of the items are notes or remarks. This
result is presented in Table 2.1.

Table 2.1: Checklist item step break down of 10 normal checklist, 12 deferred checklist/procedures and 137
non-normal checklists

Step Classification Action Item Decision
item

Conditional
statement

Notes & Re-
mark

Total

Automatable items 411 175 - - 586 (36%)
Informative items 244 - 164 138 546 (34%)
Manual items 405 34 - 5 444 (27%)
Go to ... item 40 - - - 40 (2%)
Wait items 10 - - - 10 (1%)
Total 1,110 (68%) 209 (13%) 164 (10%) 143 (9%) 1,626

(100%)

FromTable 2.1, it can obtain that 36% of all items can be automated. Thewait items
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are also potential candidates for automation since they require only a timer. Items that
state to go to a follow-up checklists are also good candidates to be automated. Adding
these items reveals that 39% of the tasks in the QRH could be automated. Leaving the
pilot to read and execute 61% of items presented in the QRH.

Some notes and remarks are presented just below an action to provide some infor-
mation about the expected system behavior. These items can become redundant if the
automation is handling these items. This means that the number of informative items
for the proposed automated system will be reduced as well. However, a critical assess-
ment is required to determine if these items are superfluous. This information is often
added, it seems, to prevent surprises, distinguishing normal from non-normal system
behavior and increase trust in the system.
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Figure 2.7: Occurrences of the number of items per checklist. Note the shift towards the left for
the automated checklist concept.

In Figure 2.7, the amount of occurrences of the same number of items per check-
lists are presented. What is interesting, but not surprising, is that for the automated
checklists, the number of checklist items is reduced. The extreme long checklists with
>30 items are mitigated. The average checklist size is reduced to 4 for the automated
checklist, compared to 6.5 items for the current system.

For the automatic checklist, the remaining items are for 55% informative and 45%
manual action items. The checklist includes mainly items directly related to flying,
flight plan management, or communication.

2.4.3. Discussion
Thequestion remains if this result is sufficient to proceedwith the development of such
automation. This decision depends mainly on investments of modification, maintain-
ability or development of these systems and expected cost savings, of for example RCO,
or expected increase of level of safety.

Modifications to the Aircraft
The automation would require major adjustments of the systems. The system would
require integration of sensed data, and a structured way of dealing with data. All this is
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technologically within reach. Most modern aircraft architectures have a internal net-
work for data access across the plane. This new automation can tap on to this network.
However, it would be easier to implement this on newly designed planes rather than
retrofitting planes.

Need for Information Integration
One of the challenges is to provide context from outside the plane into this automated
assistant. But again, this is not impossible, sincemodern-day cars are already equipped
with, for example, speed limit indication, based on their current location. This would
also be possible in aviation.

Controls and Switches
Although items are being automated, the pilot should still be able to control the items
in cases of unexpected events. The question however is, do these controls and switches
need to be as present as they are today. Since they are not used as much as before,
maybe sporadically, they could be presented digitally on displays and/or integrated in
a synoptic view, leveraging on touchscreen technology.

Saving Items does not Correlate to Time Saving
Although the results show that checklists can be shortened by letting automation per-
formmanyof the items, thisdoesnotdirectly translate into similar results of time saved.
To estimate the time saved by automation, it is necessary to measure the duration re-
quired to execute each item. This can either bedonephysically or estimatedwith for ex-
ample the well-known Fitt’s Law. Furthermore, items with much text, like operational
notes, takemuchmore time than shorter action text items. The time to read these items
can be estimated with for example an average reading speed ranging from 175 to 300
words per minute (Brysbaert, 2019). This analysis is quite labor intensive.

Also, the checklists are structured as troubleshooting trees. Based on the decision
along throughout the process, the checklist will be longer or shorter. To investigate this
properly, one has to determine all possible combinations of the decisions made while
troubleshooting. This will provide a more accurate number for real life operations.

This study was intended to obtain an initial quantification of the potential candi-
dates for automationonboard commercial aircraft, which seempromising. Nextwould
be to determine the time spent per item and checklist.

Legacy Aircraft
The Boeing 737 was introduced in 1967, and since then it went through many modifi-
cations and adjustments. This plane has some automation but does not incorporate
the level of integration the most modern jets have. The QRH of the Boeing 777 and 787
is more compact, more structured. The ECL automated already many items (i.e., the
decision items). Therefore, the benefits of implementing more automation on these
planes is less compared to a less integrated plane like the Boeing 737.

2.4.4. Conclusions
This exploratory study provides promising results in the journey to develop a flight-
deck with lower workload. Almost 39% of all checklist items are possible candidates to
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be automated. This result was obtained with the assumption that the pilot’s role will be
more focused on flying and flight planmanagement. Checklist items directly related to
flying are deliberately not automated to keep thepilot in the loop. Theaverage checklist
size is decreased from 6.5 to 4 for the baseline and automated concept, respectively.
This does not entail that 39% of the time is saved. Although, the reduction in terms of
checklist items is significant. Planes require integration of information to make this
automation possible. Even the most modern planes, that are equipped with electronic
checklist which can sense the state of the system, can benefit from this concept. This
is because the automation will not only perform decision items automatically but also
executes them and taking the automation to the next level. In all cases it will likely
reduce workload.

2.5. Preliminary Findings
This chapter provided us with a few key insights that can be used in our exploration for
supports with elevated levels of automation.

Thedifficulty of the flight planmanagement task is to transformdisturbances intro-
duced by systems and the environment into impacts on the flight plan. Currently, no
clear nor structuredoverviewexistwith the impacts on theflight plan. Presenting alerts
based on impacts on the flight plan has the potential to reduce the cognitive load on
the flight crew of translating the system and environment states into repercussions on
the flight operation. These alerts should present impacts on a higher functional level,
namely, the flight-plan level. Aircraft capabilities and the environmental conditions
need to be combined to alert on where and when in the operation hazards are pre-
dicted. These types of alerts can be referred to as operational alerts.

Predicting how non-normal conditions affecting the flight plan depends currently
much on the human. However, a trend towards improved supports, which integrate
information from the environment and the system capability, has been identified, es-
pecially for ground operations support systems. Hence, the design approach of this
project is expanding on the developments in industry.

Furthermore, the preliminary quantification showed that if system management
tasks would be automated 39% of the actions required by checklists could be saved.
Items related to flight-path management and flight control are chosen not to be auto-
mated to keep the pilot engaged during these tasks. Other items remained manual are
the items that require visual inspection or could simply not be done by the automation.

Based on this, the necessary information for effective operational decision-making
can be identified, along with tasks that may be ‘safely’automated.
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3
Design and Evaluation of an

Automated System Management
Support

What is the impact on human performance if system management would be
increasingly automated?

As was pointed out before, Reduced-Crew Operations (RCO) requires increased auto-
mated assistance to lower workload, in particular during abnormal events. A set of de-
sign requirements for the automated systemmanagement assistance was outlined in the
previous chapter. Although the current level of automation of the system management
supports is high, this level can be further elevated to reduce workload. However, a bal-
ance needs to be found to avoid adverse effects, such as reduced situation awareness.
This chapter presents an electronic checklist system with elevated levels of automation.
First, the design will be motivated. After which, the results will be presented of a full
human-in-the-loop experimental evaluation with this automated electronic checklist.
The evaluation indicates whether workload is reduced and identifies any negative effects
on situation awareness and decision-making.

Parts of this chapter have been published in:

Linskens, C.E, Reitsma, J.P, Borst, C, van Paassen,M.M, andMulder,M. ANovel Automated Electronic Check-
list for Non-Normal Event Resolution Tasks. AIAA SciTech 2021 Forum. January 2021.
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3.1. Introduction
ANon-Normal Checklist (NNC) provides systemandoperational information to the pi-
lot, andmost important, step-by-step instructions to configure the flight deck to isolate
deteriorating systems, restore system functionality, and therefore avoid hazardous sit-
uations. Many of these checklist steps require the pilot to move switches and selectors,
which in Electronic Checklist (ECL) equipped aircraft are tied to sensors. When the ef-
fects of the pilot’s actions canbedetectedby the system, these checklist items are called
sensible checklist steps, or closed-loop line items. Closed-loop line items make excel-
lent automation candidates since the level of automation is already high. The benefits
of automated checklist steps are discussed in the following.

Most important, automating closed-loop-line items is predicted to lower the re-
quired mental and physical effort, and consequently free cognitive resources such that
the pilot can focus on resolving the non-normal event, or on other competing tasks.
Second, no attention shifting between different panels is required (e.g., the overhead
panel and the main displays). Next, the displayed checklists can become shorter (i.e.,
the automated lines do not necessarily have to be shown). And finally, the automation
has the potential to complete such tasks faster than humans.

Therefore, integrating automation in the process of checklist completion would al-
low the ECL to assist the pilot to lower time pressure, spikes in workload, stress, and
problem-solving needs during non-normal situations (Burian & Barshi, 2003; Burian
et al., 2005) and perhaps already set a next step towards realizing Single-Pilot Opera-
tions (SPO).

To date, no comprehensive study was found that assumes automation as a viable
approach innon-normal event resolution taskswith today’smost state-of-the-art equip-
ment. Therefore, the research question of this chapter is: how does the proposed Au-
tomated Electronic Checklist (AECL) design compare against the state-of-the-art ECL
in terms of workload, time requirements, and situation awareness during non-normal
events? The workload during these non-normal events is expected to decrease due to
the reduced task load (i.e., one confirm action versus multiple buttons presses and
switching actions). However, as Endsley et al. (2003) and Endsley & Kaber (1999) de-
scribed, it can be expected that reducing the involvement of the operator will reduce
situation awareness. Specifically, the perception and comprehension of the current
state.

This chapter proposes automation to be applied to checklist execution. Thomas
(2011) explored the appropriate Level of Automation (LOA) to automate a set of check-
list ‘memory items’. Comparable approaches have been explored in other studies. For
example, only showing the current step (Li et al., 2017), similar to Electronic Central-
ized Aircraft Monitor (ECAM), or reducing checklist length by showing the information
through synoptics (Etherington et al., 2020). However, no other study evaluated the
impact on human performance if the pilot would be relieved from the checklist execu-
tion task, and the presented checklist steps would be removed, as they have become
the automation’s responsibility.

In this study, the proposed (automated) prototype is compared against a repro-
duced Boeing 787 ECL in a human-in-the-loop experiment wherein fourteen commer-
cial pilots conducted two non-normal scenarios, an electrical and a hydraulic failure.
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The experimental setup assumed the Boeing 737-8 systems and flight deck combined
with the Boeing 787 displays¹ and alerting system. In a between-participants design,
each participant was assigned one of the ECL displays (ECL or AECL) to conduct both
scenarios and results were evaluated in terms of time requirements, experiencedwork-
load, situation awareness, decision-making, managing a secondary task, and their de-
sign acceptance. Potential automation drawbacks such as complacency, automation
bias, and skill degradation (Bainbridge, 1983) could not investigated in-depth in this
research since these are often long-term effects.

3.2. A Proposed Automated ECL
Implementing an automated solution for handling checklists requires answers to the
questions of what task to automate, to what extent, and when. Tasks can be catego-
rized under four stages, (1) information acquisition, (2) information analysis, (3) deci-
sion and action selection, and (4) action implementation (Parasuraman et al., 2000). By
using this classification, the level of automation of the current ECL can be quantified,
and the LOA of the proposed design can be determined.

3.2.1. Current Level of Automation of the ECL
ECLS already adopt high LOAS within the first three stages. Acquiring information is
already automated, where possible, as the aircraft can detect malfunctions without the
intervention of the pilot. Further, information analysis is also automated since the air-
craft can integrate information input into a single or multiple Engine Indicating and
CrewAlerting System (EICAS)messageswith the associated checklists displayed on the
ECL. Decision and action selection is provided through predefined checklists that pre-
scribe the correct configuration and provide supplementary information along with
flight continuation advice (e.g., divert to the nearest suitable airport, avoid icing con-
ditions, or limit the flight altitude). Note that, although it is generally advised against,
pilots do have authority to override checklist steps and organize the checklist order at
their priority.

In contrast to the previously mentioned stages, the action implementation – the
execution of the checklist steps – is still completely manual, but it should be noted that
the pilot’s actions are supervised by the aircraft through autosensing (i.e., the closed-
loop line items).

3.2.2. Selecting Automatable Checklist Items
The proposed design is focused on automating the action-implementation class, but
up to what point? Establishing an appropriate LOA is vital since different levels are
found to affect performance, workload, and situation awareness. Therefore, the gains
and drawbacks of automating certain checklist steps are evaluated based on automata-
bility, situation awareness, time requirements, and authority of the pilot. From this, the
appropriate LOA of each checklist step can be determined.

¹all operable by touch
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Automatability
Firstly, the automatability of checklist steps is assessed. Open-loop line items, cannot
be automatically sensed by the aircraft and are therefore out of consideration. They
require manual completion and confirmation by the pilot and can be recognized on
the ECL by the grey box in front of a step (see Figure 3.1). Furthermore, conditions,
objectives, and operational notes do not hold a status of completion. Instead, they ex-
clusively provide information. As such, there is nothing to complete and no possibility
for automation. Deferred-line items refer to aNormalChecklist (NC) affectedby a com-
pleted Non-Normal Checklist (NNC). For example, a deferred-line item may describe a
change of a NC step, add or replace an individual line item, or introduce a new NC al-
together. However, the deferred-line items are only to be completed whenever the NC
becomes relevant, for example the approach NC is only relevant just before approach.
In this study, NCS are not (yet) considered for automation due to the limited simulation
duration.

Closed-loop line items are auto-sensed by the aircraft and, when assuming the air-
craft would be capable of moving switches and selectors, have the potential to be au-
tomated. Even though the assumption is made that such steps are automatable, the
different types of closed-loop line items were assessed if they should be automated.

Situation Awareness & Authority Requirements
The need for building situation awareness is already integrated within some of the
checklist steps since they inherently differ in authority. Instructions for certain steps
may indicate ‘Confirm’, which requires a verbal agreement of both pilots before action
is taken (Boeing, 2007). Such steps, due to their respective impact, are classified as
higher authority. They include, for example, engine thrust lever, an engine start lever,
an engine, and a generator drive disconnect switch. Within the class of confirmation-
requiring steps, guarded switches are on the highest level of authority since a guard
protects switches before they can bemoved into certain positions, in addition to the re-
quired verbal pilot agreement. Such is the case for irreversible steps, which,wheneffec-
tuated, are permanent and can only be reinstalled through servicing by maintenance.
Consequently, any step of higher authority, which needs confirmation of both pilots,
is excluded from automated execution, to keep the human involved in high-impact or
irreversible control actions.

Time Requirements
Some steps are time-consuming, such as calculations and timer steps. These time-
consuming steps are likely candidates for automation. Extensive calculations are typ-
ically triggered by non-normal events that cause system performance not to be up to
par, or the system to become inoperative, which in the case for landing-relevant sys-
tems (e.g., brakes and flaps) may increase the required landing distance. Pilots can
use dedicated landing tables in the Quick Reference Handbook (QRH) to estimate the
aircraft’s landing distance. Such calculations are automatically performed in the pro-
posed design (AECL), which displays the output and output-yielding inputs (see Figure
3.1 for an example).

Timer steps ask the pilot to wait for a certain amount of time (generally a few min-
utes). Manual execution of such steps increases the risk that pilots do not return to a
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Table 3.1: Overview of what is automated and integrated in the dropdown menu by NNC step
type

Step Type Automated? Dropdown Menu?
Condition, Objective, and Operational Note No Yes
Closed Loop Line Item (i.e., Auto-sensed Action) Yes No
Open Loop Line Item No Yes
Higher Authority Line Items (Confirm Line Item,
Guarded Switch, Irreversible Action)

No Yes

Timer & Calculation Line Item Yes No
Closed Loop Conditional Line Item Yes No
Deferred Line Item No No

procedure to finish it or introduces time consuming wait periods. Such steps are al-
ready automatically performed by the Boeing 787 ECL by displaying the time left. The
AECL will also show the remaining time as well as integrating timer steps into the au-
tomation.

Automation Overview
An overview of all checklist-step types, and whether they are automated, is presented
in Table 3.1. In this first attempt the LOA of the AECL is kept low, since adverse effects
will be amplified with higher levels of automation (Endsley et al., 2003) (e.g., out-of-
the-loop syndrome). Automation is initiated at the pilot’s discretion (i.e., the automa-
tion will execute the task only if commanded by the pilot). Beyond the initiation stage,
autonomy is higher since automation will continue until finished, unless otherwise in-
structed by the human operator. The pilot therefore continues to have full authority
over the system.

3.2.3. The Dropdown Menu
The proposed design also includes the option that the pilot can always check the steps
of the automation, or even complete the checklist manually. Within the non-normal
menu, checklists can be expanded, and collapsed by pressing the right-side arrow but-
ton (see Figure 3.1). The expandable checklist is referred to as the dropdown menu
and it consists of two main domains: the checklist content, and a row from which au-
tomation and checklist progress is handled (see Figure 3.1). Presented content includes
conditions, objectives, operational notes, open loop line items, closed loop line items
of higher authority, and landing distance calculation output. Steps are included in the
dropdown menu as they either present useful information or require pilot input in or-
der to be completed. The dropdown menu excludes any steps performed by the au-
tomation and other information related to the automated execution which is, there-
fore, non-relevant to the pilot. The latter refers to steps overridden by conditional line
items, which through an if else approach affects the continuation of a checklist by over-
riding the set of steps no longer relevant. As a result, some checklists on the ECL may
appear relatively cluttered when compared against the AECL.

To avoid displaying non-relevant information, the AECL dropdown menu dynam-
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2

1

3

4

Figure 3.1: By pressing the arrow on the right-hand side (1), the dropdown menu can be opened
and closed. The dropdown menu itself consists of the reduced checklist content (2) and a row
from which automation and checklist progress is controlled and supervised (3). When deemed
necessary, the complete checklist can be accessed by pressing the checklist name (4), alike on
the Boeing 787 ECL



3.3. Experiment Design

3

51

ically updates when necessary after completing a conditional line item (an example is
shown in Figure 3.2). The aim of the AECL is thus to present pertinent content only, in a
neat, and efficient fashion. Nevertheless, the checklist as a whole is still accessible, like
on the ECL, to provide flexibility, since depending on scenario circumstances and pilot
knowledge and situation awareness, reviewing the complete checklist may be desired
to gain further context (see Figure 3.1). One example is reviewing the NNC’s deferred
line items, as they are not shared in the dropdown menu. An overview of what step
types are included in the AECL’s dropdown menu is presented in Table 3.1.

3.2.4. AECL Concept
Whenever a checklist contains automatable steps, the automation button can be
pressed on the left to commence the automation (see Figure 3.2a). With automation
in progress, the operator has the possibility to stop the automation. The progress of the
automation is presentedwith an automation progress bar, which reports the fraction of
the steps completed through automation divided by the total number of automatable
steps (see Figure 3.2b). Once completed, the progress bar displays ‘Done’, as shown in
Figure 3.2c. Additionally, from Figure 3.2c, it can also be observed that the checklist
content was updated with two open loop line items due to a conditional line item (see
Figure 3.3a for reference). After completing the remaining steps, the checklist displays
its status of completion through the green bar stating ‘Checklist Complete’ (see Figure
3.3b). Additionally, as shown in Figure 3.3c, the clear button on the right appears by
which the operator can eliminate the checklist from the non-normal menu.

3.3. Experiment Design
The objective of the experiment was to compare the most state-of-the-art ECL, the re-
produced Boeing 787 ECL (baseline), against this research’ proposed design, the AECL.
In a human-in-the-loop experiment, key evaluation criteria such as experiencedwork-
load, situation awareness, and time to completion were compared in two separate sce-
narios on a reproduced Boeing 737 touchscreen flight deck, which adopted the Boeing
787 ECL and EICAS.

3.3.1. Participants
In total, fourteen participants volunteered to take part in the experiment. Due to the
specific system knowledge requirements of the experiment, the participants are, or
were (recently retired), all professional airline pilots with a Boeing 737 type-rating. The
participants were divided into two groups, the first group completed the entire exper-
iment with the baseline ECL and the second group was presented with the AECL. The
average Boeing 737 flight hours of the participants in the baseline group was 10,150
hours, compared to 6,800 hours in the AECL group. The average age for the baseline
group was 44, and for the AECL group this was 35. The baseline group consisted of 4
Captains and 2 First Officers whereas the AECL group consisted of 2 Captains and 4
First Officers. The difference was caused by the late enrollment of the participants and
the limited number of participants. However, the groups are comparable enough for
this exploratory study.
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Due to a steep learning curve involved for learning a new display and annunciation
process and to avoid scenario recognizability, the experiment used a between-subject
design. Thereby, every participantwas assigned a single displaywithwhich two scenar-
ios were conducted. The order in which the two scenarios were presented was equally
distributed within both groups. Furthermore, two participants were type-rated on the
Boeing 787 and therefore already had experience with EICAS and the ECL. They were
divided over the two groups.

Table 3.2: Information provided during ex-
periment

Call sign DUT 961
Cruise altitude FL350
Passengers on board 87 [-]
APU Inoperative
Load in compartments 1,704 [kg]
Passenger/cabin bag 9,124 [kg]
Total traffic load 10,828 [kg]
Dry operating weight 41,077 [kg]
Zero fuel weight 51,905 [kg]
Take off fuel 11,133 [kg]
Take off weight actual 63,038 [kg]
Trip fuel 7,105 [kg]
Landing weight actual 55,932 [kg]

AST

USTR

UAUU

UAAA200NM

STARTING 
POINT

Figure 3.4: Map of the experiment flight
plan

3.3.2. Tasks and Instructions
The experimental scenario consisted of a flight departing from Almaty (UAAA), Kaza-
khstan to planned destination Roshchino (USTR), Russia and included one option
as destination alternate, Kostanay (UAUU), Kazakhstan (see Figure 3.4). The loca-
tions were selected to avoid participants having previous experience with the afore-
mentioned airports. Although Global Positioning System (GPS) locations and certain
airport-specific information were adopted, information about the weather, runways,
and approachNAVigational AIDs (NAVAIDS) was altered to fit experiment needs and to
avoid prior participant knowledge bias.

Notable differences between destination and destination alternate are the distance
(UAUU was closer from where the failures occurred), and the available runways and
approaches. Both airports retained ILS approaches, three at USTR and one at UAUU,
whereas UAUU also offered an Area navigation (RNAV) approach. However, NOTAMS
communicated that the single ILS approach runway at UAUU was inoperative at the
time of flight and that no visual or circling approacheswere allowed, forcing the aircraft
to conduct the still available RNAV approach when diverting. To summarize, the fol-
lowing approacheswere available per airport, at planned destination (USTR), three ILS
approaches and at the destination alternate (UAUU) only a single RNAV approach. Ad-
ditionally, participants were provided with key aircraft information such as weights, a
call sign, and that theywere dispatchedwith an inoperative Auxiliary PowerUnit (APU)
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(see Table 3.2 and Figure 3.4 for an overview of the flight plan, key aircraft and weight
information as presented to the participant).

For each design, a participant completed two scenarios in which a failure occurred
during the flight, an electrical or a hydraulic failure. Both scenarios assumed the same
flight plan and the failure occurred approximately at the same instance (a few minutes
after passing waypoint AST) from which the simulation commenced. The participants
were tasked to resolve the abnormal situationwhen such an eventwould arise. Accord-
ingly, thiswould require getting the aircraft in the correct configuration, and as such, all
incurred checklists were to be completed. Meanwhile, the participant needed to con-
struct a plan of approach on how to continue the flight within the context of the flight
plan, wherein factors such as operational feasibility and safety were to be considered.
For example, one may opt to divert to UAUU, to continue as planned to USTR, or go
back to the departure airport. Together, this tests checklist handling and the decision-
making process.

In addition, the participants performeda secondary task. Six sets of prerecordedAir
TrafficControl (ATC)messageswereplayedover intervals of approximately 180 seconds
during the scenario. Each of the sets included multiple messages; five sets included
four messages, where only one was appointed to the participant and the others were
for other traffic, and one set was appointed exclusively to other traffic. The messages
requested to report a particular aircraft state or element of the flight plan (e.g., flight
speed, altitude, next waypoint). The participants had to respond to the correct call sign
(DUT 961, pronounced Delta Uniform Tango Niner Six One). The order and content of
the messages were randomized to avoid learning effects. The secondary task increases
workload, tests the ability to coordinate more than just one task, and indicates to what
extent a participant is tunneled into the display.

Finally, participants assumed the Pilot Non-Flying (PNF) role and could ignore any
substantial tasks generally assigned to the Pilot Flying (PF) and were thus not con-
cerned with flying the aircraft.

3.3.3. Independent Variables
Theexperimentwas conductedover twodimensionsof independent variables, (1) check-
list support, and (2) scenarios.

Checklist Support
The two ECL designs are a between-subject independent variable which compares the
reproduced Boeing 787 ECL against the AECL. For both displays, participants com-
pleted two scenarios – a drive shaft failure and a hydraulic failure – under the same
conditions. In contrast to the drive shaft failure, the hydraulic failure is a more com-
monly trained scenario for pilot training. Evaluating multiple scenarios is important
since often-trained scenarios are found to be handledmuch better (Burian et al., 2005).
The scenarios have been verified through a high-fidelity Boeing 737-800 training device
by failing the Boeing 737-800 systems as described hereinafter.

Scenarios
Generator Drive Shaft Failure In this scenario, a failing Integrated Drive Gener-

ator (IDG) on the left-hand side was simulated. This failure caused the DRIVE 1 light
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on the overhead panel to illuminate and the EICAS to display the corresponding mes-
sage. Each IDG supplies its own bus system in normal operation and can also supply
essential and non-essential loads of the opposite side bus system when one IDG is in-
operative Boeing (2005). Besides the two engine generators the Boeing 737 is equipped
with a third generator powered by the APU capable of supplying both Alternating cur-
rent (AC) transfer busses. However, in this experiment the APU was unavailable.

Normally, if an AC source is disconnected the Bus Tie Breakers (BTBS) automat-
ically switch to the remaining available source. However, the BTBS for this scenario
were not functioning as expected, so AC transfer bus 1 did not receive the required
electrical power, causing AC transfer bus 1 to be left unpowered. This resulted in the
illumination of the SOURCE OFF and TRANSFER BUS OFF lights on the left side and
two more messages on EICAS. Also, the A-side autopilot (which was engaged) was now
disconnected and the autopilot disconnect horn sounded. Autopilot B, however, was
still available and couldbe connected. Bynow, both thewarning and caution lights illu-
minated on the annunciator panel. AC transfer bus 1 is solely responsible for powering
various subsystems, which shortly failed after the loss of AC transfer bus 1. Subsequent
annunciations on the overhead panel and EICAS were the YAW DAMPER, LOW PRES-
SURE lights for fuel pump 1 FWD, fuel pump 2 AFT, and hydraulic pumpELEC 1, TEMP
PROBE, L ALPHA VANE, and L ELEV PITOT heat lights, and window OVERHEAT lights
for L FWDandRSIDE. Eachof these failures has an associated checklist on theECL. Ad-
ditionally, ANTISKID, with an associated checklist on the ECL, is reported on EICAS as
well as GPWS INOP and HIGH ALT LAND INOP, which also were annunciated through
the INOP light on the aft pedestal. All annunciations and checklists appeared within
approximately 4 seconds after the first illumination.

Hydraulic Leak Failure The Boeing 737 has three hydraulic systems: system A,
system B, and the standby system. They can separately power all flight controls with
no decrease in aircraft controllability Boeing (2005). All three systems have a reser-
voir, pumps, and filters. The operating pressure is 3,000 psi under normal conditions.
Together, the hydraulic systems power: flight controls, leading-edge flaps and slats,
trailing-edge flaps, landing gear, wheel brakes, nose wheel steering, thrust reverses,
and autopilots.

In this experiment a relatively large hydraulic leak in reservoir A was simulated,
causing a loss of 10 gallons per minute. Once the reservoir quantity dropped below
18.7% of a full tank, the LOW PRESSURE lights of ENG 1 and ELEC 2 of system A on the
overhead panel illuminated. After approximately 30 seconds, the system A flight con-
trols were annunciated on the overhead panel, and the corresponding message was
displayed on EICAS. Also, the FEEL DIFF PRESS light illuminated as a result of the hy-
draulic system A pressure dropping more than 25% relative to hydraulic system B. Au-
topilot A, the engaged autopilot, was disconnected and the autopilot disconnect horn
sounded, however, Autopilot B was available and could be engaged. Hence, the an-
nunciator panel illuminated both warning and caution. The electric hydraulic pump
OVERHEAT light illuminated with the associated message shown on EICAS in case the
hydraulic system was not shut down within approximately one minute.

A result of the unpowered landing gear is that the gear needs to be lowered by grav-
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ity, or also knownas amanual gear extension (with handles under the flight-deckfloor).
After such operation, the gear cannot be retracted, which has a considerable impact on
the fuel consumption.

3.3.4. Control Variables
In this experiment, the following five control variables were used. Both groups had to
do the same concurrent task, which is a parallel task that required participants to re-
spond toATCmessages throughout each scenario to increase participantworkload and
add realism. Also, concurrent tasks are often a constraining factor during non-normal
events (Burian et al., 2005). Then, the checklists task is the task which is presented as
per the Boeing 737-8 QRH (Boeing, 2007). These were during both scenarios similar.
Both groups were comparable (within practical bounds) in pilot composition. They all
had comparable aircraft-type rating, experience in flight hours, role, and current em-
ployer. Both groups were presented with the similar flight plan. This information was
presented before starting the scenarios and how was communicated to the pilots sim-
ilarly. Finally, automation speed was the same for both groups. The assumed time
required by automation tomove a switch to a certain position. For the experiment, this
value was set at 0.5 seconds to guarantee a switch is in its correct position and give the
flight-deck systems ample time to recognize the new configuration before advancing.

3.3.5. Dependent Measures
The dependent measures of the experiment were as follows.

• Experienced workloadwas subjectively measured post-scenario using the Rating
Scale Mental Effort (RSME) (Zijlstra, 1993), a language-calibrated scale from 0 to
150 complemented with text indications to guide the participant’s own ratings.

• Situationawarenesswasmeasuredwith theSituationAwarenessRatingTechnique
(SART) (Taylor, 1990), a post-trial subjective technique which utilizes ten dimen-
sions to obtain a single consolidated score. Both RSME and SART were only tested
after each scenario toovercomeunwanted intrusions andworkloadduring the test-
ing.

• Performance is represented with the checklist completion time. Two variants of
completion times were assessed. Firstly, the time to complete the entire NNC was
measured,which includes the timespentonsearching for information (likeweather),
communication, and other concurrent tasks. This variable will be further referred
toas thegross timeof completion. Second, the timespentoncompleting thecheck-
lists itself was measured. This time excluded all time spent on other tasks. This
variable will be further referred to as the net time to completion. Accuracy was de-
liberately disregarded since both ECLS only allow a checklist to acquire a status of
completion when all steps are completed correctly. Furthermore, at the partici-
pant’s discretion, a step may sometimes be intentionally ignored by overriding the
line item, resulting in an incomparable measure.

• Choice of airport (destination, destination alternate, or departure) was registered,
as well as the time by which such decision was made.
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Figure 3.5: Experiment apparatus, the ECL (1) was positioned between the aft pedestal (7) and the row of
displays in front of the participant. The row contained, from left to right, the master caution (6), the Primary
Flight Display (PFD) (5), Navigation Display (ND), and EICAS, together presented as (4). The overhead panel
(2) was positioned above the pilot at the same inclination as in the Boeing 737-8 cockpit. Finally, the Mode
Control Panel (MCP) (3) was placed on top of the two screens in front of the participant. All screens, and
the thereon presented panels and displays, were operable by touch. The exception, however, was the MCP,
which was still mechanical.

• Concurrent task score was obtained by determining the accuracy with which a
participant responded to the correct call sign with the correct answer.

• Acceptance of both displays was assessed to identify if the design was deemed ef-
fective and suitable. Following a Crew Acceptance Rating Scale (CARS) (Lee et al.,
2001) flow diagram, the participant indicated a score from 1 to 10.

3.3.6. Apparatus
The experiment was conducted in a flat panel trainer setup assuming the Boeing 737-8
cockpit and systems from the point of view of the left-positioned pilot, for this experi-
ment the PNF. However, the 737 family does not have either the EICAS or ECL display.
The two displays were taken from the Boeing 787, which is considered as state-of-the-
art. This research adopted a synthetic flight deck, taking parts of the most advanced
pieces of Boeing aircraft (EICAS, ECL, and touchscreen technology) and integrate this
onto the Boeing 737-8 simulation platform.

The displays were presented on, following Figure 3.5, (1) on a 15” 4:3 XGA touch-
screen, (2)ona42” 9:16UHDtouchscreen, (4)and (5)ona21.5” 16:9 FHDtouchscreen,
(6) on a 15.6” 16:9 FHD touchscreen, and (7) on a 19.5” 9:16 FHD touchscreen. Addi-
tionally, the overhead panel was positioned in a 25-degree inclination, similar as on the
Boeing 737-8. The location of the informationwas presented as according to Figure 3.5.
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3.3.7. Training
A dedicated training scenario with made-up checklists was performed multiple times
to ensure the participant was fluent in navigating the display and the touch flight deck
before beginning the measurement stage. To focus the training on interaction with the
newdisplay only, a hypothetical non-normal scenariowas constructed. Herein, no log-
ical system knowledgewas required; rather, the focus was on the participant becoming
affluent with any type of action required during the experiment. This would include
the various step types from Table 3.1, a disconnecting autopilot, and the various func-
tions of the ECL/AECL display. During the briefing, specific instructions were com-
municated that, for the AECL, checklist completion was only to be performed through
automation, in order to guarantee the design was used as intended. Nonetheless, it
was allowed to access the checklist before and after the completion process to give the
opportunity to develop context where needed.

3.3.8. Procedure
The experiment started with a technical briefing, discussing the flight deck, EICAS, the
relevant ECL display (ECL or AECL), the flight plan, and the tasks at hand (primary and
secondary). Subsequently, the training phase set off which was repeated until both the
participant and experimenter were completely comfortable with the participant’s flu-
ency in operating the display and flight deck in order to avoid mistakes attributable to
display and flight deck unfamiliarity.

After the briefing and training, two measurement scenarios were completed: the
drive shaft failure and the hydraulic leak failure, each succeeded by participants in-
dicating their experienced workload, situation awareness, and commentary on their
decision rationale and thoughts on the nature of the failure. The order of the scenar-
ios presented was equally distributed within both groups by following a Latin Square
design. A short debrief was administered when both scenarios were completed, which
asked participants to indicate an acceptance score and to provide feedback on the de-
sign and touch flight deck. In total, the experiment duration averaged around 3-3.5
hours per participant.

3.3.9. Hypotheses
It was hypothesized that for the AECL, when compared against the baseline ECL:

1. Experienced workload decreases as a result of automation.

2. Time to completion decreases. With automation, less time is required to get the
aircraft in the correct configuration. Moreover, since less attention shifting is re-
quired when omitting the manual work, participants can better focus on solving
the non-normal event.

3. Situation awareness remains unchanged since the checklist steps were chosen
such to minimize this effect. The automated design might suffer from out-of-the-
loop complications (Endsley et al., 2003) in terms of perception (pilot is not observ-
ing the switches as much) since part of the aircraft’s non-normal configuration is
no longer done manually. However, such effects are expected to be minimal and
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not influence results. It canbe argued that situation awarenessmight even increase
because of the freed cognitive resources due to the automation, whichwould allow
for better comprehension (in the same time span), and projection of future status.
Again, such effects are expected marginal since the experiment is not constrained
in time.

4. Theconcurrent task score ishigher, dueboth a lower expected experiencedwork-
load – and thus an enhanced capability tomanage other tasks – and less attentional
tunneling when not manually completing steps.

3.4. Results
Seven participants per display completed the experiment, but data from two partic-
ipants (one from each group) were removed as one did not complete the scenarios
as instructed and the other because of incomplete data. Furthermore, parametric as-
sumptions were violated for the between-subjects setup, and due to the small sample
size, six for both displays, the Mann-Whitney U test is utilized where applicable.

3.4.1. Time to Completion
Time to completion is assessed in two ways. First, the gross value is analyzed, which
describes the time required to finish all checklists, and secondly, the net time to com-
pletion is considered, which considers the time spent with the checklists.

Gross Time to Completion
The gross time to completion results are visualized in Figure 3.6a. With the AECL, the
median is considerably lower for the drive shaft failure (ECL:Mdn= 832.8, AECL:Mdn=
602.2) and thehydraulic leak failure (ECL:Mdn=348.5, AECL:Mdn=240.4), with a drop
of 27.7% and 31.0%, respectively. Statistical results, however, do not report significance
for the drive shaft failure scenario (U = 9.0, p = 0.087) nor the hydraulic leak failure sce-
nario (U = 10.0, p = 0.115). This may be partially affected by one participant achieving
extreme scores with the ECL display. Apart from this participant, all (except one) of
the participants using the AECL achieved lower times to completion for the drive shaft
failure.

Similar trends can be observed for the hydraulic leak failure, where the AECL’s time
to completions are in the low range of the ECLdisplay. Additionally, time to completion
across all participants is very consistent for the AECL display in the hydraulic leak fail-
ure scenario. This is likely the consequence of the hydraulic leak failure scenario only
having one substantial checklist (loss of system A), wherewith the drive shaft failure
scenario 12 checklists appear.

Net Time to Completion
The net time of completion does show a significance for both the drive shaft failure (U
= 6.0, p = 0.033) and the hydraulic leak failure (U = 7.0, p = 0.046). Most likely, this mea-
sure better articulates the increased timeefficiency of theAECL, since thedata points of
the AECL display decrease more relative to the ECL display, as can be observed when
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(a) Gross time to completion
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(b) Net time to completion

Figure 3.6: Time to completion results

comparing Figure 3.6b with Figure 3.6a. The net time to completion medians are re-
duced by 31.3% for the drive shaft failure scenario (ECL: Mdn = 728.8, AECL: Mdn =
500.7) and42.0% for thehydraulic leak scenario (ECL:Mdn=322.1, AECL:Mdn=187.0).

3.4.2. Experienced Workload
The subjectively indicated RSME workload per design for both scenarios is shown in
Figure 3.7a, with a highermedian for the AECLdisplay in the drive shaft failure scenario
(ECL: Mdn = 37.5, AECL: Mdn = 50.0) and a slightly lower median in the hydraulic leak
failure scenario (ECL:Mdn= 32.5, AECL:Mdn= 32.0). TheMann-WhitneyU test reveals
no significant effect in the drive shaft failure scenario (U = 15.0, p = 0.343) and the hy-
draulic leak failure (U =16.0,p =0.404). ExaminingFigure 3.7amore closely reveals that
for the AECL, especially one participant indicated higher experienced workloads. Also,
the experienced workload scores are relatively widely spread for all experiment condi-
tions, perhaps with the exception for the AECL in the hydraulic leak failure, which is
more condensed apart from one outlier. Nonetheless, this would indicate a large vari-
ation on an individual basis and a recurrence of participants near the extremes. The
results indicate no difference between both designs in terms of experienced workload,
which does not support the hypothesis.

3.4.3. Situation Awareness
The situation awareness SART measurements are shown in Figure 3.7b. When consult-
ing the Mann-Whitney U test, results are insignificant for the drive shaft failure (U =
13.0, p = 0.234) and the hydraulic leak failure (U = 13.0, p = 0.235). Median values are
however higher for the ECL display across both the drive shaft failure (ECL:Mdn = 18.5,
AECL: Mdn = 15.0) and the hydraulic leak failure (ECL: Mdn = 21.0, AECL: Mdn = 16.5)
scenarios, partially driven by the outlier of the ECL display. Another interesting obser-
vation is themore defined range of situation awareness for the ECLdisplay, as the AECL
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(a) Experienced workload ratings
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(b) Situation awareness scores

Figure 3.7: Results for Workload and Situation Awareness.

values are more diffused in both scenarios.
The statistical insignificance and data observations indicate no difference in situ-

ation awareness for both displays and would support the hypothesis that despite the
introduction of automation, no significant impairment of situation awareness occurs.
This includes automation side effects such as becoming out-of-the-loop. Participant
comments, on the other hand, proved otherwise. It was a deliberate design choice to
minimize any information shown and that participants would have sufficient context
to understandwhat switches and selectorswere operated by the automation. Although
most participants were reasonably confident, the desire for more feedback about the
ultimate automation results was unanimous. Such commentary was mentioned in the
post-experiment questions, either in asking about participant trust in automation or
in what could be improved on the current design.

Finally, in context of the hypothesis, it cannot be concluded towhat extent automa-
tion negatively contributed due to being out-of-the-loop and how much it positively
influenced participants through freed cognitive resources to be allocated to develop
situation awareness.

3.4.4. Choice of Airport
Upon experiencing a failure, participants had the choice to either continue as planned,
or choose to divert to destination alternate. The departure airport was however too far
to be a suitable option. For the drive shaft scenario, the checklists communicated to
the pilot to “land at the nearest suitable airport.” The destination alternate is the near-
est airport, and hence, the task is to determine if it is suitable. As the scenario is set up,
the question iswhether it is allowed to conduct a RNAV approachwith the incurred fail-
ures and land safely on the runway. Other literature indicates thatwith the same failure,
RNAV approaches are no longer approved when AC transfer bus 1 and the APU are in-
operative (Etherington et al., 2016). However, as per the operatingmanuals for some of
the airline companies of which participants took part in the experiment, the minimum
RNAV requirements were not violated. This is likely the result of the ongoing devel-
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opment of airline companies’ risk position towards RNAV approaches. As such, both
options are possible. Theaddeddistance to the planneddestination is not substantially
greater than diverting to the destination alternate and would be commercially and op-
erationally more attractive. On the other hand, in some cases, the specific checklist
instruction of landing at the nearest airport would be ignored when not diverting to
destination alternate.

For the hydraulic failure, the best option is to continue as planned, since there is
still hydraulic redundancy left with hydraulic system B and the standby hydraulic sys-
tem after losing hydraulic systemA.Moreover, both hydraulic systemA and B are capa-
ble of single-handedly powering flight controls without losing controllability (Boeing,
2005). However, the choice of airport is one of full commitment since the landing gear
has to be lowered manually, increasing deployment time, and it can, once extended,
no longer be retracted. As a result, the aircraft suffers from a permanent drag penalty,
making other airports unreachable after a landing attempt. Therefore, when selecting
destination alternate, one becomes fully reliable on one runway and takes a riskier op-
tion.

For the drive shaft failure, four out of six participants diverted with the AECL dis-
play, whereas for the ECL five out of six chose to divert, as can be seen in Figure 3.8.
The time required to form a decision is shown in Figure 3.10, where the AECL achieved
lower median values compared to the ECL display (ECL: Mdn = 474.7, AECL: Mdn =
233.2). The Mann-Whitney U test indeed reveals a significantly lower decision time for
the AECL (U = 7.0, p = 0.046).

With the hydraulic leak failure, for both designs, participants diverted two out of six
times, as shown in Figure 3.9.

Interestingly, after investigation of experiment video recordings and post-scenario
commentary, none of the participants considered whether an RNAV approach was still
authorized, includingparticipants forwhich their current airlinedoesnot approveRNAV
approaches under this failure. Post experiment, participants were asked to describe, to
the best of their knowledge, the nature of the failure and what drove their decision for
the selected airport. The responses were rated on completeness and correctness. All
of them understood the hydraulic failure, but the generator drive shaft failure was fre-
quently not fully understood. There was no difference found between both groups.

Factors that drove the decision included the possibility for an RNAV approach, run-
ways availability, nearest airport, single autopilot, icing and turbulence conditions, fuel
consumption increases, and no EGPWS. Again, no differences were found between the
groups.

Regarding the time it took to choose an airport, Figure 3.10 reveals a lower median
decision time for the AECL display (ECL: Mdn = 328.6, AECL: Mdn = 157.7), and when
consulting the Mann-Whitney U test, the lower decision time is found to be significant
(U = 7.0, p = 0.046). Therefore, the AECL display shows significant time reductions for
both scenarios in formulating a decision when compared against the ECL display.

3.4.5. Acceptance
The acceptance scores obtained through the CARS measurement are summarized in
Figure 3.11 for the ECL and AECL display. When observing the figure, the AECL has
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Figure 3.8: Chosenairport during thedrive
shaft failure scenario
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Figure 3.9: Chosen airport during the hy-
draulic leak failure scenario

a more apparent consensus, with five out of six results equalling 8 out of 10. The ECL
shows more variability with scores mainly ranging between 7 and 9 and an outlier of
1. The outlier participant commented that the ECL negatively affected situation aware-
ness and lacked overview. Furthermore, the AECL has a slightly higher median value
(ECL: Mdn = 7.5, AECL: Mdn = 8.0). This difference, however, is found not to be signifi-
cant according to theMann-WhitneyU test (U = 16.5, p = 0.431). As alreadymentioned,
participants reported a lack of automation feedback, possibly capping the acceptance
score at 8 for the AECL display.
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Figure 3.11: Acceptance scores

3.4.6. Concurrent Task
The concurrent task score indicates the accuracy by which a participant completed the
challenge-response task. Per scenario, Table 3.3 shows whether the participant suc-
cessfully completed each concurrent task, in which only data points after introduction
of the failure were considered. Since participants had varying times of completion and
the concurrent tasks were initiated at set time intervals, some participants completed
more tasks than others. Tonegate this effect for the statistical analysis, only the concur-
rent tasks performed by every participant per scenario after introduction of the failure
(three for the drive shaft failure and one for the hydraulic leak failure) are included. Ta-
ble 3.3 shows little difference between both designs for the concurrent task accuracy.
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Table 3.3: Correct or incorrect completion of the concurrent tasks per participant after introduc-
tion of a failure

Drive shaft failure Hydraulic leak failure

Participant 1 2 3 4 Accuracy² 1 2 Accuracy³

ECL

1 × 3 3 3 67% 3 3 100%
2 3 3 3 × 100% 3 100%
3 3 3 3 100% 3 3 100%
4 × 3 3 3 67% 3 3 100%
5 3 3 3 3 100% 3 100%
6 × 3 × × 33% × 3 0%

AECL

7 × 3 3 67% × 0%
8 3 3 3 100% × 0%
9 3 3 3 3 100% 3 100%
10 × 3 3 67% 3 100%
11 3 3 3 100% 3 3 100%
12 3 3 3 100% 3 100%

Accuracy, ECL 50% 100% 83% 60% 83% 100%
Accuracy, AECL 67% 100% 100% 100% 67% 100%

For the hydraulic leak failure, it can be observed that one more participant achieved a
perfect scorewith the ECLdisplay, which has no effect on themedian values (ECL:Mdn
= 100.0%, AECL: Mdn = 100.0%). Unsurprisingly, the Mann-Whitney U test reveals no
significance (U = 15.0, p = 0.297). For the drive shaft failure scenario, the AECL slightly
outperforms (ECL: Mdn = 83.3%, AECL: Mdn = 100.0%), but no significance was found
(U = 14.0, p = 0.261).

3.5. Discussion
Thegoal of this researchwas to investigate the effects increased levels of automation for
the ECL during non-normal situations, an attempt to achieve lower workload and time
requirements, while maintaining situation awareness. Results revealed that particu-
larly checklist completion times and the final decision-making timeswere significantly
reduced.

The time required for a participant to get the flight deck in the correct configuration
reduced by 27.7% for the drive shaft failure and with 31.0% for the hydraulic leak fail-
ure, which converts to a time saving of 3 minutes and 51 seconds and 1 minute and 48
seconds, respectively. Counting only the time spent inside checklists further amplifies
thepercentage difference to 31.3% for the drive shaft failure and 42.0% for thehydraulic
leak failure. The gross time to completion did not differ significantly. However, the net
time to completion did, which is arguably the bettermeasure since it directly compares
the time allocated to completing the checklist. On the other hand, the gross value does

²Only includes the first three data points
³Only includes the first data point
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include factors such as the participant rationalizing the failure and deciding upon next
steps. Nonetheless, time reductions for the AECL are substantial and indicate a more
adequate approach to address a non-normal event’s sometimes stringent time require-
ments (Burian et al., 2005).

Etherington et al. (2020), with the synoptics and shortened ECL approach, found
comparable time reductions of 25% for a blocked pitot-static system scenario and 30%
in a left hydraulic system failure scenario. Especially the latter would directly com-
pare against the hydraulic leak failure. Interestingly, both proposed designs realized
approximately 30% time reductions, despite the distinctively different approach taken.
However, Etherington et al. (2020) indicated to have achieved a large variability in time
reductions, whereas for this research, the time reductions appear to be relatively con-
sistent. Additionally, when considering the net time to completion, the AECL slightly
outperforms with 42% when compared against the ECL.

The percentage difference between both the gross and net values can be explained
by, firstly, anarithmetic cause since timedifferencesarenowcomparedagainst a smaller
absolute value. Secondly, AECL-using participantsweremore likely to performconcur-
rent processing of checklists. For example, a checklist may ask participants to wait for
two minutes. In such a case, most participants chose to continue with another check-
list, since automation would take care of the remaining to be automated steps. Un-
like for the baseline, where the checklists were completed in isolation (not inside the
menu), from which it was perhaps less stimulating to continue with another checklist.
Other factors causing discrepancies could be, for example, the interrupting concurrent
task.

Experiencedworkloadwasnot significantly reducedasper theRSMEmeasure. Also,
the concurrent task scores do not indicate significant differences in dealing with com-
peting tasks. However, following the discussion on the reduced AECL time require-
ments, it can be argued that a comparatively equal experienced workload is achieved
for the AECL, but over a shorter time frame. Although the RSME scores do not support
the hypothesis of a decreased experienced workload for the AECL, above explanation
might hint towards an overall experienced workload reduction. This would require fur-
ther experimentation and could be enforced by putting a higher time pressure on the
participants. Thomas (2011) did show to achieve a lower experienced workload score
for higher levels of automation. However, due to the lack of challenge in the scenario
itself, the practical differences were considered minimal.

Little difference between the displays was observed in the decision-making out-
come, hence, the choice of selecting the planned destination or the destination alter-
nate. In the hydraulic leak failure scenario, participants for both displays took themost
appropriate decision 67% of the time, since the planned destination is commercially
most attractive and ample redundancy is in place. Furthermore, for both displays 33%
of participants selected a far more risky approach by committing to destination alter-
nate, where only one runway is available and other airports are unreachable with the
now non-retractable landing gear.

For the drive shaft failure scenario, 83% for the ECL and 67% for the AECL followed
checklist instructions rigorously on the basis of landing at the nearest airport, which is
destination alternate. Nevertheless, the exact checklist instruction was to land at the
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nearest suitable airport, which in context of the flight plan is encapsulated by answer-
ing the question whether the aircraft is still authorized to fly RNAV approaches with
an inoperative APU and under a drive shaft failure wherein due to an additional BTB
switch malfunction, AC transfer bus 1 is lost. Despite that other research indicates a
loss of AC transfer bus 1 and the APU inoperative no longer approves flying RNAV ap-
proaches (Kramer et al., 2018), after careful joint review by several participants, not all
airlines prescribe the RNAV approach as unauthorized in such case.

Notwithstanding, in all cases the operational consideration —whether RNAV ap-
proaches were still approved— was non-existent. Plausibly, this is because checklists
do not outline RNAV approach capabilities, rather, pilots are required to ascertain in a
proactive fashion whether such approaches are still approved. Similar findings of pilot
unawareness of the RNAV approach with the same scenario were found in a study by
Kramer et al. (2018). This calls into question the currentNNCcontentwhich could ben-
efit from better guidance on the technical feasibility of major flight components, such
as approaches. To address this issue, an avenue worth exploring are ecological inter-
face designs. This concern is however outside the scope of this researchwhere checklist
content is defined as a control variable.

Apart from decision-making outcomes, the time by which a decision was formed
was significantly reduced with the AECL design, with 50.9% and 52.0% for median val-
ues for the drive shaft failure and hydraulic leak failure, respectively. First, such out-
comes likely correlate to decreased time to completions for the ECL. Nonetheless, the
much greater percentage time gain is surprising, since for example in the drive shaft
failure, every participant started with a checklist that communicated to land at the
nearest suitable airport. Therefore, all participants early on received this instruction,
making the large difference in decision times surprising. Closer examination of video
materials reveals that participants typically first consultmore checklists beforemaking
a final decision, after inspection of critical elements such as fuel availability. An ex-
planation could be that through automation participants have information available
faster (lower times to completion) and only have to focus on directly relevant infor-
mation, can thereby faster comprehend the situation, and hence subsequently form a
decision. However, no significant evidence was found that supports or counters the
second part of this interpretation.

Following the above discussion, the proposed AECL design delivers promising re-
sults. First, significant time reductions in checklist completion times (net time to com-
pletion) and decision-making were found, which would allow the pilot to better meet
non-normal event timepressure (Burianet al., 2005) anddealwithhigher troubleshoot-
ing times found for SPO conditions (Etherington et al., 2016). Moreover, comparable
experienced workload and situation awareness was observed, but the measurements
were realized within a shorter time window. This could indicate a lower overall work-
load and faster development of situation awareness. Therefore, for future testing, it is
proposed to introduce a failure for which participants experience a higher time pres-
surewhen solvinga scenario. Anotherpossibilitywouldbe tomeasure throughout each
scenario run, but such measurements techniques can be intrusive and for that were
avoided for this experiment.

Additionally, continued design iterations regarding the communication of automa-
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tion outcomes are proposed. In doing so it is expected that higher situation awareness
scores and acceptance ratings can be achieved. It is, however, a trade-off in terms of
time requirements as more information may slow down the operator. On the other
hand, time may be gained, since, as observed for some participants during the experi-
ment, less time is involved in verifying the flight deck on the results of automation.

3.6. Conclusions
To better support pilots during non-normal event resolution tasks, this research pro-
poses system management support with elevated levels of automation (AECL) com-
pared to the current state-of-the-art (ECL) which was tested through a human-in-the-
loop experiment against a reproduced Boeing 787 ECL & displays with 12 commercial
pilots when assuming the Boeing 737 systems and flight deck hardware. Significant
reductions in checklist completion and decision time were found for both the tested
scenarios, with 31.3% and 42.0% lower median checklist completion times and 50.9%
and 52.0% lower median decision times for the drive shaft failure and hydraulic leak
failure, respectively. Following this result, pilots would be better positioned with an
AECL during emergencies wherein speed and accuracy is of essence.

Experienced workload did not significantly differ but was for the new design com-
pressed in a shorter time frame, indicating a potential to better match the many com-
peting tasks onboard aircraft during non-normal situations. Despite adopting automa-
tion, no significant indications of adverse effects on situation awareness were (yet)
found, supported by comparable decision-making outcomes between both designs.
Although initial results are promising, participants unanimously indicated a need for
more feedback from the automation. It is proposed for next design iterations to bet-
ter communicate automation outcomes. However, based on this cautious attempt, we
conclude that automating system management tasks workload can significantly be re-
duced andnot harm situation awareness. More radical designswith higher levels of au-
tomationhave thepotential to further reduceworkload, andpavingaway forworkload-
limited operations, such as RCO.
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4
Applied Cognitive Work Analysis

for Commercial Flight Operations
What information is needed to effectively support operational decision making?

In the previous chapters, the tasks of the pilot and the currently used flight-deck supports
were studied. It was pointed out that cognitive support systems can be enhanced to (1)
reduce workload resulting from system management tasks and (2) improve flight plan
management support.
Thedesign of this automation and cognitive support can be guided by a framework called
Applied Cognitive Work Analysis (ACWA). The first step in this framework is the creation
of a model, which maps goals and functions within a work domain. From this model,
cognitive, information, and representation requirements for a display interface can be
derived. The principle behind ACWA is to provide the operator with an improved under-
standing of the work domain, which inherently improves the decision-making perfor-
mance of the operator.
This chapter will provide the results of the ACWA performed for commercial flight opera-
tions and follows a stepwise structure similar to that of the design framework. However,
the last step —to translate the requirements to the visual form— is presented in Chap-
ter 5.
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4.1. Introduction
Today’s average smartphonehasfive-hundred timesmorememory available compared
to the Boeing 737 classic’s Flight Management System (FMS), which has a memory ca-
pacity of just under two-hundred kilo bytes and limited computing power. The devel-
opment of newer and more powerful computing hardware solves the previously exist-
ing limitations of storing and processing information. This computing power, together
with large touch displays (as introduced on the Airbus A350), and new communica-
tions systems, enable many new possibilities to present and interact with information
on the flight deck. Despite all these benefits, these technological advances can intro-
duce potential pitfalls. An abundance of information can easily lead to cluttered in-
terfaces, which can overload the pilot, and thus endanger the overall effectiveness of
the human-machine system. Simply adding new features and information is, there-
fore, not the way forward. Instead, before making any adjustments, designers should
rethink how the information presentation on the flight deck should be adapted to fit
the capabilities (both physically and mentally) of the pilot, such that s/he can perform
his or her job effectively. The technology should be adjusted to fit the users, not the
other way around —the main principle of human-centered-design (Billings, 1996).

Currently, the main role of the pilot is one of a decision-maker and a flight-plan
manager. He or she is the ultimate responsible person for the wellbeing of the pas-
sengers and efficient outcome of the flight. However, a lot of information needs to be
combined and processed to make informed decisions about the remainder of a flight.
This is not an easy job (Reitsma et al., 2017), especially under dynamic, time critical, or
non-normal conditions. Relevant information that is described in a myriad of docu-
mentation and presented in various forms, and on various displays on the flight deck
needs to be integrated by the pilot to make fully informed decisions.

Recently introducedsystems, suchasROPSandEGPWS, aimed toease thedecision-
making process. These recently introduced systems are tactical, task specific, and focus
on one aspect of the flight-plan management task (e.g., supporting ground operations,
landing calculations, or avoiding terrain collisions). However, support for the flight-
plan management task as a whole —the strategic part of the pilot’s job— is due to this
stepwise approach out of scope.

The following issues can be observed if the flight deck is reviewed holistically on
how it supports operational decision-making. First, different systems on the flight deck
alert all in a different place and format. For example, the are notes on the ECL, alerts
on the PFD, terrain warnings on the ND, fuel and instrumentation warnings on FMS.
Where EICAS was introduced to present messages in a centralized location, flight-plan
management alerts are spread out over the systems and displays. Second, not all con-
sequences or impacts on the flight plan are alerted by the supports leaving gaps to be
filled by the pilot, which creates the risk for unconsidered impacts. Next, alerting is cur-
rentlymuch focusedon the system level, for instance describing quantities of hydraulic
fluid, instead of a functional level (i.e., what can and cannot be done anymore).

Therefore, if the main role of the pilot is to manage the flight plan and make ade-
quate decisions; why not support this task better and make it the primary focus of the
flight deck displays?

Hence, this study aims to determine what information needs to be presented by
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flight-plan-management supports to aid the pilot in its role as a decision-maker for
commercial flight operations. This study will take a holistic approach; the cognitive
work performed in flight operation will be studied. From this analysis, a subset of re-
quirements will be created that can be used for a future display design of a decision
support tool —an operational decision-making support. Identifying what information
needs to be presented can be done in many ways. The objective is to design a decision
support system that intuitively aligns with the human user’s perceptual and cognitive
processes.

4.2. The Ecological Approach
Research in interface design can be categorized into three parts: user-driven, technol-
ogy driven, or problemdriven (Bennett, K.B. and Flach, 2011). User-driven approaches
aim to improve the usability and esthetics of a display (i.e., the look and feel) and the in-
teraction with the world – the task – is often simple and deterministic (Norman, 2013).
However, when the problem becomes complex, it becomes unpractical or even im-
possible to specify a task for each unique condition (Burian et al., 2005). Hence, an-
other approach is required to design interfaces for complex problem solving, namely,
a problem-driven approach. In such approach, the interface design is based on a thor-
ough understanding of the constraints in a work domain and the (cognitive) work that
needs to be performed within this domain (Elm & Potter, 2003). Presenting the opera-
tors with these constraints allows them to redefine their own tasks based on features of
the work environment (Rasmussen et al., 1994).

In this chapter, the focus of analysis is on the interactions between system and en-
vironment rather than the interaction between machine and human. The analysis in
this chapter will not include the last step of the analysis, which is translating the objec-
tive set of requirements into a visual form. This is because design for form or usability
is a process that requires skill and artistic creativity. The designed end product will be
different for every designer; it is highly susceptible to change whereas the analysis and
the derived requirements are more of a fixed, objective nature.

4.2.1. System-Environment Interactions
Controlling something in the world (doing work) can be achieved with predefined pro-
cedures. Procedures work well in conditions that are exactly as the predefined condi-
tions, such as predictable, stable, and simple applications. These applications are good
candidates for a task-based approach. In such applications, the procedure will lead to
successful control. However, for dynamic and complex applications, defining proce-
dures for each possible case is practically impossible, because of the endless possible
conditions. The outcome cannot be guaranteed since the actual conditions can differ
from the predefined conditions —making a predefined task worthless.

In the case of flight-plan management, the environmental conditions, the flight
plan, state of the plane’s systems are always different due to the chaotic nature of the
world. Take for example an instruction like: ‘If a thunder cloud is in front of you, turn
right.’ This might avoid the adverse weather, but what if there is a mountain on your
right? So, if these instructions will be followed blindly, the outcome might be unsuc-
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cessful, to say at least. Hence, a task-based approachdoes not provide a robust solution
for flight-plan management applications.

An example of a task-based approach in flight-plan management is as follows. Air-
linesuse in their operations escape routes toprovide guidance in case certain abnormal
conditions exist. For example, an engine malfunction above high terrain. These escape
routes can be followed to avoid collisions. However, these task-based approaches only
work if no other hazards are present on that route (e.g., bad weather or traffic). They
provide aid; work most of the time but cannot guarantee a successful outcome.

Instead, the effects of the system and its environment should be observable to al-
low the user to solve problems by themselves, whatever they encounter; and they will
determine their own tasks or adapt procedures.

Showing an accurate mapping of the interactions between the system and the en-
vironment will allow the user to determine when his or her goal is being successfully
achieved, and when not. The user can in this case adjust the system inputs or plan ac-
cordingly. The display should capture each element in the world that affect the user’s
plan and should present how the elements can be manipulated to achieve goals.

Humans solve complex problems with the use of a mental model. People process
information top-down and bottom-up (Rasmussen, 1983). In the top-down process
people startwith goals andpay attention to environmental elements that could achieve
their goals. Whereas with bottom-up reasoning, the process starts with an observation
from the environment to predict the effects on their goal.

Within the field of ecological psychology, the believe is that people actively look for
affordances ¹ of the elements around them to achieve a certain goal. An affordance is
a relation between the properties of an object and the capabilities of the agent which
determines how the object could possibly be used to reach the goal (Norman, 2013).
Affordances should be perceivable to support effective problem solving. Ideally, affor-
dances are derived from clues in the world that people simply pick up through direct
perception. Perceived affordances help people to figure out what actions are possible
without the need for labels or instructions; they become intuitive.

4.2.2. Ecological Interface Design
Providing an overview of the affordances in a work domain is the main principle be-
hind the Ecological Interface Design (EID) method (Vicente & Rasmussen, 1992). It is
compatible with how people solve problems in the real world.

The framework is structured around two questions. The first being, what is a psy-
chologically relevant way of describing the complexity of the work domain? And sec-
ond, what is an effective way of communicating this information to the operator? The
formalism to describe the work domain used by EID is the Abstraction Hierarchy (AH).
The Skill, Rule, Knowledge (SRK) taxonomy is used as a guideline for the visual repre-
sentation.

TheAHisused tomimic thementalmodelor ‘knowledgemodel’ that theuser should
have to effectively perform a task. It organizes the work domain into five levels, on the

¹First introduced by J.J. Gibson and describes it in his 1979 book: “The Ecological Approach to Visual Percep-
tion”
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top, functional purposes, and the bottom, physical form of elements. This is done to
stimulate both top-down and bottom-up reasoning.

The AH captures the relevant affordances and its elements in the work domain to
achieve the intended goals. Abstraction is used to understand the complexity of the
work, it removes the levels of detail to capture the most essential features of a system.
The interactions between the various functions and elements are captured by asking;
“Why?” (For the level on top), “What?” (For the level under consideration), and “How?”
(For level below). This will provide means-end links that give the user guidance to rea-
son through the system (top-down and bottom-up).

Although the AH is a powerful reasoning tool, it was found to have some limitations
to map the entire flight operations commercial domain (Reitsma et al., 2019). It was
found difficult to map all links in one AH. Furthermore, the five layers seem to be too
restrictive. Links can result into circular means-end links, which are not allowed in
hierarchies. And lastly, the clarity of the final artifact does not seem to be as useful as
intended due to the entangled lines and links.

The SRK taxonomy is prescribed as the guideline to present information on var-
ious levels, but not many use this in their design process —they see it more as a
recommendation— nor strict guidelines exist to determine what information should
be on the display and what not. The link between the AH and the visual form or dis-
play is therefore sometimes not clear, and relies much on the practitioner (McIlroy &
Stanton, 2015).

Instead for this study a stricter, stepwise process was chosen to guide the design
process. The method of choice for this study is the Applied Cognitive Work Analysis
(ACWA), which will be elaborated upon in the next section.

4.3. Applied Cognitive Work Analysis
The Applied Cognitive Work Analysis (ACWA) was developed by Elm & Potter (2003). It
is based on other modeling and design methods developed by Lind, Woods, Hollnagel,
Rasmussen, andVicente. TheACWAcombinesCognitiveTaskAnalysis (CTA)withWork
Domain Analysis (WDA) techniques, to a streamlined design process for decision sup-
port systems. It was intended as an pragmatic and effective design process, but has
been applied in only a few studies so far (De Filippis et al., 2014; Mondragon Solis &
O’Brien, 2011; Potter et al., 2003).

Foundations
A decision support system should present the information needed by the decision
maker, can be controlled effortlessly, complements the cognitive power of the human
mind, and support problem solving (Elm & Potter, 2003). The ACWA has four underly-
ing premises (Elm & Potter, 2003, p. 4–5) that distinguish it from other methods:

Premise 1: Humans form a mental model of the domain as part of their
understanding and problem solving.
…
Premise 2: The decision support system must itself embody a “knowledge
model” of the domain that closely parallels mental models representative
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of expert human decision-making.
…
Premise 3: An effective decision support system knowledge model is com-
posed of functional nodes and relationships intrinsic to the work domain.
…
Premise 4: An adaptation of Rasmussen’s abstraction hierarchy provides
theneeded representationof the abstract functional concepts and relation-
ships to form the basis for the decision support system functional knowl-
edge model.

The knowledge model is transferred into cognitive work requirements from which in a
stepwise process representation design requirements are derived. These requirements
are sequentially transferred into a visual from. Note that, the approach is still an itera-
tive process.

Functional abstraction network (FAN)
As was being stated in the premises, a knowledge model of a work domain needs to be
developed. This knowledge model is described in ACWA by a Functional Abstraction
Network (FAN). The FAN is a goal-means decomposition, which is based on the work
of Woods & Hollnagel (1987) (Elm & Potter, 2003). Vicente & Rasmussen (1992) con-
sidered the FAN as an alternative to the AH used in Ecological Interface Design (EID).
Furthermore, the FANalso has similarities withMultilevel FlowModeling (MFM) intro-
duced by Lind (1994), but the strict use of flows, such asmass and energy, are excluded.
Instead, each function controls its own commodity, which can still bemass and energy,
but also money, health, or space.

A functional node is a combined goal-process pair, and each process consists of
various functional operations that manipulate the commodity at stake. Sources, Sinks,
Storages, Transports are used in this study, but many more exist. Each functional node
(goal-process pair) can influence other nodes, even a specific part of the process can be
linked to another node. By creating such a mapping, the effects are precise and local-
ized. The functional nodes become a network of functions and goals, on several layers
of abstraction, where the top is normally a high level of abstraction and the bottom a
lower level. The goals can be obtained with an objective tree, which can be obtained
by asking question as, how? for the lower nodes, and why? for the upper nodes. This
modeling can continueuntil the practical boundaries of the domain are reached. These
objectives can be understood by interviewing and observing subject matter experts,
reading operation manuals, and studying system documentation.

Each functional node canhave their own commodity ofwhat the process is control-
ling. These functional nodes and the used functional elements are shown in Figure 4.1.
A commodity can be introduced from the world to the controlled system through a
sourceblock. The transport inflowblock canmanipulate the commodity (e.g,. a pump).
Furthermore, the commodity can be stored in a storage. Another functional block is
the transport outflow block, for example another pump, which can transport a part of
the commodity to a sink to be disposed and placing it outside of the boundaries of the
controlled functional node. This simple cycle can be done for many commodities, for
example money, health, spaces, and paths. Take for example money; there is a large
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Process Goal

Storage
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Transport, 
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Creator

Transport, 
Outflow, 
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Storage
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Transport, 
Inflow,
Creator

Transport, 
Outflow, 

Destructor

Sink
of commodity

Source
of commodity

COMMODITY

Process name

Figure 4.1: Template of the functional nodes, their connections, and the process with the various functional
operators.

amount of money in the world, however, this becomes only available if it transferred
to your bank account (e.g., by sales, gifts, investments). By spending something you
transfer the money outside of your reach (i.e., a sink). After the transfer this money
cannot be used by you anymore, however, it can act as a source for another block and
thus creating a network of functional relations.

Cognitive Work Requirements (CWR)
After the development of the FAN, cognitive demands for each part of that domain
model can be determined. They refer to tasks an operator needs to perform during the
decision-making, problem solving process. These include monitoring, controlling, se-
lecting, observing, analyzing for abnormalities, planning, thus basically all actions that
a user needs to perform. Each node, goal and component can have Cognitive Work
Requirement (CWR).

Information / Relationship Requirements (IRR)
“Information / Relationship Resources (IRRS) are defined as the set of information ele-
ments necessary for successful resolution of the associated CWR” (Elm & Potter, 2003,
p. 22). It does not list sensors or instrumentation, but determining what information
is required to perform the cognitive work. A IRR is focused on satisfying the cognitive
demands specified in the CWR. Important to note is that IRRS are not limited to the
data currently available in the system, instead identifying IRRS can drive installation of
sensors or development of models.

Representation Design Requirements (RDR)
The penultimate step in the ACWA process begins the shift in focus from ‘what’ is to
be displayed to ‘how’. The Representation Design Requirement (RDR) scopes the IRRS
to the intended supported tasks (a region in the FAN). A RDR states what should be
presented, with annotations of importance and priority. This is important for display
real estate allocation, and attention allocation of the displays. The RDRS also includes
descriptions of how the information is presented (i.e., with mode is used; audio, visual,
or haptic). It further includes all IRRS, but with added detail on how to present these.
This will be the main artifact that will be used by other engineers/developers.
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Presentation Design Concepts (PDC)
The last part is the more artistic phase that also requires knowledge of usability and
perception. The decision support will obtain its form and physical appearance in this
step.

4.4. Functional Abstraction Network
The process and theory of ACWA was described in the previous sections. In the up-
coming sections, this will be applied to map goals and functions of the work domain
commercial flight operations. The process starts with the development of the knowl-
edge model and the process of building the knowledge model initiates with identify-
ing the top-level goals and commodities. These goals and commodities are defined by
studying the overarching entity of the work domain, which is a commercial entity.

4.4.1. Key Values
A commercial organization, like an airline, has the purpose to create or increase value.
This value can be created by providing a service like transporting people or cargo. This
value can only be collected (sold) if the service is what peoplewant, for instance a flight
to a specific destination. However, this service needs to be safe, realized by arriving on
time, and the comfort level needs to be as promised. The value is determined by how
well these factors are achieved, but it can be influenced by the reputation of the com-
pany. Here reputation can be seen as the product of collected satisfaction and market-
ing.

The satisfaction of passengers can be influenced by operating according to —or
ahead of— the expected schedule, providing the promised comfort, lowering prices
(or providing compensations), and ensuring safety throughout the whole process. A
company wants to maintain the ability to produce and offer the service. Laws and reg-
ulations need to be followed to protect the ability to produce, if not a shutdown or fines
will be enforced. Hence, the airline needs to complywith these laws. One of these laws
are not to harm people (guarantee safety), which has top priority in aviation. People’s
health can be protected by not colliding or damaging the plane, and at the same time
providing safe conditions (e.g., not too hot, not too cold, and providing breathable air).
Moreover, damaging the plane adds costs and might endanger the continuity of the
operations.

These costs are of interest for the business and not necessarily for the passengers
once a ticket has been bought. The business tries to keep the costs low since this way
more value can be stored. Managing these five key values is the main priority for an
airline company.

The FAN for commercial flight operations is shown in Figure 4.2. The key values are
captured with the following nodes (see Figure 4.2) safety (node 5 and 7), compliance
(node 3), schedule (node 4), costs (node 1), and comfort (node 6).

4.4.2. System health
Maintaining ormaximizing the health of the systems is themain priority for the system
management task pilots need to perform. Each system and component have specific
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limitations for the operating temperature, pressure, electrical loads, quantities, vibra-
tions, and structural loads. Any fire, blockage, leak, short circuit, excessive load needs
to be avoided to prevent damage. The system health can be protected by providing
cooling, heating, lubrication, pressurizing, load management, and providing fire pro-
tection. Despite all these efforts, systems are subjected to wear and tear. After a cer-
tain time,maintenance or replacement of components is inevitable, which ismoreover
prescribed by regulations. Furthermore, resources like fuel, stored electricity, and flu-
ids are depleted after a certain time (depending on the usage). Therefore, the system
health can only be ensured for a certain time.

The system health and protection of the airplanes capabilities can be ensured with
redundant systems. If in any case a failure occurs, other systems can take over the func-
tional —or part of the functionality— to ensure sufficient performance to protect the
passengers from harm. This is shown in Figure 4.2 as the functional node block 7.

4.4.3. Passenger health and comfort
Humans, like systems, have specific limitations and needs. These all need to be met
to prevent harm. This includes providing shelter, providing a breathable environment
within comfortable temperature limits. This is all done with a pressurized cabin (in-
cluding doors, locks, seals), and the air conditioning system. Any toxic fumes, smoke
or gasses threaten thepeople onboard of a plane, hence emergency oxygen is provided.

Theneedsof peopleneed tobemetnot only toprotect against harm, but also topro-
vide a comfortable experience. Hence, lavatories, entertainment, and food services are
provided onboard. But here again, these safety and comfort levels can only be ensured
for a period of time since after a long period of time people get bored and cramped in
their seats, which can even lead to impaired health (Gavish & Brenner, 2011).

4.4.4. Space & Path
Thehigh levels goals canbeachievednot onlywith systemmanagementbut (obviously)
also with the flight operation itself (moving from a to b). The operation entails, moving
passengers fromthedeparture gate through spaceamongapathwithacertainvelocity
to arrive on time at the destination.

The principle of path and space are the key abstract concepts in flight operations.
The system (plane) has the affordance of motion. The system and its capabilities result
into amaximumandminimumspeed, turn radius, accelerating and stopping distance,
climb rate, etc. This will limit the possible motion and therefore the paths that can be
performed.

These paths, however, are within a space. Although space is in theory unlimited,
elements in the environment will restrict this space. These elements can be physical,
such as terrain, or virtual, like a control zone. The possible paths are largely restricted
by these spaces. Paths crossing a certain space that is hazardous or not allowed will
no longer achieve the goals, such as safety and compliance, respectively. The world is
full with paths and space constraints that can jeopardize a successful outcome of the
operation. This is an important concept in the functional analysis.

Paths and spaces can be constructed (made possible) or can be destructed (made
impossible). For some types of paths and spaces, it is possible to make them satisfac-
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tory again. For example, by requesting authorization (or clearances) a space or path
can open up. Moreover, in the case of emergencies, some path restrictions such as
noise abatement procedures, can be overruled to save the aircraft and the people on
board. On the other hand, some spaces are permanently unavailable for flight. These
are spaces occupied by terrain, obstacles, and traffic.

Themovement alongapath canbe split up into threedomains,which are inherently
different from one another. These domains are the (1) passenger or payload maneu-
vering domain, (2) ground maneuvering domain, and (3) flight maneuvering domain.
During the first and last part of the operation, the affordance movement is done by the
payload (i.e., passengers or cargo). Passengers can walk but are limited by their step
size. Boarding the plane, therefore, is done with stairs or air bridges. Cargo, however,
requires a whole different set of equipment to move (e.g., conveyer belts, ground han-
dling personnel).

However, payload also has its limitations and restriction in terms of space. It re-
quires a temperature within limits, preferably protected from weather elements like
wind and rain. The payload can also be restricted from a regulatory perspective. Some
people with certain visas are allowed, where others are not. The same holds for cargo.
In case of an unruly passenger, police assistance is needed. And, when a passenger is
feeling unwell s/he requires medical assistance. Some gates can offer these facilities,
and some do not (e.g., desolate airport in the desert). The ground facilities dictate for a
large part if the gate (destination) is suited for the payload or not.

Once all the passengers are onboard, the plane taxis to the runway. The movement
in this case is done by the plane, either with or without assistance. The movement is
restricted to the horizontal plane (lateral, longitudinal). The plane has a landing gear
that affords rolling and determines the turn radius. The dimensions of the plane, fur-
thermore, determine what paths are possible without collision. The ground space is
restricted by the supportive surface, the runways, taxiways, and apron. The combina-
tion of the type of tires, weight of the plane and the pavement need to be a fit (i.e., using
the Aircraft Classification Number (ACN) and Pavement Classification Number (PCN)
method). Theplane determines the suitability of the ground space. Thepaths, and thus
movement on the ground, is heavily restricted with markers on the taxi ways, runways,
and aprons. They can be seen as predefined paths that help the crew to determine a
non-colliding path. Certain areas and paths are restricted by ATC and can be opened
with authorization. Another important part of the ground operation is the transition
from ground operations to flight operations and vice versa. The conditions of the run-
way and theperformanceof theplaneplay a key factor in this. Trafficcanbe considered
as a dynamic space moving in time, with a virtual space around the traffic to provide
separation. Runways and gates can be occupied (time slots) and it is, therefore, im-
portant to take the time factor into account for ground space. The time factor is also
important since airports and therefore runways, have operating hours.

A plane has the capability to fly, hence the third domainwith the same principles of
space andpath. The combination of environmental conditions and the plane’s capabil-
ities create a satisfactory space. However, space is limited by many factors, which can
be hazards environmental conditions (e.g., icing areas, turbulence, or conflict zones),
or through regulations to protect separation (e.g., Minimum Sector Altitude (MSA), or
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Figure 4.3: Spaces and paths.

flight levels). These limits are presented in Figure 4.3. Regulations can make spaces
unsuitable for operation. However, certain spaces can be opened —made available—
by requesting clearance from the governing authority. Furthermore, there are systems
that increase the operating space, such as the pressurization system, anti-icing sys-
tems, or communications systems. The flight paths are limited by the accuracy of the
system for determining the positions of the own-ship and the surveillance of hazards
conditions such as terrain or precipitation. The affordance of flying comes from other
functions like flight controls, thrust control, etc. They determine the unrestricted op-
erating space. Unlike on the ground, airspace is more limitless. However, predefined
paths have been established to ease the task of choosing a suitable path. Path is a four-
dimensional construct. Path restrictions are on the longitudinal, lateral, and vertical
plane. Besides these, velocity and time are constraints that influence the operation.

The entire set of path and spaces (air, ground, and payload) need to satisfy the
higher-level goals. It obviously does not make sense to proceed to a gate at an airport
where people cannot de-board. The air path, ground path, and payload should not
be crossing any unsatisfactory spaces. Satisfactory spaces and path are defined by the
higher-level key value they support (i.e., safety, schedule, cost, compliance, comfort).
Conducting the flight following safe paths in a safe operating space should the top pri-
ority of the pilot. The safety value has the largest impact since it has the potential to put
an airline out of business. The goals related to the other values (comfort and cost) are
often jeopardized to guarantee safety.

Then, there are the compliance space and paths. Crossing non-compliant space
will lead to a violation of the rules and laws. Or performing a certain path, such as an
instrument approach, without the required equipment. This value should be followed
to avoid losing the licenses to operate. However, with these spaces and paths there is
already more flexibility and depends on how strict an individual is. Take for example
a traffic light. The path to the other side of the street becomes a non-compliant path
once the light turns red. Despite this many people take the risk and cross the red light.
Hence, in case of great urgency the regulations could be broken.

Next, a flight without arriving to the targeted destination is not a very successful
flight from a commercial and customer perspective (although pilots might disagree
since thefirst thingapilot learns inpilot school is “a good landing is a landingwhere you
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can walk away from”). This restricts the (ground) space and paths significantly. How-
ever, it is not uncommon in case of emergencies that these constraints are dropped for
the sake of safety, and the aircraft diverts to an alternate field.

Next in-line, in terms of priority, are the paths and space that will ensure comfort
and lower the costs for the organization. Pilotsmustmake a trade-offbetweenmultiple
constraints. For example, a faster flight might let more passengers meet their connect-
ing onward flights, at the expense of fuel costs. This constant trade-off is what makes it
difficult for the automation, even-though operating procedures exist to guide the pilot
this process requires years of training.

4.4.5. System Capabilities
The affordance of movement and available space is provided by the system capabili-
ties. Inoperative functions can lead to a reduced performance envelope and therefore
reduced operating space, or paths. The pilot has to alter his or her plan when such
conflicts occur.

Pilots need to know if a certain capability is available and can be used. Critical com-
ponents in aircraft are often equippedwith double or triple redundancy. It is important
to understand when a function is lost or close to being lost.

4.5. Cognitive Work Analysis & Information Requirements
The functional modeling efforts from the FAN are translated into CWRS and IRRS, as
shown in Tables 4.1 – 4.8.

For simplicity, the focus is put on the safety and compliance aspect of the operation
since the economic, comfort, and business are largely determined by dispatch of the
airline and business management. The analysis was initiated at node 5 in the FAN, as
presented in Figure 4.2. The area marked in blue in Figure 4.2 will be analyzed in the
CWR and onwards.

Table 4.1: The Cognitive Work Requirements (CWRS) and Information / Relationship Resources (IRRS) of the
goal-process node 5 with the goal: “Protect passenger & crew health.”

CWRG5.1 Monitor/predict the passengers health now and over time.
IRR G5.1.1 Present the conditionspassengers andcreware exposed tonowandover

time, together with the human limitations and exposure limits, such as
temperature, partial pressure, oxygen, accelerations, or air quality.

IRR G5.1.2 Present when health is endangered along the flight path.
CWRG5.2 Select counter measures; change flight plan, use protective systems, or

request/apply assistance.
IRR G5.2.1 Present availability of counter measures and effectiveness.

CWR P5.1 Determine the (cause) destructor of the people’s health.
IRR P5.1.1 Present hazardous causes inside the cabin now and over time.

CWR P5.2 Prevent harm by using protective systems (e.g., seat belts, emergency
oxygen, ventilation, cooling, heating, evacuation).

IRR P5.2.1 Present availability and status of protective systems
CWR P5.3 Decide if medical assistance (onboard or at hospital) is required, and

apply if needed.
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Table 4.1 Continued: The Cognitive Work Requirements (CWRS) and Information / Relationship Resources
(IRRS) of the goal-process node 5 with the goal: “Protect passenger & crew health.”

IRR P5.3.1 Provide an expert advice (medical doctor).
IRR P5.3.2 Deliver medical records to experts of harmed passenger(s).
IRR P5.3.3 Present location of the nearest (available) medical assistance.

CWRG5.4 Prevent harm caused by damage to the plane, such as collisions, or fire.

Table 4.2: The Cognitive Work Requirements (CWRS) and Information / Relationship Resources (IRRS) of the
goal-process node 7 with the goal: “Maximize system health & aircraft capabilities.”

CWRG7.1 Monitor if system health is, or will become, unsatisfactory for sustained
flight.

IRR G7.1.1 Present system capabilities, now and over time. Present if capabilities
are lost, or close to being lost. Indicate what parts of the flight are af-
fected.

IRR G7.1.2 Present manufacture’s or maintenance advice, such as “Land asap.”
CWRG7.2 Select counter measures; change flight plan (divert), use protective sys-

tems, reconfigure systems, or request/apply maintenance.
IRR G7.2.1 Present availability of counter measures.

CWR P7.1 Determine the cause (destructor) of the lost capability.
CWR P7.2 Determine what functionality can be recovered.
IRR P7.2.1 Present recommended procedure(s) to restore, or preserve system func-

tionality. Present an overview of functionalities that can be restored.
CWR P7.3 Stay on a safe path in a safe space.
IRR G7.3.1 See node 8 – 13 in Figure 4.2.

CWR P7.4 Decide if an immediate landing is needed.
IRR P7.4.1 Indicate if th airplane will become uncontrollable, or systems will dete-

riorate rapidly in the near future.
CWR P7.5 Determine if plane is still airworthy, or requires maintenance, for the

next flight.
IRR P7.5.1 Present where & when the plane can get serviced and how long this

would take.
IRR P7.5.2 Present if maintenance inspection is required, and if Miminum Equip-

ment List (MEL) is still satisfied.

Table 4.3: The Cognitive Work Requirements (CWRS) and Information / Relationship Resources (IRRS) of the
goal-process node 8 with the goal: “Achieve Satisfactory Path for Payload.”

CWRG8.1 Select a gate and ground handling services, to maneuver the payload
safely, time efficient, cost efficient, and comfortable to the aimed desti-
nation.

IRR G8.1.1 Present status of available and required services or facilities, processes,
and how much time they take.

IRR G8.1.2 Present relative movement and distance from docking site.
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Table 4.3 Continued: The Cognitive Work Requirements (CWRS) and Information / Relationship Resources
(IRRS) of the goal-process node 8 with the goal: “Achieve Satisfactory Path for Payload.”

IRR G8.1.3 Present not satisfactory spaces in terms of safety, costs, schedule, com-
pliance, comfort. See node 9 in Figure 4.2.

IRR G8.1.4 Present status of usable access points, such as air bridges.
IRR G8.1.5 Present turn-around time.

Table 4.4: The Cognitive Work Requirements (CWRS) and Information / Relationship Resources (IRRS) of the
goal-process node 9 with the goal: “Maximize Payload Space.”

CWRG9.1 Monitor suitability of gates.
IRR G9.1.1 Present availability of gates (i.e., time slot), and the cause of unavailable

gates.
IRR G9.1.2 Present safe gates, and the cause of not safe gates.
IRR G9.1.3 Present compliant gates, and the cause of not compliant gates.
IRR G9.1.4 Present the comfort level of gates, and the cause of not comfortable

gates.
IRR G9.1.5 Present many passengers will make connections, and how many not.
IRR G9.1.6 Present costs of gate service.
IRR G9.1.7 Present gate at planned destination.

CWR P1.2 Request permission, or facilities services to open up gates.
IRR P1.2.1 Present availability of facilities (such as maintenance, medical assis-

tance, accommodations, connections, customs).
CWR P1.3 Select a gate that is reachable with a satisfactory ground path.
IRR P1.3.1 See node 10 – 13.

Table 4.5: The Cognitive Work Requirements (CWRS) and Information / Relationship Resources (IRRS) of the
goal-process node 10 with the goal: “Achieve Satisfactory Ground Path.”

CWRG10.1 Determinewhatpaths are achievablewith theperformanceof theplane.
IRR G10.1.1 Present possible paths as a result of the system capabilities and environ-

mental conditions.
IRR G10.1.2 Present impact of different system configurations (achieving maximum

and minimum performance).
CWRG10.2 Select from the achievable paths a safe, cost-effective, compliant, time-

effective, and comfortable ground path.
IRR G10.2.1 Present if planned path is safe and within the safe ground space.
IRR G10.2.2 Present if the planned path is as budgeted.
IRR G10.2.3 Present at what time the plane will arrive at the planned gate.
IRR G10.2.4 Present if planned path is an authorized path by ATC and within the au-

thorized ground space.
CWR P10.1 Request push-back or towing.
IRR P10.1.1 Present status and availability of towing or push back.
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Table 4.6: The Cognitive Work Requirements (CWRS) and Information / Relationship Resources (IRRS) of the
goal-process node 11 with the goal: “Maximize Ground Space.”

CWRG11.1 Monitor suitability of runways, taxiways, and aprons.
IRR G11.1.1 Present availability of runways, taxiways, andaprons (i.e., time slot), and

the cause why runways, taxiways, and aprons are unavailable.
IRR G11.1.2 Present safe runways, taxiways, andaprons, and the causewhy runways,

taxiways, and aprons are not safe.
IRR G11.1.3 Present authorized runways, taxiways, and aprons, and the cause why

runways, taxiways, and aprons are not compliant.
IRR G11.1.4 Present costs of using runways, taxiways, and aprons and if this is within

budget.
IRR G11.1.5 Present runways, taxiways, and aprons at planned destination.

CWR P11.2 Request permission to cater ground spaces.
CWR P11.3 Select a runway, taxiway, and apron that is reachable with a satisfactory

air path.
IRR P11.3.1 See node 12 – 13.

Table 4.7: The Cognitive Work Requirements (CWRS) and Information / Relationship Resources (IRRS) of the
goal-process node 12 with the goal: “Achieve Satisfactory Flight Path.”

CWRG12.1 Determine what flight paths are achievable with the performance of the
airplane.

IRR G12.1.1 Present the possible paths as a result of the system capabilities and en-
vironmental conditions.

IRR G12.1.2 The impact of different system configurations (achievingmaximumand
minimum performance).

CWRG12.2 Select from the achievable paths a safe, cost-effective, compliant, time-
effective, and comfortable flight path.

IRR G12.2.1 Present if the planned path is safe and within the safe airspace.
IRR G12.2.2 Present if the planned path is as budgeted.
IRR G12.2.3 Present at what time the airplane is expected to arrive at the planned

gate. Together with the earliest time possible.
IRR G12.2.4 Present if planned path is an authorized path by ATC and within the au-

thorized ground space.

Table 4.8: The Cognitive Work Requirements (CWRS) and Information / Relationship Resources (IRRS) of the
goal-process node 13 with the goal: “Maximize Air Space.”

CWRG13.1 Monitor suitability of airspaces.
IRR G13.1.1 Present availability of airspaces including temporal aspects, such as

time slots, and the causes why airspaces are unavailable.
IRR G13.1.2 Present safe airspaces, and the causes why airspaces are not safe.
IRR G13.1.3 Present authorizedairspaces, and the causeswhyairspaces arenot com-

pliant.
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Table 4.8 Continued: The Cognitive Work Requirements (CWRS) and Information / Relationship Resources
(IRRS) of the goal-process node 13 with the goal: “Maximize Air Space.”

IRR G13.1.4 Present costs of using airspaces and wether this is within budget.
CWR P13.2 Request permission to open up airspaces.

4.6. Representation Requirements
The work domain captures many of elements that are spread over various actors, au-
tomated systems, and displays. The FAN as presented in Figure 4.2 and the CWRS, and
IRRS presented in the previously presented tables can form the basis for many appli-
cations such as: dispatchers, flight planners, ground operators, and of course pilots.
Moreover, the earlier presented IRRS are of such a variety that it would be practically
impossible that one display element embodies all of these requirements. Therefore,
the information requirements must be scoped and divided among display elements.
This scoping depends on the intended goal of the display element and the subset of
requirements that was analyzed with the FAN, CWRS, and IRRS.

In this project, the focus is placed on in-flight flight planmanagement in a scenario
where system management tasks are largely performed by the automation. The system
management tasks are allocated to automation, however, the implications on the flight
plan still need to be communicated to the pilot. Therefore, the decision-making sup-
port display should integrate all effects on the operation and transform this informa-
tion to flight plan relevant information. For now, the focus is placed on evaluation and
not (yet) on execution. Furthermore, all impacts that are related to comfort, schedule,
and economics are disregarded, for now. The focus will be put on safety and compli-
ance. The Representation Design Requirement (RDR) are presented in Table 4.9.

Table 4.9: The Representation Design Requirements (RDRS) for the flight plan management support

Context Displays should integrate all impacts on safety and compliance on the
operation and transform this information to flight plan relevant infor-
mation, such that the pilot can evaluate the impact of in-flight disrup-
tions.

CWR G5.1
IRR G5.1.2 Present when health is endangered along the flight path.
CWR G7.1
IRR G7.1.1 Present system capabilities, now and over time. Present if capabilities

are lost, or close to being lost. Indicate what parts of the flight are af-
fected.

IRR G7.1.2 Present manufactures or maintenance advice, such as “Land asap.”
CWR P7.2
IRR P7.2.1 Present recommended procedure(s) to restore, or contain systems. As

well as, an overview of functionalities that can be restored

RDR 1 Provide the status of the system capabilities, how they are affected, and
how they are impacting the flight plan. Show the recommended actions
to restore or contain functionality losses.
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Table 4.9Continued: TheRepresentationDesignRequirements (RDRS) for the flight planmanagement sup-
port

RDR 2 Provide an indication when passenger health and system health is en-
dangered.

CWR G9.1
IRR G9.1.1 Present availability of gates (i.e., time slot), and the cause of unavailable

gates.
IRR G9.1.2 Present safe gates, and the cause of not safe gates.
IRR G9.1.3 Present compliant gates, and the cause of not compliant gates.

RDR 3 Provide an indication of the availability, safety, and compliance of the
landing sites in relation to the operation.

CWR G10.1
IRR G10.1.1 Present possible paths as a result of the system capabilities and environ-

mental conditions.
CWR G10.2

IRR G10.2.1 Present if the planned path is safe and within the safe ground space.
CWR G11.1
IRR G11.1.1 Present availability of runways, taxiways, andaprons (i.e., time slot), and

the cause why runways, taxiways, and aprons are unavailable.
IRR G11.1.2 Present safe runways, taxiways, andaprons, and the causewhy runways,

taxiways, and aprons are not safe.

RDR 4 Provide an indication if runways are available, and provide sufficient
length to land safely with the current conditions (environmental con-
ditions and system capability).

CWR G12.1 Determine what flight paths are achievable with the performance of the
airplane.

IRR G12.1.1 Present the possible paths as a result of the system capabilities and en-
vironmental conditions.

CWR G12.2
IRR G12.2.1 Present if the planned path is safe and within the safe airspace.

CWR G13.1
IRR G13.1.1 Present availability of airspaces including temporal aspects, such as

time slots, and the causes why airspaces are unavailable.
IRR G13.1.2 Present safe airspaces, and the causes why airspaces are not safe.

RDR 5 Visualize the flight plan and airspaces resulting from the capabili-
ties/performance of the plane and the environmental conditions in the
horizontal, vertical, time, and velocity domain.
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4.7. Discussion
Thebenefit of the ACWA method is that an externalmental model is created based on a
normative work domain model that, if done properly, corresponds with the operator’s
mental model. This mental model is used to solve problems and make decisions. The
model embodies many elements. These elements have complex relations, which may
sometimes influence each other in a circular manner. The ACWA method allows for
such mappings, due to its less restrictive nature compared to other methods.

However, the real power of this technique is that abstract elements can be extracted
that can be used to explain many processes. The main abstract elements for air trans-
portation are space and path. These elements change over time. Spaces are created
and destroyed; they become possible or impossible; they become authorized or re-
stricted. This creation of spaces, or ‘opening theworld’ is dependent on the goal (safety,
schedule, cost, compliance, and comfort). The pilot has to choose which spaces can be
crossed andwhich not, depending on the intended operation. Another important note
is that spaces are influenced by time since some spaces are effective for a certain time
period.

The abstract element of path has similar characteristics as the space element. Paths
are created with the performance of the aircraft. For example, a helicopter has an en-
tire different set of created paths than an aircraft. An aircraft requires airflow over the
wings to generate lift, which results in a minimum speed; but also, a maximum speed
exists, which is often the result of the propulsion performance of the plane and struc-
tural capability of the plane. Each aircraft is different and can create different paths.
Restrictions on paths are also put in place, such as speed restrictions. The ‘width’ of
the path is the result of the position determining system. The human without aid is not
very good at estimating the position or altitude, especially if there is no visual contact,
so the error is large. The same holds for determining the position of other objects.

The FAN and the subsequently derived requirements capture a wide span of pro-
cesses. This is the result of the method in which the entire system is described. The
FAN can therefore be used for many applications as well as for specific tasks. Further
detail can be added if required for the focus area.

The knowledge base provided by the ACWA focused on all aspects of the flight oper-
ations inwhichmany actors are involved. Any of the tasks in the FANand the described
CWR are performed by others than the pilots, such as dispatch, maintenance, or oper-
ations management. Take for example a dispatcher, who’s task is to monitor multiple
flights at the same time. Instead of a single flight operation, many flights are being
controlled. For this task the ACWA can still be used. The focus is, however, in such case
placed on business operations.

Furthermore, some of the prescribed tasks are performed by the pilot. For example,
choosing a taxi route or runway is not possible, since this is determined by ATC. The
pilot often has simply to accept the clearance on controlled airfields. However, this can
change at landing sites where the pilot is responsible for its own ground operations.

The ACWA is intended as an iterative process by Elm & Potter (2003). This entails
that the model and requirements can be providedwith more or less detail based on the
intended use of the tool. One can start of high level and refine the model and require-
ments where necessary. Additional features on the displays can be added to support
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the requirements that are not fulfilled yet.
It is important to note that some requirements determined in the CWRS and IRRS

are not entirely pragmatic. Some requirements can be considered as a wishlist that
can drive new instrumentation or sensor technology. Each of the IRRS need to be as-
sessed to determine if what is required for is also realizable or practical. For example,
Table 4.1 describes the CWRS and IRRS to manage passenger health. However, this is
quite a difficult aspect to measure with sensors, is privacy sensitive, or compromises
comfort. Asking everybody to wear a measurement device, such as heart-rate monitor,
or a thermometer, would be onerous. But in this can other passengers or cabin crew
members can be appointed with this task. However, for the pilots this can become a
requirement for single crew operations, since there will not be another person to mon-
itor the pilot’s health. The identified requirements from the ACWA can thus be used as
basis for task allocation and the development of sensors and equipment.

The last step of transforming the RDRS was not described in this study, because this
is the more artistic part. Many possibilities exist to visualize these requirements. Skill
is needed in order to perform this accurately and effective. Knowledge of capabilities
of the human operator, such as attention, perception, and of usability is required for
this process. The RDRS are translated to a visual form in Chapter 5.

4.8. Conclusions
This study aimed to determine what information needs to be presented by flight-plan-
management supports. The focus was put on the pilot in its role as a decision-maker
for commercial flight operations. The ACWA provides a structured way to organize this
information. High-level goals and abstract elements are found that can be utilized to
describe the flight operation and impacts on the flight operations. The main abstract
elements of commercial flight operations in this analysis are found to be space and
path. Alerting in terms of these elements is according to this analysis an effective way,
from a cognitive perspective, to support understanding if the flight plan is still achiev-
able. The ‘new’ finding from this analysis is that the system capabilities together with
environmental conditions should be combined to map spaces and paths. Only then
does data become goal-oriented information, relevant for problem solving.

The CWRS, IRRS, RDRS can be used to design the intended support. However, the
applications are broader than one display. The FAN can be used the design a variety
of tasks, jobs, and automated systems. The CWRS, IRRS, RDRS can be extended if the
task requires to. This analysis can be seen as a holistic approach to map the work done
during commercial flight operations. Adaptations of the FAN and CWRS to other com-
mercial transportation domains is feasible, such as automotive, shipping.
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5
Design of an Operational Alerting

Support
What would the flight deck look like if it would be focused on supporting operational

decision making?

Automation is sometimes referred to as a double-edged sword, it can reduceworkload, as
was found in Chapter 3, but at the same time it can adversely affect situation awareness.
In Chapter 4, a Applied CognitiveWork Analysis (ACWA) was conducted, which provides
an objective set of requirements for the content of a user interface to support flight plan
management.
In this chapter, the predefined requirements are translated into a visual form. The main
ideas behind the operational alerting interface are explained and each display will be
discussed individually. In total, five displays were (re)designed to support flight plan
management.
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5.1. Introduction
The main responsibility of the human pilot is to manage and make decisions regard-
ing the remainder of the flight, as was discussed in Chapter 1 and 2. Hence, it would
be expected that flight decks currently in service would provide seamless flight-plan
management support (both tactical and strategical). In reality, predicting impacts on
the remainder of the flight can be a taxing task for flight crews (Reitsma et al., 2017).
This study was initiated to explore ways to improve flight-plan management supports.

This aim is also relevant in the light of recent development regarding automated
systems. System management tasks are increasingly automated. Although automa-
tion can reduce workload, increased levels of automation may reduce overall situation
awareness (Lee et al., 2017). Pilots do not necessarily have to be aware of every tech-
nical detail of the system (e.g., status of temperatures and pressures), but pilots should
be at always aware of the impacts on the flight plan caused by a changed system state,
in particular, when an automated system reconfigures without human intervention.
These impacts need to be communicated —in an effective way— to the pilot such that
s/he can make well-informed decisions. This study proposes a redesign of flight-deck
displays to enhance decision-making performance, by visualizing impacts on the flight
plan, and placing the primary focus of the supports on flight-plan management.

Interfaces canbedesigned inmanyways. However, human-machine systems should
be designed such that they are adapted to the humans’ capabilities (both physical and
cognitive) rather than requiring the human to train for and adapt to a system’s pecu-
liarities. An Applied Cognitive Work Analysis (ACWA) was performed (see Chapter 4) to
determine what information needs to be presented to effectively support the in-flight
decision-making process of commercial pilots.

The ACWA is a stepwise process, which starts by mapping the work domain accord-
ing to two key principles. First, the work domain is mapped to promote goal-oriented
reasoning. In this way both bottom-up and top-down problem solving is supported.
Second, the analysis uses abstraction to cope with the complexity of the work domain.
So, information is organized and summarized into easy processable elements, thus re-
ducing the overall cognitive demand.

Although the ACWA presented in Chapter 4 resulted into an objective set of Rep-
resentation Design Requirements (RDRS), the actual transformation to a visual form
was left untouched. In this chapter, the final step of the ACWA is performed, which is
transforming the RDRS into Presentation Design Concepts (PDCS) (i.e., the actual vi-
sual form). It is important to mention is that the transformation to a visual form is a
creative process. No absolute truth exists and many outcomes are viable. And for mul-
tiple outcomes the predefined requirements can be met. This chapter shows just one
possible outcome. The RDRS —as presented in Chapter 4— used as the starting point
for this study, which are summarized in the following section.

5.2. Representation Design Requirements
Table 5.1 shows the RDRS extracted from the full list of requirements performed in
Chapter 4. The requirements related to economic and comfort goals are left out. Those
are out of the scope for this initial concept design. Furthermore, the Cognitive Work
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Table 5.1: The Representation Design Requirements (RDRS) for the flight plan management support

Context Displays should integrate all impacts on safety and compliance on the
operation and transform this information to flight plan relevant infor-
mation, such that the pilot can evaluate the impact of in-flight disrup-
tions.

RDR 1 Provide the status of the system capabilities, how they are affected, and
how they are impacting the flight plan. Show the recommended actions
to restore or contain functionality losses.

RDR 2 Provide an indication when passenger health and system health is en-
dangered.

RDR 3 Provide an indication of the availability, safety, and compliance of the
landing sites in relation to the operation.

RDR 4 Provide an indication if runways are available, and provide sufficient
length to land safely with the current conditions (environment and sys-
tem capability).

RDR 5 Visualize the flight plan and airspaces resulting from the capabili-
ties/performance of the plane and the environmental conditions in the
horizontal, vertical, time, and velocity domain.

Requirements (CWRS) and Information / Relationship Resources (IRRS) are left out for
simplicity, but they canbe found inChapter 4, Table 4.9. These requirementswill be the
theoretical (human-centered design) foundation for the displays andwill be referred to
in the upcoming sections.

5.3. Visual Form
5.3.1. Design Overview
The design process initiates with determining the global layout of the display elements
(i.e., the number and position of the displays). This is an iterative process, as it depends
on the RDRS, the designer view, potential re-usable display elements and available dis-
play real estate. In this case, the available displays were based on the Boeing 787 flight-
deck architecture, which global layout is shown in Figure 5.1. Previous research is used
to visualize some of the RDRS (Van Paassen et al., 2018), in other cases new solutions
had to be found.

As was mentioned earlier, the focus of the flight-deck support was to present im-
pacts on the operation (i.e., the flight plan). A flight plan is subjected to horizontal,
vertical, speed, and time constraints within the abstract elements of space and path.
The displays needed to represent such spaces and paths across all these aspects. This
led to threemain display elements, theHorizontal SituationDisplay (HSD), the Vertical
Situation Display (VSD), and the Time and Velocity Situation Display (TVSD). The cur-
rent NavigationDisplay (ND) is used as a template canvas to which features prescribed
by the requirements from the ACWA are added. This also holds for the VSD, which al-



5

98 5. Design of an Operational Alerting Support

ready exist on the state-of-the-art displays. On the other hand, the TVSD is not existing
on the current flightdeck, but is used as a planning tool in other domains such as rail
trafficmanagement (Tufte, 1990) and air traffic control (Klomp et al., 2019; VanDer Eijk
et al., 2012). These various design templates are used to develop a TVSD for the flight
deck.

The three displays —HSD, VSD, and TVSD— work together and show the overview
of the flight plan, constraints, and capabilities of the aircraft from all aspects of the
flight plan. The multiple display elements are displayed in such a way that the visual
momentum is supported (Lee et al., 2017). For example, the scales are connected to
show the same effects on space and path on all displays.

Impacts are caused by both environmental and internal conditions (i.e., the sys-
tems). Awareness of the system capabilities is key to predict impacts on flight. Hence,
the implications caused by the system needed to be presented as well (RDR 1), result-
ing into the Functional System Status Display (FSSD).This status overview presents the
status of the aircraft in a functional way. An example of the is presented by Mumaw
et al. (2018). A change in capability does not necessary result into an impact on the
flight plan. For example, the lost capability to fly a precision approach path with a ILS
CAT III is not a problem if this approach was not initially planned, or if the weather
conditions do not require it. The pilot needs an overview to determinewhat caused the
impact, and to predict what future operations are possible.

Furthermore, RDR 1 prescribes that the displays should show an indication of the
impacts on the flight plan. This can be done in many ways; either by presenting it in
themap as labels, or to have a dedicated space to summarize the impacts. However, for
this concept it was chosen to present impacts in a central location, as a list of impacts.
This would ensure scrolling would not be needed. These list items can be seen as tasks
that need to be resolved, or fixed. This ‘fixing’ of the flight plan can either be done by
replanning, by reconfiguring the system, or by communicating to change the external
conditions (e.g., by asking for permission). The impacts can also be seen as alerts since
they are alerting for operational impacts. Therefore, the impacts are further referred to
as operational alerts.

Besides the task of fixing the flight plan, the systems need to be configured to avoid
further deteriorations, or restore functionality in case of a malfunction, or deliver the
demanded capability. Procedures are available that present the recommended actions
to restore or contain functionality losses. These actions are presented together with the
operational alerts. The pilots have therefore good overview of the malfunctions and
the consequential impacts. Containing malfunctions by isolating and reconfiguring
the systems has often the first priority after which the flight plan will be changed. All
these items are presented in the newly proposed Alerting and Task Display (ATD).

So, in total five views are implemented, which are: HSD, VSD, TVSD, FSSD, and
ATD. The locations can be changed, since Multiple Function Displays (MFDS) allow for
multiple locations of the display element. However, for this initial concept this is not
considered.
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Figure 5.1: The global layout of the proposed concept flight deck supports where the HSD, VSD,
TVSD, FSSD, ATD are newly introduced displays.

5.3.2. Horizontal situation display
TheHSD is arguably themost obvious display to represent the flight plan and operating
space. It embodies all of the requirements, RDR 1 – 5. The HSD shows spaces and
paths for theflight, ground, andpassengerdomain, the impactson theflight, andwhere
safety is compromised. The HSD is presented in Figure 5.2.

Flight Path and Airspaces
Figure 5.2 showsanon-normal case inwhichmultiple electrical systemsare failed, such
as the yaw damper, window heating and pitot heating systems. These result into is-
sues in controllability, sensing, and visibility when turbulence and icing conditions are
encountered, respectively. In this scenario, these turbulence and icing conditions are
present, hence, the area in which they occur is color coded with amber. These spaces
are now a threat for the safety of the flight. The current path is crossing these spaces,
which are highlighted with amber parts of the flight path. These amber parts of the
path correspond to an operational alert as depicted on the ATD, where more informa-
tion and guidance for resolution is provided.

Presenting icing or turbulence areas is not new, however, adding context in terms
of the flight plan (crossed, or not) and the systemcapabilities (protection systems avail-
ableon, ornot) is. This contextmakes information relevant since thehazardsarepointed
out with respect to the intended plan. The capabilities of the aircraft are important in
these considerations since these conditions can be managed with normal functioning
protection systems and would therefore be less severe and no longer be a threat.

System functionalities can ‘open’ or ‘close’ possible spaces. For example, Reduced
Vertical SeparationMinima (RVSM) airspaces require a set of systems to function prop-
erly in order to guarantee separation. If one of these system would fail, or is switched
off, using RVSM airspace would not be authorized. The space would then be marked
as ‘closed’ (i.e., amber or white depending on the severity). Some action needs to be
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taken to avoid the risk of collisions. For example, changing course or altitude to exit
this space, or asking permission from ATC to continue. This mechanism of opening
and closing spaces is a core principle behind the HSD.

a) Short term
Performance Envelope

c) Display Concept
b) Long Term 

Performance Envelope

Wind

Figure 5.3: Horizontal maneuvering capabilities for short and long term. Borst et al. (2008) and
Rijndorp et al. (2021) present a similar visual representation of other uses cases, such as engine
failures and flight envelope limitations.

The horizontal display presents the top-down view of the planned path. RDR 5
states that the capabilities of the plan should be presented. This translates to where
the plane can reach on the horizontal plane. In theory, each point would be possible
with a series of turns and straights. However, the reachable positions depend on speed
and time. Time is limited, due to the amount of fuel on board. The usage of fuel de-
pends on the performance of the airplane. Presenting the capabilities in the horizontal
plane can create some confusion due to the large number of possibilities to construct
a path.

However, one could indicate the range of the aircraft as an envelope, as is presented
in Figure 5.3. Figure 5.3 (a) presents a short-term envelope, just like (Borst et al., 2008;
Rijndorp et al., 2021). Here, the turn rate, and velocities determine the size of the enve-
lope. If more time is considered, more locations can be reached. A long term envelope
is presented in Figure 5.3 b). The outer boundaries can be reached with a specific set of
maneuvers. The boundaries of the envelope are showing the maximum reachable dis-
tance. This can be reached with several strategies, deviating from this specific strategy
(different turns, or different speeds) will result into not reaching the boundary. This is
indicated in Figure 5.3 (b) with the red line. It can therefore be dangerous if one would
rely too much on the envelope, a slight variation will make the path infeasible. This
is why it is not included of the HSD, and transferred to the TVSD, which will be pre-
sented later. The aircraft capabilities and the environmental conditions, such as wind,
produce an envelope presented by 5.3 (c). This allows the pilot to determine which air-
ports are out of reach and which are not.

Ground and Payload Path and Spaces
The HSD furthermore embodies RDR 3, RDR 4. Aircraft are limited by airports; they
can only land at dedicated places. However, in emergencies the pilot needs to be cre-
ative (e.g., US Airways Flight 1549 accident). These landing sites are either suitable or
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unsuitable, depending on the ground operations and passenger maneuvering capabil-
ity.

RDR 3 states that an indication should be provided if a landing site is available,
safe, and compliant with regards to the operation. The facilities can be unavailable, or
passengers have visa restrictions, or deplaning might be dangerous. In the HSD this is
depicted with the symbols presented in Figure 5.4. The color of the circle behind the
runway symbology provides an indicationwhether operation to that airport is suitable,
or if some limitations are present, making it impossible to achieve some or all goals.

Next, RDR 4 states that the feasibility of the ground operations needs to be pre-
sented, which is done by the symbols presented in Figure 5.4. The available runways
are presented with a white background, which stand out on the black background on
the flight-deck displays. The runway orientation is similar to the real world and will
be re-drawn based on the aircraft orientation. This is chosen based on the principle
of pictorial realism and principle of the moving part (Lee et al., 2017). This represents
the available ground maneuvering space. If a runway becomes unavailable, the run-
way is marked with a black background and with a cyan border. Unavailable runways
are determined not only from the status of the runways, but also considers the match
between the aircraft and the runway showing whether this particular aircraft can land
at that runway. A mismatch between ACN and PCN is another measure that can result
into anunavailable runway, since heavier aircraft canonly landon specially engineered
runways.

The length of the runway is also presented in the symbols; each symbol presents a
mini-map layout of the airport, again, to support the creation of an accurate mental
model of the operating world. The taxiways and aprons are not (yet) presented, but
this can be done in a similar fashion as the current airport map on Boeing aircraft or
the On-Board Airport Navigation System (OANS) on Airbus aircraft.

Besides the availability, the active runway with the estimated landing distance re-
quired is presented with a green, amber, or red bar. The color of the bar indicates if
an overrun is predicted. Green stands for sufficient landing performance, amber indi-
cates that the margin between the landing distance required and the landing distance
available is less than 500 meters, and red indicates an overrun. The calculation is per-
formedbasedon the environmental conditions and theplanned landing configuration.
It is assumed that external information on the runway conditions is available.

a) Suitable airport 
with two available 

runways

b) Suitable airport 
with one available 

runway

 c) Non-suitable 
airport from 

the passengers
perspective 

 d) Airport 
where landing 
performance 

is critical

 e) Airport 
where landing 
performance 
is unsufficient

Figure 5.4: Example of airport icons presenting ground maneuvering space, and passenger space.
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5.3.3. Vertical situation display
RDR 5 describes that it is necessary to visualize the flight plan and airspace properties
resulting from the ‘affordances’ of the aircraft and the constraints for the vertical do-
main. This aspect of the flight plan is presented by the VSD (presented in Figure 5.2).
The VSD depicts the vertical flight path as a projection of the flight plan as presented in
the HSD. The climb and descent performance are visualized in grey. The black part in
Figure 5.2 is the available operating space, and the greypart is unachievable. Thepath is
constrained by spaces along the way. A physical constraint is the terrain, which is pre-
sented with green in the example (i.e., in line with the EGPWS way of showing terrain).
However, other types of spaces are also present. They correspond with the spaces pre-
sented in the HSD. The pilot can observe where the path is crossing hazardous spaces,
and can consequentially create a solution; for example descend or ascend. If that is still
not possible, a solution could be to modify the horizontal track.

The ascent and descent limits are based on the current configuration of plane. The
ceiling is determined by the excess thrust, and the descent rate is limited, to not ex-
ceeding the maximum operating limit speed (𝑉𝑀𝑂). The descent rate will be increased
by extending the speed brakes, for example. So, the indications will be dynamic and
based on the current configuration and environmental conditions.

Margins are added in the form of Minimum Sector Altitudes (MSAS), or Minimum
Obstacle Clearance Altitude (MOCA), to avoid collisions with physical space (terrain).
These are not yet included in the concept, but would provide an excellent example of
a compliant space —as was investigated by Comans (2017). It is possible to enter this
space since it provides 1000ft obstacle clearance. However, these spaces are introduced
to provide a margin in case the altitude measurement is less accurate (e.g., when con-
ditions are deviating from the standard atmosphere). Flying lower than 1000ft from the
terrain will mean that air laws are violated, and consequences for the pilot or company
are expected.

This display is predicted to be very useful in abnormal situations where altitude is
critical, such as one-engine operation, extended gear operation, cabin depressuriza-
tion in proximity to terrain. The information on the VSD can provide that essential
insight. Furthermore, the cleared flight level can also be presented in the future (this is
not yet implemented in this initial version).

The idea of presenting the climb performance of the aircraft in relation with the
terrain on a tactile time-scale was first introduced and developed by Borst (2009) and
later extended for regulatory constraints by Comans (2017). This VSD concept intents
to present the capabilities of the aircraft and the operational environment holistically
for a longer timescale, such that it can be used for flight planning.

5.3.4. Time-Distance situation display
RDR 5 describes that the flight plan, operational space, and limitations needs to be
presented in terms of speed and time. This is what the TVSD depicts. It presents the
path as presented on the HSD and the VSD from the time perspective. The TVSD is
presented in Figure 5.5.

TheTVSDpresents distance vertically and time horizontally. This is chosen because
it was predicted that it would better fit the naturalmapping of users (based onNorman
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(2013)). Faster corresponds to ‘going up’ and rotate counterclockwise; going slower
would be down and rotate clockwise. The grey part is limited by the performance of the
aircraft. The upper-left area is caused by the maximum speed at which the aircraft can
operate, and the lower-right area is caused by the lowest possible speed (stall-speed, or
controllability speed). Since the path is presented with respect to distance, all speeds
are expressedas ground speeds. Thespeedenvelopedependson thealtitudeand isnar-
rower at higher altitudes and wider at lower altitudes. The configuration of the aircraft
will also impact the envelope, for example, flaps allow for a lower achievable speed,
and impose a reduced maximum speed limit. The flaps will make the envelope rotate
clockwise.

Airspaces and airports have all an availability in terms of opening hours (i.e., time
slots). These canalsobepresentedwith theTVSD.Thepilot can estimatewhen s/hewill
arrive and whether this is sufficient. By slowing down or speeding up a solution can be
found. The time is, furthermore, limitedby the resourceson-board, suchas fuel, battery
power, emergency oxygen, and fire suppression gasses. The TVSD is a new concept
on the flight deck. However, similar concepts are researched by (Riegman, 2018), and
presented in (Tufte, 1990, p. 45).

5.3.5. Task management display
The actions recommended to follow and to reconfigure the system in case of a failure
are presented in the Alerting and Task Display (ATD). They are a simplified version of
the checklist as presented in the QRH. The operational notes —stating what systems
are inoperative should be considered for the remainder of the flight— are removed,
since these are in this concept translated into impacts on the flight plan. The ATD is
presented in Figure 5.6.

Besides the ‘classical’ system management tasks, the operational alerts are pre-
sented. They correspond to the amber path sections on the HSD, VSD, and TVSD. They
provide the necessary explanation and possible actions to mitigate the issue. A contin-
gency plan can either include, reconfiguration of the systems, changing the flight plan,
or contact the outside world. The boxes in the ATD are buttons; the actions can be
accessed by tapping them. Figure 5.6 presents an example of a forward cargo compart-
ment fire that needs to be extinguished. When the fire is contained, the pilot can focus
on diverting to a nearest suitable airport. In this case, it needs to be within 60 min-
utes, which is dictated by the plane’s fire suppression system capabilities (i.e., based
on certification requirements).

Concurrently, the ATD is supporting the function of task management, which is a
crucial part of the work of a pilot. In essence, all tasks could be integrated in this list,
such that thepilot has a clear overviewandcanprioritize accordingly. Anemptydisplay
would mean that all tasks are done. This initial design only presents system manage-
ment tasks, and flight planning tasks.

5.3.6. System functionality display
RDR 1 and 2 dictate that an overview of the system status should be provided together
withwhat impacts the system implies on theoperation. This iswhat theFunctional Sys-
tem Status Display (FSSD) presents. An example of major electrical failure presented
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(a)
(b)

(c)
(d)
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by the FSSD, is shown in Figure 5.7.
The FSSD is divided into two parts. The top part presents the impacts on the opera-

tion imposed by the systems capabilities. It presents possible threats that may or may
not interfere with the intended flight plan, since this depends on the intended opera-
tion and environmental conditions. For instance, a planned approach with clear blue
skies and excellent visibility is not affected if ILS CAT III operation is not feasible from
a systems perspective. The FSSD will present impacts in such case only for awareness
and for planning purposes of future operations.

The lower part of the display shows the system capabilities. This overview presents
system status at a functional level rather than the conventional system level. The im-
pact on the functions is only presented if they are lost, or close to being lost. Airplanes
are often equippedwith redundant systems. Most safety-critical systems are even triple
redundant. It would notmatter if five out of ten systems are failed. In fact, it would only
matter if functions are lost or close tobeing lost. Furthermore, thepilot shouldbeaware
if critical functions rely only on one system. Such information is important to make a
well-grounded risk assessment. A lost function is presented as amber startingwith ‘NO
… ’, and a function that is close to being comprised is presented aswhite and is depicted
with ‘… ONLY’. Functions can also be lost in specific conditions. Probes, for example,
are getting blocked with ice if the heating systems are not functioning, however, only
when in icing conditions. This awareness is required to make an informed decision in
case theflight planneed tobemodified. This condition is presented in cyan inbrackets,
like [ if… ].

The functionalities are ordered in groups, which are: Auto flight, Flight control,
Ground control, Navigation and position precision, Communication, Surveillance,
Crew, Anti-ice, Fire protection, Cabin environment, Passengers, Fuel supply, Hydraulic
power, Electric power, Pneumatic power, and Mechanical power (engines and the
APU). These are derived from the FAN as presented in Chapter 4. A full list of the pro-
posed messages is presented in Appendix B.

5.4. Discussion
This concept is a first attempt to organize flight deck information in a holistic way such
that it supports flight-plan management. Since this is a first iteration, and further im-
provements are always possible. Experts in usability, perception, or linguistics would
most certainly come up with a different result, which is part of the iterative nature of
the design process.

More features can be added to provide better support in evaluating impacts on the
flight plan, such as the minimum sector altitude, flight-level clearances, hazardous
airspace, estimated radio-signal coverages, etc. However, the principle is capturedwith
these display elements and forms a good basis to extend upon.

More support can be added for the planning of a flight when the current flight plan
is ‘broken’. Standard routes can be added, such as Standard Arrival Routes (STARS),
Standard Instrument Departure Routes (SIDS), or escape routes for airlines to leverage
on prepared work. These should be assessed on feasibility by the automation based on
the system and environmental conditions.

An important issue that needs to be avoided is the potential risk of clutter. Once
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all spaces and path implications are added, it might be that the amount of information
is overloading the pilot even-though abstract elements are introduced to mitigate in-
formation overload. These issues can be determined by evaluating the displays under
various conditions, as will be done in the next chapter (see Chapter 6).

The HSD and VSD are already implemented on current flight decks. However, the
operating spaces and the operational impacts are not included in these conventional
displays. TheTVSD is, however, entirely newandmight bedifficult to interpret. Itmight
require users some time to familiarize with this display. Although these displays meet
the requirements introduced in Chapter 4, it does not guarantee the best solution re-
garding usability. Showing the impact on velocity and time with a display, such as the
TVSD isonlyone solutionandone that requires somecognitive effort for interpretation.
Other solutions to present time and velocity can be found if this approach turns out to
be too complicated. Furthermore, the TVSD also consumes a considerate amount of
space on the display, whichmight not be themost effective way of presenting this data.

Recommendedflight paths are deliberately not shown, since this canbe too leading
for the users. This was motivated in Chapter 1 with the discussion on levels of automa-
tion. The pilot should be always be engaged with the flight-planning process. Hence,
the options need to be generated by the user to keep the user fully engaged.

Although this concept was designed as a display suite on the flight deck, it can also
be applied to other concepts of operations. Think for example about the potential of
these displays for a remote-controlled solution, or as an operational support for airline
dispatchers.

5.5. Conclusions
The RDRS obtained from the ACWA, as presented in Chapter 4 were transformed into
a visual form. All RDRS were translated successfully in five display elements. The HSD,
VSD, TVSD, FSSD, and ATD.This preliminary concept provides the flexibility to present
all capabilities and constraints induced by the system and environment on the oper-
ation, respectively. Features can be added or improved if necessary. The usability or
styling are possible to be improved upon. However, this first attempt should be evalu-
ated before any further adaptions are made. Next, a usability study will be performed
to understand how users work with the concept and most importantly if it will reach
the intended design goal, which was to design flight deck interfaces focussed on flight-
plan management to enable the pilot to better manage and make more well-informed
decisions for the remainder of the flight.
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6
Evaluation of an Operational

Alerting Support
What is the impact on human performance if the pilot is provided with an operational

decision-making support?

In Chapter 4, an Applied CognitiveWork Analysis (ACWA)was conductedwhich resulted
in a set of Representation Design Requirements (RDRS). These requirements were trans-
lated into novel interfaces to support operational decision-making in Chapter 5. These
five new displays were designed to lower workload and improve decision-making per-
formance. However, the developed interfaces need to be evaluated to determine if the
human performance objectives are met.
In this chapter, the results of a human-in-the-loop experiment are presented. This ex-
perimental evaluation will provide insight about the human performance implications
with which the design objectives can be verified.
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6.1. Introduction
Recent press releases confirm that industry and regulators are working jointly on oper-
ating concepts to reduce the required number of pilots on the flight deck (Frost, 2021).
These concepts are part of the much-debated paradigm of Reduced-Crew Operations
(RCO). RCO promises economic benefits, however, studies indicate that pilots require
more troubleshooting time and make less well-informed decisions, when they are on
their own on a modern commercial flight deck (Bailey et al., 2017; Faulhaber, 2019).
These studies show unacceptably high levels of workload when operating under RCO.
Interestingly, these workload issues are not unique to RCO; they also occur, although
less frequently, during current two-pilot crew operations (Australian Transport Safety
Bureau, 2013). Increased automation is often mentioned as the remedy to lower the
pilot’s workload, in particular automation that takes over the ‘easier’ system manage-
ment tasks (Bailey et al., 2017; Harris, 2007). However, it can be expected, based on ob-
servations from the past (Bainbridge, 1983), that introducing such automation might
degrade situation awareness and decision-making performance even further, which is
a worrying prospect.

With this in mind, an operational decision-making support was developed follow-
ing a framework called Applied Cognitive Work Analysis (ACWA) to counteract the ad-
verse effects of increased system management automation (see Chapter 4). ACWA was
specifically developed by Elm & Potter (2003) to design effective decision-making sup-
ports. The prototype consists of five displays with multiple views, which are a com-
bination of adapted current flight deck displays and newly designed displays to sat-
isfy the requirements of the ACWA. The outcome of the ACWA, and therefore, the main
idea behind this prototype is to show the impact on the flight plan resulting from ever-
changing systemcapabilities andenvironmental conditions (e.g., amalfunctioning sys-
tem or adverse weather conditions). It is hypothesized that this overview of impacts
aids the pilot to make more informed decisions with less effort. The translation from
the requirements to the visual form is a distinct process in which display design prin-
ciples, such as visual momentum, become useful. This process was described in Chap-
ter 5. However, the prototype is not yet been evaluated, so it is unknown if it is aiding
the pilot in the decision-making process. This chapter presents the evaluation of the
prototype.

The developed prototype gathers, analyzes, and transforms information automati-
cally into flight-plan-relevant information, in a similar way humans process informa-
tion.¹ The prototype is of an information automation type, since it will not create op-
tions nor make decision. Decisions are opted to be made by the pilot, such that s/he
remain ‘in the loop’. Theprototype is designed to support thepilot in itsmost important
task as a decision-maker on-board of the aircraft.

In short, the working principle behind the prototype is that the overview is pre-
sented of operating constraints in relation to the goals of the operation. This overview
enables the pilot to directly perceive the operational goals that still can be achieved.
Moreover, the prototype alerts on an operational level, as a result the prototype will be
referred to as the ‘operational alerting’ prototype.

¹This is a core principle of the AppliedCognitiveWork Analysis (ACWA) as it structures information in a Func-
tional Abstraction Network (FAN) which is inspired on how humans process information.
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The aim of this chapter is to evaluate this operational alerting prototype with an ex-
tensive human-in-the-loop experiment to determine the influences of this prototype
on decision-making, and workload. The prototype will be compared with a mod-
ern flight-deck set up to determine these influences. Another part of the experiment
is to evaluate the usability of the novel displays; a crucial factor for the performance
of interfaces and user-centered design. The results of this experiment will verify if this
prototype is working as intended and if the ACWA is effective as a design-method for
decision-making supports.

Based on the discussed design premises, the following three hypotheses will be
tested in this experiment:

𝐻1 The use of the prototype displays will result in more well-informed decisions
as can be expected from the ACWA method.

𝐻2 Theexperiencedworkload of the pilots will be less than the baseline flight deck
supports while using the prototype, since the pilots only but have to decide,
and are not occupied with gathering all relevant data.

𝐻3 The pilots using the prototype displays will require less time to manage the ab-
normal event since information does not have to be acquired manually from
operatingmanuals and tables compared to the current flight deck support sys-
tems. This can be expected due to the elevated LOA at the information acqui-
sition and analysis stages.

In the next section, the prototype is further elaborated upon. Then, the experimental
setup will be presented, which is followed by results of the experiment.

6.2. Operational Alerting Prototype
The operational alerting prototype is implemented on three main displays on which
five display elements are presented, which are the Horizontal Situation Display (HSD),
Vertical Situation Display (VSD), Time and Velocity Situation Display (TVSD), Alert-
ing and Task Display (ATD) and the Functional System Status Display (FSSD) (see Fig-
ure 6.1).

Flight-planmanagement is supported by showing the operating space and impacts
on theflight plan. Aflight planor apath is expressed in fourdimensionshorizontal, ver-
tical, and time, which is a result of speed. Limitations (or constraints) on the flight plan
can be encountered across all these dimensions and need, therefore, to be reflected in
the displays. For example, restricted airspaces limit horizontal and vertical operation,
where the performance of the plane is limiting the speed profile.

Since the prototype is focused on flight plan management it shows the operating
space (i.e., resulting from the capabilities of the aircraft), the flight plan, and the as-
sociated constraints within these dimensions. This is the reason to express the flight-
plan with three dedicated display elements, each presenting one aspect of operation.
Thehorizontal operating space and pathswith their corresponding constraints are pre-
sented on the HSD (see the upper display element the display marked with the 1 in
Figure 6.1). The operation is presented from a vertical perspective on the VSD (see the
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lower display element on the display marked with the 1 in Figure 6.1). This displays
shows a projection along the flight path. This same projection is present by the TVSD,
which shows the operating space and its constraints from a time-velocity perspective,
as marked with the number 2 in Figure 6.1. The HSD also presents the status of the
‘ground’ and passenger domain, as it presents available runways, and feasible airports.
These impacts are the result of the transformation of system capabilities, and environ-
mental conditions.

The system capability is presented as an overview on the FSSD (see the display el-
ement on the right-hand size marked with the number 3 in Figure 6.1). This overview
presents if a functionality is lost, if the function has only a single redundancy, or if the
function will be lost under a certain condition (e.g., for systems that can fail if operated
at a higher altitude). The functions are categorized in groups. The upper part of the
FSSD is reserved for the implications that the system status is imposing on the opera-
tion. However, a non-normal system state does not necessarily cause an operational
alert. Take for example an inoperative yaw damper, which degrades flight stability,
however, this is only a ‘serious’ problem when turbulence is encountered. If no tur-
bulence areas are crossed, no to little will be noticed from this failure. Nevertheless,
the FSSD shows these implications to support the pilot’s awareness.

System malfunctions can have a large impact on the operation. In such scenarios
the priority of the pilot is to reconfigure the system to stabilize the systems and restore
functionality, first. This task is supported with checklists which are presented by the
ATD (see the display element on the left-hand side marked with the number 3 in Fig-
ure 6.1). The checklists otherwise presented in the Electronic Checklist (ECL) are pre-
sented in the ATD. Due to limited space, checklists were shortened, and irrelevant or
overridden items are suppressed. Each next step will appear once the previous step
is completed. Each checklist appears as a button with the checklist title, which can
be accessed by pressing it. The prototype does not have an Engine Indicating and Crew
Alerting System (EICAS) display, since this is replaced by functional information on the
FSSD and, if procedure exist, by the ATD.

Besides the checklists, the ATD presents also operational impacts on the flight plan
as ‘operational alerts’. Theoperational alerts present the ‘broken’ parts of theflight plan,
which require awareness, or require ‘fixing’ through replanning. The operational alerts
presented on the ATD as list items, can be clicked to access more information or possi-
ble solutions. However, these list items correspondwithwhat is presented on the other
displays.

All the conceptdisplayelementswork together, utilizing thevisualmomentumprin-
ciple (Woods, 1984), to provide an overview across all dimensions. It supports the pilot
to comprehend where, when, and how the flight plan will be affected. The concept is
dynamic; it checks in real-time the state of the plane, its environment, and compares
it to the intended operation to determine if and where the current flight plan requires
‘fixing’. However, options or recommendations are deliberately not provided, since the
pilot should perform the ‘fixing’ processmanually to keep the pilot cognitively engaged
during the process.
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6.3. Method
6.3.1. Participant Characteristics
In total, thirty-two (Dutch) airlinepilots participated in the experiment. Thegroupcon-
sisted of twenty-two captains and ten first officers. All possessed, or had possessed, an
Airline Transport Pilot License and Boeing 737 type-rating. Many of the pilots also had
previous experience onother aircraft types (fromregional towidebody), and theyhad a
variety of (previous) employers. The average age of the pilots was 43.2 years (SD = 8.9)²,
and had been flying commercially on average for 18.8 years (SD = 8.9). The total flight
hours average was 9324 (SD = 4239). The average hours on the Boeing 737 series was
4243 (SD = 2868), see Figure 6.3 formore details. In short, all of themwere familiar with
the systems, procedures, and controls of the Boeing 737. Of the thirty-two pilots, thirty
pilots were male, and two were female. Hence, the sample group is a representable
reflection of real-world pilot population³.

The pilots enrolled voluntarily, were entitled to a travel cost compensation from
their home address in the Netherlands to the Simona Research Simulator (SRS) at the
Delft University of Technology and consented to the privacy and safety statements be-
fore they participated in the experiment.

6.3.2. Independent Variables
The experiment was conducted over two dimensions of independent variables, (1) the
flight deck configuration, and (2) scenarios. The design is, however, mixed to enable
responses on usability from the entire participant pool.

Flight-deck Configuration
The flight deck configuration is a within-participant independent variable. The effect
of the novel interfaces on human performance can only be quantified if it is compared
with a reference flight deck. The Boeing 737-800 architecture is taken as a point of de-
parture, for practical reasons such as the availability of technical documentation, sim-
ulation models, and pilots. However, the Boeing 737-800 cannot be considered a state-
of-the-art flight deck, because it is lacks common flight-deck supports like Engine In-
dicating and Crew Alerting System (EICAS) and Electronic Checklist (ECL). These tech-
nologies have proven to decrease cognitive workload and reduce human error (Boor-
man, 2001). Comparing theprototypewith theflight-deck of aBoeing 737-800 is, there-
fore, a step backward. Instead, the Boeing 737-800 flight deck was slightly modified to
represent a modern flight deck with large touch-enabled displays, EICAS, and ECL (see
Figure 6.2a), further referred to as the baseline configuration or Boeing 737 ‘modern-
ized’. However, the systems and physical switches were kept like the Boeing 737-800.
TheBoeing 737Maxalsohas large screens and is very similar to our adapted version, ex-
cept for the EICAS, and ECL. A slight difference between a real ECL and the ECL used in
our set-up is that the conditional statements —items where the user has to select the
appropriate condition— are not automatically sensed and completed. In our set-up
this needed to be done manually, leaving some room for errors.

²The average European airline pilot is 43.7 years (in 2016) according to CAE (2017)
³4.22% of the airline pilots in the US are female, based on FAA data, according to (Pilot Institute, 2020)
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Thesetupwith thenovel interfaces (concept configuration) is a variation to thisBoe-
ing 737 ‘modernized’, where theND,EICAS, and the forwardpedestal displays (present-
ing the ECL) were replaced with the operational alerting prototype displays. The other
systems, controls, and interfaces were kept similar to the Boeing 737 ‘modernized’ (see
Figure 6.2b).

The consequence of this is that pilots are new to both flight deck interfaces. How-
ever, the differences of the baseline were small compared to the difference with the
prototype. The flight deck effects (illuminated lights) presented during a certain failure
were all checked with a certified Boeing 737-800 training device. The presented EICAS
messages in the baseline and prototype were translated and conforms to the Boeing
787 phraseology.

(a)Baseline configuration, Boeing 737 ‘modern-
ized’

(b) Concept configuration, Boeing 737 ‘mod-
ernized’ with operational alerting concept

Figure 6.2: Flight-Deck Configurations

Scenarios
Each system-failure scenario has its own unique set of tasks, inoperative systems, en-
vironmental conditions, and consequences, which result for each case into a different
decision. Failure scenarios cannot be presented twice since the decision would then
be made quicker due to the previous experiences. Therefore, the scenario is a between
independent variable. The combination of failure and environmental conditions were
all treated separately in this experiment. Four scenarioswith each a different combina-
tion of failure and environmental condition were completed by each participant. The
scenarios were designed to provoke and test decision-making. Three of the scenarios
weredesigned tohavedifferent environmental conditionsby introducing icing and tur-
bulence areas. The combination of failures and these environmental conditions made
each scenario unique. However, many aspects are kept constant, to avoid confusion.
The experimental runs were initiated from the same point —2 hours and 15 minutes
after take-off— at an altitude of 34,000 ft, and the remaining time to the destination
was 2 hours. The scenarios were as follows:

The first scenario, a fire in the forward cargo compartment, is based on an inci-
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dent described by the Transportation Safety Board of Canada (2018)⁴. During this sce-
nario the followinghappened; 35 seconds into the simulation, the fire bell sounded, the
CARGO FWD FIRE light illuminated, and the associated EICAS message appeared. Con-
sequently, the corresponding checklist appeared on the ECL, and ATD, for the baseline
and concept, respectively. The checklist prescribes to discharge a bottle of halon, a fire
suppression gas, in the cargo compartment, andplan to land at the nearest suitable air-
port. The fire suppression system is certified to sustain a minimum concentration of 3
percentHalon for 60minutes to prevent re-ignition on theBoeing 737-800. If theHalon
escapes the cargo compartment, oxygen can enter and can cause the fire to (re)ignite.

The second scenario was simulated as a leak in the left bleed duct inspired on an
incident reported by the AAIB (2010). Prior to this leak, the following CPDLC message
was presented: ‘GRANDWALL FIR SEV ICE OBS N OF N46 SFC/FL300 STNR NC’. This message
announced that in a part of the Grandwall Flight Information Region (FIR) severe icing
conditions had been observed (see the area indicted by the number 1 in Figure 6.4, the
airspace overhead the destination airport). Thismessage appeared 10 seconds after the
beginning of the simulation. At t = 45 seconds, the left WING BODY OVERHEAT light illu-
minated. Awing-body overheat condition is caused by a bleed air duct leak. It is sensed
by the overheat sensors across the plane. Concurrently, the associated EICAS message
and checklist were presented. The checklist prescribed to isolate the right bleed air
supply, and switch off the left bleed air supply, resulting in a single pack operation
as the aircraft was dispatched with an inoperative APU. The packs are responsible to
pressurize and to supply temperature-controlled air to the cabin. A single pack can
maintain pressurization but will be stressed by doing so. However, once airborne no
limitations are imposed by the Miminum Equipment List (MEL) on single pack opera-
tion. However, if the event had happened before take off, then the MEL states that the
flight altitude should remain at or below FL250. In any case, if the pressurization can-
not be maintained, the plane has to descend to 10,000ft, which is not always possible
overhead mountainous terrain. The left bleed system also supplies, inter alia, hot air to
the left-wing anti-icing system, and since the bleed systems were isolated, the left wing
anti-ice systembecame inoperative. The right-wing anti-icing systemwas still supplied
with hot air, however, to avoid asymmetric ice built-up the entire wing anti-icing sys-
tem needs to be turned off according to the procedures.

The third scenario was a scenario in which a combined loss of an hydraulic and
anti-skid system occurred. This scenario was inspired on an incident reported by the
Icelandic Transportation Safety Board RNSA (2018). Two seconds after the beginning
of the simulation two messages appeared, stating: ‘DRYSTONE FIR SEV TURB OBS W OF
W101 FL120/FL410 STNR NC’, and ‘DRYSTONE FIR SEV TURB OBS S OF N44 AND W OF W100
FL150/FL380 STNR NC’ —both described turbulence areas located east of the current po-
sition (see the spaces indicted by the number 2 and 3 in Figure 6.4). According to the
original flight path, one of the two spaceswill be crossedwithin half anhour. This forms
no immediate threat if all passengers and cabin crew are seated under normal condi-
tions. However, at t = 110 seconds, a hydraulic leak appeared in system B, as a delayed
result from a tire burst. As a result two LOW PRESSURE lights illuminated on the over-

⁴The failure is replicated. However, each of the incident-inspired scenarios differ in the moment the failure
was introduced and environmental conditions.
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head panel, indicating that both the ENG 2 hydraulic pump and ELEC 1 hydraulic pump
sensed a lowpressure condition. At the same time theEICASmessages; HYD PRESS SYS B,
YAW DAMPER, ANTISKID INOP, and the associated checklists appeared. This was accom-
panied by a low quantity flag on the synoptic panel. With an operative yaw damper,
severe turbulence should be avoided as prescribed by the checklists. The checklist also
prescribes to power the rudder by the standby hydraulic system. As a result, Autopilot
B became inoperative, but in the scenario Autopilot A was connected. Another con-
sequence of these failures is an increased landing distance caused by two factors. The
first is the loss of hydraulic pressure B, in response to which the checklist prescribes
a landing configuration with manual braking, and flaps 15 —to guarantee sufficient
go-around performance. The required landing distances for many normal and non-
normal cases are described in performance tables. The second factors is the antiskid
failure, which increases the landing distance even more. However, performance data
was only available for flaps 40, not flaps 15 which was needed as prescribed by the loss
of hydraulic B system checklist. The required landing distance needed, therefore, to
be estimated. Furthermore, in this scenario the landing gear cannot be retracted once
lowered. An extended gear increases drag drastically, the choice for an airport was,
therefore, in this scenario one of full commitment without escape alternatives.

In the fourth scenario, a failure of the left generator drive and the ACbus 1was in-
troduced. This unlikely event caused many inoperative systems at the same time. This
was explicitly chosen to overload the pilot. In this scenario, all the messages about ic-
ing conditions, and turbulence conditions were presented within the first six seconds.
After 82 seconds in the simulation, the generator drive on left side failed, indicated by
the EICASmessage ELEC GENDRIVE L and the leftDRIVE light on the overheadpanel. Nor-
mally, this would not cause any consequential failures, but for this study’s purpose the
Bus Tie Breaker (BTB) failed to reconnect the bus. Hence, AC bus 1 remained unpow-
ered and the messages ELEC GEN OFF 1 and ELEC AC BUS 1 appeared. Consequently, the
systems that were powered by the AC bus 1 became inoperative which were indicated
with the lights on the overhead panel and the following EICAS messages: FUEL PUMP
1 FWD, FUEL PUMP 2 AFT, HYD PRESS ELEC 1, YAW DAMPER, HEAT TEMP PROBE, AUTOPILOT
DISC, EQUIP COOLING EXHAUST, WINDOW HEAT L FWD, WINDOW HEAT R SIDE, ANTISKID, GND
PROX SYS, HEAT PITOT ELEV L, and HEAT ALPHA VANE L. All these messages have an associ-
ated checklist, which appeared on the ECL. Since the APUwas still inoperative, a single
AC source remained available in which case the checklist states to plan to land at the
nearest suitable airport.

Theparticipants required training tobecome familiarwith the set-upand the exper-
iment process. So, a training scenario was presenting in which both system malfunc-
tions and environmental impacts occurred. The failures and combinations of failures
are fictional and selected to familiarize the participants with completing checklists. In
this scenario, after 5 seconds an ATC message appeared notifying that an airspace on
their left was active. They would not cross it. After 13 seconds, the engaged autopilot
disconnected and the EICAS messages appeared AUTOPILOT DISC. Twenty seconds later
the EICAS messages ENG FUEL FILTER BYPASS, ELEC TR UNIT 1, and FLIGHT DOOR UNLOCK
appeared. A consequence of blocked filters is that a flameout might occur soon. This
forced them to land at the nearest suitable airport. Furthermore, the battery was dis-
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charging. This scenario was excluded from the data analysis but is presented here for
completeness.

Thepreviously introducedscenarios are summarized inTable6.1. Theorder atwhich
they were presented to participants is discussed later in Section 6.3.3.

Table 6.1: An overview of the scenarios presenting both the injected system malfunction and
environmental conditions.

Scenario System effects Environmental condition
Training (T) Autopilot A, engine fuel filters, TR unit 1, and

flight deck door unlocked
Airspace R-4009 active (see
Figure 6.4)

1 Fire in forward cargo compartment none
2 Bleed leak in left wing Icing conditions (Area1 inFig-

ure 6.4)
3 Loss of hydraulic system B, and antiskid Turbulence conditions (Area

2,3 in Figure 6.4)
4 Left engine IntegratedDriveGenerator (IDG),

and AC bus 1
Icing and turbulence condi-
tions (Area 1,2,3 in Figure 6.4)

6.3.3. Experimental Conditions & Design
Experiment Design
Decision-making and Situation Awareness (SA) is largely based on experience (Endsley
et al., 2003). This made a within-subjects (or repeated-measures) design for the sce-
narios impossible since the participant would recognize a failure scenario and would
handle faster, influencing the measure for completing time for a certain display.

On the other hand, usability testing is another important part of the evaluation,
which requires all participants to work at least once with the new displays. So, this ex-
periment followed a between-subjects design for the combination of display and sce-
nario with 16 data points. The scenarios are unique since they are a combination of
system failures and environmental conditions.

Each flight-deck configuration presented messages, checklist, and impacts (for the
novel displays) based on the failure condition. Therefore, each scenario and display
configuration will give an unique test case. The participants presented with both the
baseline and the concept display, to allow them to provide feedback on the usability
post-experiment. The order in which the scenarios and display configurations were
presented to the groups is presented in Table 6.2. The participants were presentedwith
the baseline and concept interchangeably, starting with the baseline. The baseline was
presented first to make the transition less steep. The test condition —combination of
scenario and display type— was not seen twice by any participant.

The participants started with three training runs. After this, they were presented
with the post-run survey, such that they knew what to expect during the proceeding
runs. The data collected in the training sessions were not used in the analysis, and the
participants were occasionally given some guidance on using the displays. Once the
training sessions were completed, the real measurement runs started. Each run was
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followed by a post-run survey. After all runs, participants were presented with a final
survey to review the overall process, which can be found in Appendix D.

Table 6.2: The experimental matrix, where B stands for Baseline and C for Concept displays. The
scenarios are presented in Section 6.3.2 and summarized in Table 6.1.

Experimental Run
Training 1 Training 2 Training 3 1 2 3 4

Group 1 Touch-panel training ScTB ScTC Sc1B Sc2C Sc3B Sc4C
Group 2 Touch-panel training ScTB ScTC Sc2B Sc1C Sc4B Sc3C

6.3.4. Control Variables
In this experiment there were three control variables, the participant group, operating
environment and the available information sources.

Participant Groups
The participants were randomly divided into two groups (16 participants each). One
group was performing the first scenario with the baseline while the others did it with
the concept displays, this was alternated for all four scenarios. Therewas no significant
difference in age, experience, nor other characteristic (see Figure 6.3).
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Figure 6.3: Participant characteristics between the two groups. No significant difference in any of
the characteristics was found. Mann-Whitney rank test (U = 127.0, p = 0.492) for age, (U = 113.5,
p = 0.298) for years of commercial flying experience, (U = 106.0, p = 0.208) for total flight hours,
and (U = 122.5, p = 0.425) for flight hours on Boeing 737-800.

Operating Environment
As stated before, decision-making is a result of experience (short and long term). This
implies that a pilot who flies a certain route frequently makes different, or faster de-
cisions than a pilot who never flies that specific route. To mitigate this bias, a ‘fake’
world is constructed with non-existing airport names, however, the used airports are
renamed such that the airport are still based on reality andnot everything is entirely fic-
tional. TheFIRS are, however,made-up anddesigned to challenge the decision-making
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process of the pilot. This gave every participant an equal knowledge base. As a conse-
quence, it is likely to assume that pilots are slower in making a decision, since every-
thing is unknown, have to be figured out, and double-checked. The pilot’s decisionwas
limited to go to either one of five airports in the ‘fake’ world, which were IWLL, IRDM,
IOPK, IDST, and IWLF (as shown in Figure 6.4).

Orville Wright Intercontinental Airport/Warmhill (IWLL) is the departure airport.
This airport is George Bush Intercontinental Airport/Houston (KIAH) in the real world,
which is a large airport with multiple very long runways at almost sea level.

Redmountain International Airport (IRDM) is the destination airport (Missoula
Montana Airport (KMSO), in reality). This airport is located at 3206 ft above sea level,
has terrain in the area, andhas two runways. One runway is 2896meters long, the other
is 1406meters long. IRDMhas an ILS, two RNAV(GPS) and one RNAV(RNP) instrument
approach. The shorter runway is closed, and the longer runway has amedium reported
brakingaction. Theairport is in theGrandwall FIR.Redmountain is advertisedaswinter
seasonal holiday destination.

Thedestination alternate airport isOatpeaks International Airport (IOPK), which
is in the real world Spokane International Airport (KGEG). It has two runways and a
variety of instrument approaches. The available approaches at IOPK are: 2 ILS/LOC,
2 ILS with CAT II or CAT III, 5 RNAV(GPS), and 1 RNAV(RNP). This is introduced as the
company’s favorite airport in case of a diversion, since it is already been planned for.
Its furthermore the company’s regional hub.

The nearest airport is Willowfort Regional Airport (IWLF). This airport is in real
life Southwest Wyoming Regional Airport (KRKS), however, the Aircraft Rescue and
Fire Fighting (ARFF) category is lowered to ICAO category 2 to challenge the decision-
making process. At this airport, prior permission is required, if an air carrier wants to
operate with more than 30 passengers. ARFF category 2 is sufficient for aircraft with
an overall length of 9 m up to but not including 12 m. The Boeing 737-800 length is
40 meters and its minimal ARFF category, under emergency conditions, is 4 – under
normal conditions it is higher. Hence, landing a Boeing 737 on this airport is not al-
lowed since the fire-fighting services are not equipped adequately. IWLF has an ILS
and a RNAV(GPS) approach for runway 27, where runway 9 has a RNAV(GPS) and VOR
approach. The airport was advertised as a remotely located, old military airfield.

The airport located east is Drystone International Airport (IDST) and is inspired
on Casper/Natrona County International Airport (KCPR), however, in the simulation
this airport is moved a bit more eastward to make the decision a bit more challenging
(N44∘8′5.6862′′𝑊103∘5′44.5308′′). This airport was presented as a cargo airport with
some facilities and a city nearby. It has two runways with a length of 3098 meters and
2645 meters. All runways have a RNAV(GPS) approach and runway 3 has also an ILS
approach.

Flight Plan & Information Sources
The flight in the experiment was planned to go from IWLL to IRDM —a total time of 3
hours and 56 minutes (comparable with a flight from Amsterdam, The Netherlands to
Antalya, Turkey; a typical flight for a Boeing 737-800). The aircraft had 181 passengers
on-board and was dispatched with an inoperative APU. The pilots were briefed on the
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Figure 6.4: Map of the experiment flight plan with the
possible airports, where (1) is the icing area presented
in scenario 2 and 4, (2) and (3) are both turbulence ar-
eas that presented in scenario 3 and 4.

Table 6.3: Information provided during ex-
periment

Call sign DUT 961
Departure airport IWLL
Destination airport IRDM
Altn Destination IOPK
Cruise altitude FL340
Passengers on board 181
Flight time 3:56 Hours
APU Inoperative
Zero fuel weight [kg] 60,900
T/off weight actual [kg] 75,300
Total fuel [kg] 14,695
Trip fuel [kg] 10,860
Altn fuel [kg] 1,895
Fuel at start [kg] 7,900

flight plan before the flight, and during the experimental runs they had the same in-
formation available to them in paper format. These papers included: the flight plan,
the weather (METAR, TAF), the NOTAMS, a map, airport information with all the avail-
able approaches, and landing performance tables. This information can be found in
Table 6.3 and in Appendix C.

6.3.5. Dependent Variables
The impact of the prototype on decision-making performance and workload cannot
directly be measured since both measures are constructs. However, they are indirectly
reflected through a variety of measures (both quantitative and qualitative, subjective,
and objective). The user experience of displays was measured by questioning the pi-
lots about their experiences and opinions, and bymeasuring the number of errors they
made while executing a task. First, the variables used to measure decision-making are
elaborated.

Informed Decision-making
The prototype has the purpose to improve the decision-making performance of the
pilots. Decision-making is, therefore, the key variable in this experiment. Decision-
making depends on personal experiences and on how risk-averse a person is. This
means that there is no such thing as an objectively ‘right’ decision since the decision
dependents on previous experiences and the beliefs of the individual. Regardless of
the outcome of the decision, a decision should be based on accurate information; the
decision should be well informed.

During each test run, pilots needed to specify the plan of action for the remainder
of the flight, after the introduced non-normal events. Participants needed to decide
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about; the landing destination, the landing configuration, the runway, and how the
flight path should be altered based on their expertise and observations. From all these
factors, the landing distance required can be calculated. The pilots were also asked
to calculate or estimate it by themselves. Decisions on the final destination, the er-
ror between the estimated and real landing distance required, and the capability to
perform instrument approaches are variables that encapsulates their comprehension
of the situation (i.e., what environmental and system state variables did they take into
account, and which not). But they do not tell the whole story.

Adecision inwhichaparticipant choses a ‘safe’ airport doesnotnecessarily count as
an informeddecision, sinceapilot canchoose the right airport by coincidence. Instead,
the participant was required to mention all consequences considered in the choice of
their preferreddestination airport. It is important that all repercussions areunderstood
before the decision is made, to avoid surprises at a later stage of the flight, when no
other options are available. Informed decisions are measured in this experiment by
determining the awareness of scenario-relevant factors (marked inbold), or decision-
driving factors. A decision will be counted as informed, if all the following factors are
mentioned by the pilot, or a proof of understanding is provided in the post-run survey.

In the cargo compartment fire scenario, the pilots were instructed by the checklist
to: Plan to land at the nearest suitable airport. IWLF is the nearest airport, but the
pilots needed to determine if this airportwas suitable. To answer this, the pilots needed
to be aware of theARFF ICAOcat 2 at IWLF.This is relevant—if assumed that the cargo
fire is extinguished— since the cargo fire can re-ignite when the fire suppression gasses
are dissolved. If they fully understood that no support is available on the ground at
Willowfort (IWLF), but accepted it, and chose this airport as their landing site, then it
was scored as an informed decision. If the pilots would fly to Drystone (IDST) —the
next nearest airport— without noticing the ARFF category, but merely divert to IDST
because IWLF requires prior permission, or a 30 minutes notice period; then this was
marked as uninformed.⁵ If the pilots opted to fly to the destination (IRDM), destination
alternate (IOPK), or the departure airport (IWLL) —all longer than 60 minutes flight
time—and if they did notmention they had protection for 60minutes, then theywould
be scored as not sufficiently informed.

In the bleed leak scenario, the planned path is crossing a severe icing area at the
GrandwallFIR,which is theFIRwhere thedestinationairportwas located. They should
have understood where this area was. If they mentioned that the destination alternate
was not located within this icing area, then this was sufficient proof that they under-
stood where the area was. This area was particularly relevant since the anti-ice systems
were not operative in this scenario. The checklist prescribes to: “Avoid icing condi-
tions”. Hence, IOPK (if Grandwall FIR is avoided), IDST, IWLF (if the ARFF category is
understood), and IWLL are informed options. However, this is not the only factor that
should have been considered. The risk exists that the remaining single pack might
also fail and cannotmaintain the cabinpressure since itwill be stressed, especially at
higher altitudes (just like in the example incident). The stress on single pack can be re-
duced by flying at or below flight level 250 (as mentioned in the MEL, however in-flight
this is not relevant). In case the remaining pack fails, an emergency descent to 10,000ft,

⁵The prior permission can be overruled at the captains digression, in an emergency, or with a mayday call.
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or the lowest safe altitude (whichever is highest) needed to be conducted. If a descent
was initiated, it required the consideration of two factors. The first of these is the in-
creased fuel consumption, therefore, IWLL or IOPK cannot be reached (depending on
where this loss of cabin pressure event happens). Also, on the way to IOPK, IRDM and
IWLL,high terrain (10,000 ft or above) is encountered, whichmakes an emergency de-
scent risky. They needed to be aware of high terrain and an increased fuel burn, if they
proceeded to IOPK, IRDM, or IWLL, or opted to descent. The ones who chose to go
to IRDM also needed to consider the braking action of medium at the only available
runway.

The loss of hydraulic system B and anti-skid system had an obvious consequence
on the landing distance. Especially, if the landing distance was already increased due
to unfavorable conditions, such as a reported braking-action of medium at IRDM.
Normally the runway-distance required can be calculated with a landing distance per-
formance table, where each failure condition has its own entry, but in this scenario two
failures became apparent. In the case of a combined failure, the flight crew should se-
lect the most conservative, that is, longest, landing distance (according to the instruc-
tions in the QRH). The hydraulic system failure dictates that flaps 15 must be used for
landing, but the tables, that the pilots had available, showed the impact of the anti-
skid with flaps 40 only. Even with flaps 40, the anti-skid failure is the most restrictive
for the landing distance. So, the pilots had to point out that the condition they required
was anti-skid inoperative with flaps 15. The runway at IRDM under those conditions
will not be overrun (2712 meters required), however, the margin will be low (184 me-
ters). This estimate is without any margin (for normal conditions this is 15%). Besides
the impact on landing distance, the loss of the hydraulic failure caused an inopera-
tive yaw damper, and as per checklist prescribes, areas of predicted moderate or se-
vere turbulence needed to be avoided. Severe turbulence areas in the Drystone FIR
(numbered with a 2 and 3 in Figure 6.4) are reported through CPDLC messages in the
beginningof this run. Theyunderstood the locationsof turbulence areaswell if theyno-
ticed that the space overhead IDST had turbulence, and no other airport was affected.
They also needed to mention that their current track was crossing the turbulence area
(the area might be small, but they should be aware of it to avoid surprises). In short,
IRDM is counted as well informed if the pilot considered the condition: anti-skid fail-
urewith flaps 15 and avoided or accepted the turbulence ahead. IRDMand IOPK could
be reached if the path was slightly adjusted to the left, see Figure 6.4. Unlike IRDM,
there was ample of margin at IOPK. If they chose IDST and planned to descend below
FL120 or FL150, to avoid the turbulence, they needed to be aware of the high terrain.
Accepting and crossing the turbulence is also counted as well-informed if they were
aware of the exact location of the turbulence. Furthermore, the decision to go back to
the departure airport (IWLL), or to go to the nearest airport (IWLF), was also counted
as well informed, however, only if they correctly interpreted the turbulence and under-
stood the ARFF category (in the case of IWLF).

The electrical system failure scenario is a scenario inwhichmany failures appeared;
however the decision driving factors are as follows. The scenario starts with a message
indicating the active icing and turbulence areas (the areas indicated with 1, 2, and
3); pilots needed to be aware of these. Also, the anti-skid system became un-powered.
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This time, they were able to use the non-normal landing distance table entry for no
anti-skid, flaps 40. Moreover, multiple anti-icing systems are unavailable (window
heat, and probes), which forced them to avoid icing areas. Hence, if IRDM was chosen,
they would have encountered icing conditions, causing reduced outside visual and er-
roneous instruments. Furthermore, the yaw damper was inoperative once more, so
turbulence areas needed to be avoided as well. The checklist instructs to plan to land
at a nearest suitable airport with a single AC source. IOPK and IWLL are far —more
than two hours— and therefore are not considered near. This makes the decision hard
since IWLF has still the insufficient ARFF, and IDST could have been reached without
crossing turbulence by descending to FL150, but in this case they needed to be aware of
the terrain. If the remaining AC source would also fail, they would have approximately
60 minutes on standby power (i.e., battery power).

In all the runs, the weather was similar, no instrument landing would have been
required —minimum visibility was at lowest 7000 meters— and no restrictive clouds
were present. The pilots were asked what approach they would fly and if, various types
of instrument landing would be possible.

Workload
The second independent variable in this experiment was workload. The construct of
mental workload is measured through several variables. The first variable is experi-
enced workload, which is a subjective measure that can be obtained with the Rating
Scale Mental Effort (RSME). The original Dutch version of the RSME is used since all
pilots were native Dutch speakers.

Total run time is an objective measure that provides insights into the workload pi-
lots experience during each run, where more time equates to a higher (task) workload.
The end of the run was determined when pilots said: “I’m done”. They were instructed
to say this out loud when they formulated their decision for the remainder of the flight.
The pilots were instructed that this time was defined as the time at which they would
start programming the new plan into the FMS, since the new plan needs to be formu-
lated before one can program it. However, this measurement is a relatively rough mea-
surement and depends on multiple processes, so some nuances need to be added.

Fault detection and diagnosis
The total run time consists of the ‘steady state’ phase (time span until the moment the
failure was introduced), the failure detection time, the checklist execution time, and
the decision-making time. The failure detection time is defined as, the time from
when the failure was introduced until the main failure was detected and explicitly pro-
nounced. The checklist completion time is the time spent on resolving checklists,
so the time when pilots were actively involved with completing the checklist. And fi-
nally, the decision time is defined as the time the pilot spent on formulating a deci-
sion, which is obtained by subtracting the failure injection time, detection time, and
checklist competition duration from the total run duration. The decision time also in-
cludes time like scanning the cockpit or searching for and reviewing documentation.
This breakdown of times allows to pinpoint possible issues with the interfaces at each
of the steps of the process and compare each phase separately.
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Usability
This experiment partly resembles a usability study, and thus the experiences of the pi-
lots with the new displays or opinions about the clarity, or usability of the displays is
important for the evaluation of the new support systems.

Anothermeasure todeterminehowwell the systemmanagement supportperforms,
usability wise, is to measure the accuracy of the performed task. So, every error made
in the switching, selecting a checklist input, skipped item, uncompleted checklist indi-
cate possible issues with the interface, or task was marked.

6.3.6. Data Collection
Determining how informed a participant is, is not as straightforward as it seems, since
one cannot look inside a pilot’s mind. Thus, the level of awareness, for example, had to
be determined through observations and surveys. The most important method of col-
lecting data used in this experimentwas, therefore, observations fromvideo recordings
(with audio), as the pilots were instructed to think aloud. The simulation software also
registered button presses. Thepilots were invited to speak out loud inDutch or English,
however, all spoke Dutch.

After each run, a survey was presented see Appendix D. These surveys asked the pi-
lots to explain, by saying out loud: (1) what they observed on the flight deck, (2) what
the underlying failures were based on their observations, and (3) all the factors they
were considered for the remainder of the flight. Furthermore, the survey questioned
the participant what approach, what airport, what runway, what landing configura-
tion they were planning for, and what landing distance they expected. They were also
asked in this post-run survey how they experienced the workload (to be answered with
theRSME).Thiswas followedwith several Likert-scale questions (5 choices) to estimate
the impact on flight safety of certain actions / maneuvers under the just experienced
conditions (e.g., if it would be safe to execute an ILS cat III landing with the condi-
tions they just observed). This provided additional evidence that they considered the
scenario-specific factors. The experimental runs were followed by a final survey aimed
to capture their opinion about the new concept.

6.3.7. Apparatus
The measurements were performed in the Simona Research Simulator (SRS) at the
Delft University of Technology (see Figure 6.5), which was equipped with seven touch-
displays with a similar layout as the Boeing 737 Max and Boeing 787. The SRS was fur-
ther equipped with a physical Boeing 777 throttle-stand, a Boeing 737 Mode Control
Panel (MCP), and a generic steering column. Thepilots couldmanually steer the plane,
in case they found fit, for example when the autopilots disconnected.

The displays were presented on four 15” 4:3 XGA touchscreens, the overhead panel
was presented on a 42” 9:16 UHD touchscreen, and the aft pedestal panels were pre-
sented on a 19.5” 9:16 FHD touchscreen.

DUECA/DUSIME was used to process flight control, autopilot inputs and simulate
the flight model for the Boeing 737-800 in Flightgear and JSBsim. This way the aircraft
felt real in case of manual take-over. The failure scenarios were scripted and based
on the effects of a Boeing 737-800 flight simulation training devices from Multi Pilot
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Figure 6.5: The Simona Research Simulator

Simulations BV (MPS). The displays were developed with web technology —HTML,
Javascript, and CSS— which allowed to run all displays in a browser. All scenarios
started at the same location, at FL340, with a speed of 282 kts, 0.81 Mach. The detailed
initial conditions are presented in Appendix C.

System states were logged and in parallel audio and videowere recorded, a back-up
surveillance camera was used in case no video was recorded by the main camera. The
surveyswere presented after each simulation run on the forward pedestal touchscreen.
At the same time, all other flight-deck control panels would be made black, such that
all the observation needed to be memorized by the pilot.

For this experiment, the SRS was used as a fixed base simulator since motion at
altitude is limited, and no approaches, nor landings were flown.

Training
The experiment started with a briefing introducing the aim of the project, the ‘fake’
worldwithall its characteristics, theflightplan, and the task. After this, eachparticipant
received the same three training runs. The first training run was intended to familiar-
ize the participant with the ECL and the touch controls, referred to as the touch-panel
training in Table 6.2. During this training, the participants were asked to complete a
fictional checklist, which made them locate some switches and learn how to operate
buttons and selectors by touch. Once this touch-panel training was completed suc-
cessfully, the participants were presented with the training scenario with the baseline
displays. This training scenario was repeated with the concept displays. After this, a
post-run survey was presented.

6.3.8. Data Diagnostics
Experiments are susceptible for errors andunforeseen conditions, especially if humans
are involved. The presented indications on the displays needed to be comparable af-
ter all the system management tasks were performed to use the data in the analysis.
Unfortunately, this was not always the case and various runs needed to exclude from
the analysis. There were three reasons why certain runs were excluded, which are as
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followed:
First, some participants were unable to extinguish the fire due to faulty touch panel

inputs. This would not have happened in on flight decks with physical buttons. Never-
theless, a scenario with an unextinguished fire is incomparable to a scenario in which
the fire is extinguished. Hence, these runs were excluded.

Second, discrepancies also occurred due to software issues.
Lastly, incorrect checklist execution led to operational alerts and visualizations that

would not appear. Checklists include items to select what condition is relevant. For
example, ‘Choose one: Both lights are illuminated, yes, or no?’. If a participant would
select no, when the correct condition is yes, the automation will not present similar
impacts. Hence, these runs could not be used in the analysis.

To conclude, the runs that differed too much from the intended scenario caused
by one the three previously presented causes for discrepancies were excluded from the
analysis. Three runswere excluded in scenario 1; four runswere excluded in scenario 2;
two runs were excluded in both scenario 3 and scenario 4. This resulted in a minimum
of 14 data points per display type per run.

6.4. Results
6.4.1. Informed Decision-making and Awareness
One of the aims of this experiment was to determine if pilots made more informed de-
cisions when using the concept displays. Each pilot needed to decide what to do for
the remainder of the flight based on the happened non-normal events. The most im-
portant decision the pilots had to make was whether a diversion was needed, and if so,
to what airport.

Diverting Airport
The number of times each airport was chosen as the final landing site is shown per
display-type group for each scenario in Figure 6.6. In the cargo fire scenario (scenario
1) and the electrical generator drive failure (scenario 4), the pilots were instructed by
the checklist to ‘plan to land at the nearest suitable airport’, where the two nearest were
IWLF and IDST. This obviously steered their decision; hence more variety is observed
in the chosen airport during the second and third scenarios.

Figure 6.6 shows little difference between the baseline and the concept in the first
two graphs. However, a small difference appears in the hydraulic leak scenario (sce-
nario 3), where IRDM ismore often the preferred choice of the pilots who used the con-
cept displays. Another difference can be found in scenario 4, where IWLF was more of-
ten the preferred choice of the pilots who used the concept. This decision signifies part
of their ‘informedness’. Another indication about their awareness is the prediction of
the required landing distance, which will be discussed in the next section.

Predicted Landing Distance
A measure that can signify how well the pilots were aware of the aircraft state and the
airport’ conditions is the estimated landing distance. Pilots were asked to predict the
landing distance required —by using the performance tables found in the QRH— at
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Figure 6.6: The final destination airport chosen by the participants for each scenario and display
type. The unequal sample sizes are the result of errors in execution or failure to detect certain
conditions (as described in Section 6.3.8).

the runway of their choice with their chosen configuration. They were instructed to
perform this task as they would do operationally.

The following factors affected the landing distance in the presented scenarios: the
braking action on the only active runway at IRDM was in all scenarios medium, and
the anti-skid protection system was inoperative in scenario 3 and 4. Furthermore, only
flaps 15 instead of 40 could be used in scenario 3. Hence, the third scenario was the
most challenging due to the combined impact of the reduced flaps and anti-skid sys-
tem.

Theerrorbetween theestimatedvalues and theactual distanceat their chosen land-
ing site is presented in Figure 6.7. Awareness of the variables, such as possible landing
configurations, braking performance, wind, and runway conditions, are all captured in
this prediction. Most of the predictions are within ±15% of the actual value in scenario
1, 2, and 4. Even though, the temperature corrections, elevation corrections, and slope
corrections were often roughly estimated. In these cases, the pilots made a trade-off
between accuracy and the time required.

However, themost notably difference in Figure 6.7 is observed in the third scenario;
here many pilots predicted that they needed more landing distance than what was re-
ally required. The error was in some cases large, mainly because the tables did not pro-
vide a table entry with both flaps 15 and anti-skid inoperative and, therefore, pilots
were not able to predict the distance accurately. This uncertainty made the pilots more
conservative, estimating the distance on the safe side.

In the fourth scenario (electrical generator drive failure), nine of the 15 pilots who
used the baseline displays did not understand that the anti-skid system was inopera-
tive. They would have been surprised on landing to find their auto-brake system in-
operative too. In comparison, only two of the 15 pilots who used the concept displays
were also not aware of this impact.

Anyhow, all pilots chose a runway in combinationwith a landing configuration that
ensured that no overruns occurred. This can be partly attributed to the long available
runway distances at all the fields. However, most importantly for our study, no differ-
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ence in the predicted distances as shown in Figure 6.7 was found between the baseline
and concept groups. Next, the instrument approach decisions will be explored.
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Figure 6.7: Error between the predicted landing distance and the actual landing distance as per-
centage of the landing distance available. Negative values indicate that pilots estimated they
needed a longer landing distance than the actual distance, which is a conservative estimation.

Selected Instrument Approach
Malfunctioning equipment can impact the availability of instrument approaches. Take,
for example, the third and fourth scenario, where only one autopilot was available. In
this case, the autopilotMinimumUseHeight (MUH) is restricted to 158 ft above ground
level (Boeing, 2005). This implies that the instrument approaches with a decision alti-
tude lower than the MUH cannot be flown automatically to the decision altitude but
need to be aborted at the MUH, if the runway is not in sight. Consequently, all ILS CAT
II & III approacheswere affected in the experiment since the highest ILSCAT II decision
altitude was 147 ft above ground level. Furthermore, the automatic flare capability was
not available with single autopilot operation, which made ILS CAT III approaches even
more risky.

Likewise, RNAV(RNP) approaches can only be conducted safely if a specific set
of systems is operative, including the ground proximity system, and a radio altime-
ter. During the fourth scenario, both these systems became inoperative, and thus,
RNAV(RNP) approaches were no longer feasible. Hence, conducting RNAV(RNP) ap-
proaches would be a high risk in terms of flight safety.

The weather conditions in the scenarios did not require high-precision instrument
approaches; consequently, none of the pilot chose an RNP (RNP) or ILS CAT II or CAT
III approach, since all chose either an ILS or RNP (GPS) approach. The post-run survey,
however, questioned them about the risk involved, if they would opt for such high-
precision approaches under the happened conditions.

Several participants in scenarios 3 and 4 did not consider the impact of the sys-
tem failure on the instrument approaches. In the third scenario, four pilots using the
baseline and five pilots using the concept displays indicated that ILS CAT III was still
possible. In this same scenario, five pilots in both display-type groups indicated that
ILS CAT II approaches were still feasible. Hence, we can conclude that there was no
influence of the display indications in the third scenario.
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However, all of the pilots who used the concept displays in the fourth scenario esti-
mated that conducting an ILS CAT II and ILS CAT III would introduce a high risk. Of the
pilots who used the baseline displays, five pilots indicated that both approaches were
still possible. Hence, in this scenario the indications on the FSSDproved to be effective.

Regarding the RNAV(RNP) approaches, the pilots who used the new concept in the
fourth scenario were slightly better informed. However, five participants stated that
these approaches could be conducted safely, compared to 9 who used the baseline dis-
plays.

So far, the pilot’s final decision was discussed (i.e., the chosen airport, landing con-
figuration, runway, and instrument approach). This decision cannot be rated as good
or bad, since it depends on personal experiences and preferences. What matters most
is, if they were aware of the imposed risks, and if a risk was taken, if it was done deliber-
ately. Hence, the rational behind the decision need to be studied (i.e., the awareness of
scenario-relevant factors). The awareness of the scenario-relevant factors signifies the
‘quality’ of a decision. A participant who mentioned all relevant factors is considered
‘fully informed’.

Scenario 1: Cargo Fire Scenario Relevant Factors
Pilots chose either IDST or IWLF in the first scenario, as can be observed from Fig-
ure 6.6. This was apparently influenced by a checklist item: ‘Plan to land at the nearest
suitable airport.’ The pilots had to determine which of the nearest airports —IWLF or
IDST— was suitable. IDST was suitable, but not the nearest. However, IWLF was not
suitable for a Boeing 737 due to the insufficient ARFF category.

Sevenof the14pilotswhoused thebaselineunderstood this limitation, even though
two of thosewho understood that the ARFF categorywas too low, accepted the risk and
chose IWLF as their destination. These two preferred to be on the ground and evacuate
as soon as possible, which was backed-up by the comment, “It’s better to have a com-
plete plane on the runway, than a half aircraft in the air.” On the other hand, two of the
14 pilots chose IWLF without being aware of the insufficient fire-fighting service.

Thepilotswhoused the concept displayswere somewhat better informed. The con-
cept’s display showed that IWLFwas not suitable with an amber symbol for the airport,
and by announcing that ARFF was too low. This indication was provided by a menu
on the ATD, which was accessed by pressing the button stating: ‘Plan to land at near-
est suitable airport’. 11 of the 15 participants understood that the ARFF category was
below the required category. Even though the display provided these indications, four
participants remained unaware. Two of these did not open the relevant menu, in other
words, theydidnotuse the indicationson thedisplays. Onepilot relied toomuchon the
display since he only used the color coding to decide not to go to IWLF. This indicates
over-trust in thedisplay indications,which canbedangerous if thedisplay is presenting
incorrect, irrelevant, or incomplete information. And lastly, one pilot incorrectly inter-
preted the menu. He assumed, based on his interpretation of the display, that IWLF
was a good option with the appropriate ARFF category.

It is important to understand if the concept was the source of the awareness, or if
pilotswith the conceptdisplays simplypaidmore attention to thebriefingordocumen-
tation. In total, 13 pilots understood the insufficient ARFF category from the briefing
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(seven in the baseline group and six in the concept group). Five participants of the
eleven who used the concept displays and understood the ARFF category obtained it
from the concept indications. The others who understood the insufficient ARFF cate-
gory – in both the baseline and concept – obtained it from the documentation.

Scenario 2: Bleed Leak Scenario Relevant Factors
Two factors playeda role in thebleed leak scenario. Thepositionof the icing conditions,
and the possibility that the remaining pack could fail, and an emergency descentmight
be needed. This can become risky due to the high terrain, and increased fuel consump-
tion for flight at low altitude (in case the participant opted to land at IOPK, IRDM, or
IWLL). Next was the ARFF category at IWLF (if chosen), and lastly, the braking action,
which was ‘medium’ at IRDM, relevant if they proceeded to this airport.

Only three of the 14 baseline group pilots interpreted the icing conditions correctly.
The factor wasmarked as not understood, if theymentioned that icing conditions were
also observed at IOPK.Oneof the threepilotswhounderstoodwhere the icing areawas,
decided to avoid the Grandwall FIR by going to IOPK. However, on the way to IOPK,
IRDM, or IWLL high terrain would have been encountered (above 10,000 ft). This pilot
was unaware of this terrain, and thus would have been surprised if the other pack had
failed and an emergency descent was needed.

On the contrary, 12 of the 14 pilots who used the concept, correctly identified the
icing area. This is quite a difference compared to the baseline. One participant that did
not detect the ATC uplink and thus could not relate the amber colored area displayed
on the display to the icing area. This participant tried to explain the indication bymen-
tioning that the destination could not be reached because of increased fuel burn. The
other participant who did not understand the icing area, did not use the prototype dis-
play, and instead asked for a significant weather chart (i.e., the tool used by pilots in
day-to-day operation).

Despite being aware of the icing areas, one of these 12 took the risk to go to IRDM
based on previous experience with icing conditions. His experience was that in real
life these messages are somewhat exaggerated and conditions are rarely as bad as pre-
sented. However, he did not mention the reported braking action medium. This would
not have had a serious impact since the landing distance required was still well within
limits.

Three of the four participants, who interpreted the icing conditions correctly with
the concept displays and chose to go to either IOPK, IWLL, or IRDM, were not fully
aware of the high terrain. Most of the pilots who used the concept displays diverted to
Drystone due to this insight instead.

It is interesting to note that three participantswith the baselinementioned theMEL
recommendation to limit the altitude to FL250 with a single pack. Two pilots initiated
a descent and one maintained FL340, while frequently checking the cabin pressure.
With the concept display, 12 participantsmentioned the recommendation, 10 planned
to descend and two maintained FL340. This recommendation was presented on the
display, which explains the difference.
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Scenario 3: Loss of Hydraulic System B and Anti-skid Relevant Factors
Participants in general scored the lowest on informed decisionmaking in the third sce-
nario. In this scenario, multiple factors played a role which were, turbulence areas
which should have been avoided due to an inoperative yaw damper, braking action
‘medium’ at IRDM combined with the increased landing distance resulting from two
failures (i.e., loss of hydraulic system B and anti-skid). All these factors needed to be
mentioned by the subjects to pass as well informed.

In this scenario, severe turbulence was reported in parts of the Drystone FIR, which
needed to be avoided as prescribed by the inoperative yaw damper checklist. All the
participants that used the concept displays correctly interpreted the turbulence areas.
Theywere aware that theywere crossing these if theywould continue the plannedpath.
For the baseline group, five of the 14 pilots understood this correctly. The nine that did
not interpret the turbulence areas correctly thought that turbulence was observed ev-
erywherewest of 101 degreeswest, and that therefore theywere currently in turbulence
conditions.

The 14 of the 16 pilots with the concept displays avoided the area by turning left,
climbing, or turning back. The other two pilots accepted to cross the relativity small
turbulence area, however, they were aware of this. Regarding the 14 pilots with the
baseline displays, five crossed the turbulence area and nine did not. Of the pilots who
did not cross the turbulence area, four deliberately choose to change the route to avoid
the area ahead, and the other five either went to IWLF or IWLL. Of the five pilots who
crossed the area, one pilot was aware, but four pilots who crossed the turbulence were
not aware of it. Moreover, one pilot decided to go to IDST, and therefore crossing two
severe turbulence areas without being aware of it.

The other important factor was the awareness that the loss of the hydraulic system
B and anti-skid were two separate failures, each contributing to an increased landing
distance. Sevenof the 30participantswere aware of this, and therefore, it is the least de-
tected effect of the experiment. It is an important factor while determining the landing
distance. Three pilots with the baseline, and four pilots with the concept identified the
failures as separate conditions correctly. Interestingly, the seven pilots that used the
concept, fully trusted the concept display indications, and did not calculate nor check
the landing performance distances presented by the concept. Some who checked the
calculations did not trust the outcome. Consequently, they calculated the values them-
selves, and since this was impossible to do accurately—because of the lack of informa-
tion in the table— they became skeptical and made very conservative estimates of the
landing distance required.

Another important factor while calculating the landing distance is the awareness
of the reported braking action of ’Medium’ at IRDM, which significantly increases the
landing distance required. Only six pilots of the baseline group, and two pilots of the
concept group correctly understood this.

Furthermore, if the pilotswere planning to land at IWLF they should be aware of the
insufficient fire-fighting category. In total eight participants opted for IWLF, four pilots
used the concept displays and four used the baseline displays. For both the concept-
display and the baseline-display group, one out of these four was aware of this limita-
tion; and the other three not. The decision becomes significantly easier if this airport
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condition is not considered.

Scenario 4: Generator Drive Failure Relevant Factors
In the last experiment run, the pilots were instructed by the ‘Generator drive’ checklist
to land at the nearest suitable airport. They further needed to understand the location
of the turbulence and icing areas, plus that these areas should be avoided due to un-
powered systems, such as the yawdamper, windowheat, and various icing probes. This
awareness of the inoperative systems is important, since normally these areas can, if
needed, be crossed. This scenario is comparable with the first scenario, however, now
a turbulence area made Drystone less favorable.

The turbulence areawas correctly interpretedby three of the 15 thebaseline-display
pilots (i.e., understanding that the turbulence is ahead and right of them). This was
much lower compared to concept-display group, where all the 15 pilots understood the
location of the turbulence areas. Three of the 12 pilots who used the baseline displays
and incorrectly interpreted the turbulence areas crossed the turbulence unintention-
ally.

And finally, the anti-skid failure was detected seven times by the baseline group
in scenario 4. Eight pilots selected an auto-brake setting other than manual, which
wouldnot have functioned. This is higher compared to the groupwhoused the concept
displays, where only two pilots did not select the manual autobrake.

Informed Decision-making
So far, data on the final decisions and the awareness of the scenario relevant factors
is presented. Based on this, the number of informed runs can be determined. Runs
in which the pilot was aware of all the scenario-relevant factors were marked as an
informed-decision run.

The total informed runs for each scenario and display configuration is presented in
Table 6.4. The pilots who used the concept displays made more informed decisions,
compared to the pilots that used the baseline set-up. Almost three times as many in-
formed decisions. It is apparent from Table 6.4 that the pilots who used the baseline in
scenario 2, 3, and 4 scored low on informed decision-making. Also, the pilots who used
the concept in scenario 3 scored low on “informedness.”

Hence, it can be stated that the concept display resulted in more informed deci-
sions.

Table 6.4: Comparison between baseline displays and concept displays for informed decisions
per run.

Scenarios
Sc1 Sc2 Sc3 Sc4

Runs Cargo Fire Bleed Leak Hyd. Sys loss Gen Drive Total

Baseline Informed 7 (50%) 2 (14%) 1 (7%) 2 (13%) 12 (21%)
Total 14 14 14 15 57

Concept Informed 11 (73%) 8 (57%) 3 (19%) 7 (47%) 29 (48%)
Total 15 14 16 15 60
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6.4.2. Workload
Experienced workload
Theworkload thepilots experiencedwithineach scenarioswasmeasuredwith theRSME,
which was filled out after each simulation run, and the results are presented in Fig-
ure 6.8. A non-parametric test was used since the sample size was at maximum 16.
The first three scenarios show no significant difference in the experienced workload,
but pilots that worked with the concept during the electrical failure scenario (scenario
4) were experiencing a significant higher workload, according to the Mann-Whitney U
test (U=63.5, p=0.022).

This result differs from what was hypothesized in 𝐻2. This may be caused by the
number of completed checklists, whichwas lower for the participantswith the baseline
(M = 7 versus M = 12.4 for the participants with the concept). Hence, more tasks could
result in a high RSME score.
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Figure 6.8: ExperiencedWorkload during each scenariowith the RSME scale, comparing the base-
line with the concept group.

Time to completion
The total run time to completion is a global objective performance measure that re-
flects the performance of all elements of the display. Issues with detection and check-
list execution will result into higher values. The total-run time can, therefore, be used
to quantify the overall performance. The results are presented in Figure 6.9. The data
shows one significant difference, again in scenario 4, according to the Mann-Whitney
U test (U=55.0, p=0.009). This non-parametric test was used due to the same reasons as
mentioned previously. In this case, pilots who used the concept displays needed more
time tofinalize their decision, approximately 6minutesmore. In the other scenarios no
significance is found. However, the data hints towards a timesaving of approximately 1
minute, and 3minutes for the concept-displays in the first scenario, and third scenario,
respectively. Thecontrary happened in the second scenario, where the concept-display
group is about 2 minutes slower in completing the scenario. The reasons behind these
differences could be found in the following.

In the third scenario, the landing distance needed to be calculated because of an-
nounced the hydraulic failure and anti-skid problems. The concept presented the cal-
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culated landing distance with a bar, representing the runway with the landing distance
required, which is updated according to the context. Therefore, many of the pilots that
used the concept display did not manually calculate the landing distance, which saved
time.

However, a few participants did not trust the automation for the complex case of
two independent system failures (hydraulic system failure and the anti-skid) that re-
sulted in an increased runway length. These few participants that calculated the land-
ing distance manually took more time. If the participants who manually calculated
this are excluded from the sample, a significant difference is found (U=56.0, p=0.047)
and the pilots with the concept displays were in this case 5 minutes faster on average
(32.5%).

In the fourth scenario, a total 16 of checklists appeared and could be completed.
However, only 4 of the 15 pilots who worked with the baseline completed all 16 check-
lists. Others stated that the systems were consequential failures and focused on re-
planning. They furthermore said that most of the systems will remain un-powered and
could not be brought back. The average number of completed checklists with the base-
line was 7 and with the concept 12.4. Hence, the Alerting and Task Display (ATD) of the
concept made more pilot complete more checklists.
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Figure 6.9: Total run time is largely influenced by the number of completed checklists (i.e., more
time spend on the checklist results in a long run time). Therefore, the number of completed
checklists are plotted with the number and with an offset on the x-axis, fewer completed check-
lists are plotted closer to the box plot. The H-marking indicates that 10 or more checklists were
completed. The rest are marked with the number of completed checklists.

Detection time
The detection time is an important factor for a failure scenario. If the failure is not de-
tected promptly, the response will be delayed, so will the total troubleshooting time.
The time between the failure injection and calling the main issue out loud was defined
as the detection time. The main issues were a fire in the forward cargo compartment, a
bleed leak on the left side, the loss of hydraulic system B, and a generator drive failure,
for scenario 1, 2, 3, and 4, respectively. The results are presented in Figure 6.10. No sig-
nificance was found, but scenario four is very close to significance (U=73.5.0, p=0.055).
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A delayed detection shows an issue with the interface design, more specifically the
perception part. Although on the Boeing 777 and 787 a caution alert is accompanied by
an aural alert, whichwas not the case in this simulation, because it followed the Boeing
737 flight-deck effects (on the Boeing 737 the master caution has no dedicated aural
alert). The bleed leak was announced on the concept display with a single, relatively
small, box on the left corner of a display not in the forward field of view, but on the for-
ward pedestal. The alert was presented with a low visual salience. The viewing angle of
the used displays also made it more difficult to detect. As a result, six of the 14 partici-
pants detected the problem late. This increased the average total run time for scenario
2.

In the third scenario, the anti-skid checklist was presented first on the baseline dis-
plays. Once a checklist is initiated on the ECL, the display will not return to the menu
where all checklists are presented. Although all failures were presented by the EICAS
display, most pilots were only aware of the hydraulic failure after completing the anti-
skid checklist.

In the fourth scenario, the baseline,more specifically the ECL, presented the under-
lying issue first, which was the ELEC GEN DRIVE 1 checklist and therefore it was easy for
the pilots to detect. In the concept-display group, pilots had to scan the list with var-
ious checklists to determine what the underlying failure is, making detection slower.
This led to a result that was very close to significance (U=73.5.0, p=0.055). The large
variation of detection time was probably caused by pilots who did not detect the fail-
ure at first, but once they went though some checklists they figured out what the cause
was. Also, more effects appeared, such as amber spaces, and a whole series of func-
tional status messages. This made detection slower compared to the baseline ECL.
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Figure 6.10: A comparison between the baseline and concept displays for detection time during
each scenario.

Checklist completion time
The time spent on the checklists is also an important factor for the performance of the
displays, specifically theATD.TheATDpresents the sameaction steps, but thenotes are
presented as operational impacts in a centralized location on the FSSD and ATD. Fig-
ure 6.11 shows the time spent on checklist execution and reading. Obviously, the more
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checklists were completed, the more time was spent. As the figure shows, many signif-
icant differences were found. The concept displays resulted in less time in scenario 1
and 3, while in scenario 2 and 4 the exact opposite happened.
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Figure 6.11: A comparison between the baseline and concept displays for the time spent on check-
lists during each scenario. The time spent on checklists depend on the number of checklists
completed. The number of completed checklists are indicated with a number instead of a circu-
lar marker and with an offset on the x-axis, fewer completed checklists are plotted closer to the
box plot. The H-marking indicates that 10 or more checklists were completed.

The biggest difference is found for the hydraulic checklist, which is heavily popu-
lated with notes. The ATD leaves these out and presents it on FSSD and ATD as oper-
ational alerts. In the ECL, overridden items remain visible after a certain condition is
confirmed. This is not presented in the ATD.Thismade the pilotswhoused the concept
displays a bit faster, approximately 20 seconds, in the first scenario.

In thebleed leak scenario, somepilotswaited to let theduct cool down, before trying
to switch it back on. The pilots that used the concept waited more often. This step is
not mentioned in the checklist and is clearly a result of the training they received in the
past.
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Figure 6.12: A comparison between the baseline and concept displays for the time spent on creat-
ing a decision during each scenario. Here, the number of checklists are marked with a number
and proximity to the box plot, similar to Figure 6.11 and Figure 6.10.



6

140 6. Evaluation of an Operational Alerting Support

Decision time
The decision time needed by the pilots was derived by subtraction the time without
failures, the detection time, and the checklist completion time from total run time, as
presented in Figure 6.12. It is therefore not only decision time, but also time in which
they scanned the cockpit to gain awareness.

This data shows one significant effect, which is for the fourth scenario. It took the
pilots more time to decide with the concept displays, on average 3 minutes more. In
scenario 2 and 3, the data hints to, although it is not significant, that the pilots with
the concept displays took approximately 60 seconds longer to decide compared to the
baseline display group.

Therefore, these results differ from what was hypothesized in𝐻3. In fact, the pilots
who used the concept displays were slower in deciding on the remainder of the flight
after a non-normal event. This could be partially explained by the amount of ‘new’
information. The concept showed all the impacts and, hence, more factors needed to
be considered in the decision, which take time. The baseline displays did not present
these factors and were as a consequence often not taken into consideration.

6.4.3. Usability
User’s Experience
An important part of this experiment was also to test the users experience and opin-
ions about the concept displays. Most of the pilots were either somewhat positive or
extremely positive towards the concept. It would further increase, to their opinion, the
level of flight safety.

Themajority liked theHorizontal SituationDisplay (HSD),AlertingandTaskDisplay
(ATD), Functional System Status Display (FSSD), and Vertical Situation Display (VSD)
either ‘somewhat’, or ‘a great deal’. The TVSD was the least preferred display element.
It was also used (in these scenarios) the least, followed by the VSD. It might be because
it is a quite unconventional display and requires some time to get used to. Although
the presented scenarios included some time constraints, inmore dynamic scenarios in
which speed limitations and time slots given by ATC support given by the TVSD might
be more relevant.

Furthermore, the pilots indicated that they really liked the visual representation of
airspace. However, they commented that these indications could influence decisions
too much. An airport within a colored area might be discarded too soon as an infeasi-
ble option. They found it difficult to obtain information what the colored spaces and
airport conditions were based upon.

Errors
The errors made during the checklist execution phase are an indicator on how well a
display performs. The count of incorrect checklist executions is presented in Table 6.5.
Two types of errors are observed. The first type occurred during the usage of the check-
list. The ECL used in this simulation did not have automatic selection for the condi-
tional items (choice items) in which pilots needed to choose one of two options, for
instance: ’Both WING-BODY OVERHEAT lights illuminated’. In total, 4 mistakes were
madewith these types of steps, endingup in a completely different situation. For exam-
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What is your initial reaction to this concept?

How did you like the following displays?

How much did you use the following displays?

How useful is this concept during 
your day-to-day operation?

Does this concept contribute, to your opinion, 
to an increased level of safety?

Figure 6.13: User responses to the post-experiment survey. Capturing the initial reaction, prefer-
ences, usage, usefulness, and contribution to safety of the concept. The displays are as follows:
Alerting andTaskDisplay (ATD), Functional SystemStatusDisplay (FSSD), Time andVelocity Sit-
uationDisplay (TVSD),Horizontal SituationDisplay (HSD), Vertical SituationDisplay (VSD), and
Electronic Checklist (ECL)
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ple, trying to solve a case in which both air-conditioning packs are inoperative instead
of one.

Theother typeoccurredduring theexecutionphase—theactual togglingof the con-
trols. In total, 5 slips were observed. For instance, some participants toggled the wrong
switch, for instance the left switch instead of the right one. These errors were observed
on both types of displays and no difference, between the displays was found.

Table 6.5: Errors made during the checklist execution.

Baseline Concept Total (n=128)
Choice errors 2 2 4 (3%)
Action errors 2 3 5 (4%)
Total errors 9 (7%)

6.5. Discussion
The results show that the operational alerting prototype enhances informed decision-
making, however, a reduction inworkloadwas not observed. Theworking principles to
translate the aircraft states and environmental states into one single visualized operat-
ing environment helped to increase awareness and supported making more informed
decisions. Translating areas that were prescribed in text to a visual form helped pilots
to interpret hazards more accurately.

The presented SIGMETS in the experiment are not uncommon, in fact, they can be
encountered frequently in daily operations. However, some participants had difficulty
with interpreting these codes. Some pilots who used the baseline displays interpreted
the messages as everything north of the latitude 46 degrees north was affected by icing
(in scenario 2 and 4), or everything west of the longitude 101 degrees west was affected
by turbulence (in scenario 3 and 4). This interpretation is incorrect if the SIGMETS are
strictly followed since the conditions only apply within the announced FIR and do not
extent beyond. Theboundaries of the FIRwere in the experiment often not understood
nor taken into consideration. It might, therefore, be clearer to use coordinates instead
in SIGMETS, or more effective, to present them integrated on a map, as was done in
the operational alerting concept. Pilots already rely on the FMS to translate these coor-
dinates, however, plotting these coordinates is time consuming. Presenting the mes-
sages as spaces makes interpretation of such information easy and the participants of
the experiment liked this a lot. This idea of presenting the SIGMETS in a visual form on
a map is not new, though presenting them integrated with the aircraft’s state has not
been done before. And translating a recommendation as ’avoid icing conditions’ into
the actual to-avoid areas proved effective. This does not only apply to icing areas but
also to turbulence, and to limitations from the aircraft itself (e.g., a reduced ceiling).

Another observation was that pilots who used the concept displays were more in-
volved in (re)planning. They planned visually by pointing to the display where they
wanted to go, which shows that their mental model is supported externally. The par-
ticipants with the baseline did not show this behavior. Hence, the operational alerting
displays can also be of value as a (co-located) crew communication tool.
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Anobservednegativeaspectofpresentingareaswithacolor coding is that it strongly
steers the user’s decisions. Although the purpose of the concept is to alert, areas can
be interpreted as hard physical boundaries. However, in the case of turbulence it is un-
likely that the severe turbulence would be encountered in the entire FIR (i.e., following
the exact boundaries of a FIR). The location of the turbulence is an estimate. The large
colored areas might present the real situation worse than it actually is, and the pilot
might be inclined to change course without any necessity. Pilots mentioned that in the
real operating world these areas are often conservatively presented, and crossing is of-
ten possible. This interpretation of inaccuracy could be added to the displays to soften
the boundaries.

During the experiment, some evidence appeared that pilots were over-trusting the
system. Complacency was specifically noticed with the landing distance calculation.
On multiple occasions, the participants assumed that the presented distance was true,
without understanding the actual causes. This disconnect can be dangerous and can
lead to surprises at a later stage of the flight. Efforts should be spent, in the (re)design,
to engage thepilotwith this crucial part of the flight. For example, bymaking a stepwise
procedure that needs to be confirmed, or with better labels stating the reason of a color
coding.

The clarity of the labels could be improved since in some cases the participants did
not fully understand why some items were made orange. This should be clear from the
start, otherwise users will make up why a certain area is color coded —often for the
wrong causes.

It was hypothesized that less time would be spent on deciding since all informa-
tion was transformed and acquired by the prototype. However, this was not the case.
In fact, the more constraints one observes the more time it takes to make a decision.
This was understood when a student, without any flying experience, tried out a run.
This student was not familiar with flying, nor with the limitation that pilots face; and
formed a decision in a split second based on the orange color-coded symbols. This
brief example indicates that themore experience one has, more needs to be envisaged,
which slows the person down. However, the overall total run time was not negatively
influenced by the concept, with the exception for the fourth scenario where the pilots
with the concept displays completed more checklists and thus spent more time.

Scenarios with time pressure could show the potential benefit of the prototype. In
this experiment, the participants were given all the time theywanted. If time is limited,
the result might be different. Nevertheless, spending more time, if time is available,
to formulate a decision and carefully reconsider all options is trained. This training
practices helped some pilots to systematical handle the non-normal events.

This experiment showed that pilots interpret the same conditions in many ways
(e.g., the NOTAM stating the firefighting category or the location of icing areas). This
shows the added value of a second crew member. Two pairs of eyes and brains seem
to be an additional safeguard against incorrect assumptions. The question remains if
this error-checking mechanism can ever be replaced by an information system. The
combination of two pilots and an information system, such as the operation alerting
support, might be the most robust solution to resolve non-normal events and counter-
act incorrect assumptions.
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The concept was limited to relatively static scenarios. A failure just after take-off,
or in the approach phase, might be more interesting to test the VSD or TVSD. Further-
more, no replan possibilities were built in. Pilots could, therefore, not evaluate their
newly planned path. This might have helped them to understand impacts on fuel and
or the proximity of terrain. By ‘drawing’ the new path, a direct feasibility check can be
provided.

In this experiment, much of the measurements relied on what the pilots said out
loud. If they did not say what they thought; no conclusions could be drawn. However,
the pilots were motivated and spoke a lot. Another limitation that was observed is the
backlight of the displays that presented the physical alerts, buttons, and selectors. Alert
lights in real cockpits arebrighter and the contrast is higher. The lower contrast possibly
made detection slower. This effect can become an issue if alerting relies primarily on
screens on the flight deck.

Although the concept increased the number of informed decisions, there is still
room for improvement. Improvements for the concept can be made to enhance per-
formance in the detection phase. The ATC datalink messages and system failure were
sometimes detected late or not at all. One solution to solve this could be to make the
pilot confirm the messages that are causing the change of areas, although, this causes
a negative impact on workload.

Furthermore, the color coding applied to the airport symbols should also be more
salient. The airport and runways conditions need be made more explorable and self-
explainable.

Next, workload and errors in the checklist execution phase can be reduced by au-
tomating the system management steps (e.g., automatically configuring the systems
as prescribed by the checklists). Multiple mistakes were made with the checklist exe-
cution, which were easily avoidable. However, this automation can only be applied if
the effects on theoperationare clearly alerted. Therefore, the redesign should focuspri-
marily on linking the presented spaceswith the system failure or changed environmen-
tal condition. At a later stage, the system management tasks could be automated. The
pilots will then be left with the operational alerts, and thus increasing well-informed
decisions and reducing workload.

6.6. Conclusions
This study aimed toquantify the effectiveness of theoperational alertingprototype. The
number of informed decisionswas used as ameasure for the quality of the information
transmitted by the display. For the new concept displays, the number if informed de-
cisions were higher.

The working principle of the concept displays is that it alerts impacts in the same
format as the flight plan (i.e., as the abstract elements of path and space). The concept
displays presented the impacts on theflight plan as reduced spaces, and ‘broken’ paths.
The pilots were able to make more well-informed decisions with this information pre-
sentation and thus canbe concluded that the transformation of system states and envi-
ronmental conditions into space and path effects is effective. The pilots indicated that
they liked the displays to a great extent, and that the concept displayswould contribute
to flight safety compared to the current standard. However, further improvements can
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be made to improve detection and interactivity.
This study proved that the chosen ACWA method can indeed result in an effective

design. The translation of alerts to space and paths impacts provides better awareness.
Hence, these results pave the way for enhanced support tools on the flight deck. Inte-
grating environment and the system state information are providing an external men-
tal support, whichmakes comprehensionof the systemcapabilities and impacts easier.
However, over-trusting the indicationsproved tobe a concernwith this typeof displays,
a critical attitude of the operator will be required.

The experienced workload nor the total run completion time did not decrease sig-
nificantly, instead, remained similar. Hence,more effective reductions inworkload can
be achieved when other tasks are automated, for example, the system reconfiguration
task.

The results of this study indicate that alerts based on spaces and paths proved to
be an effective decision support tool. Flight-deck interfaces which present such oper-
ational alerts result into more well-informed decisions, which brings the recently pro-
posed Reduced-Crew Operationss (RCOS) on step closer but can also be beneficial for
the conventional crew complement.



6

146 References

References
AAIB (2010). AAIB Bulletin: 9/2010 SE-RHX EW/C2010/05/01. Technical report, Air Ac-

cidents Investigation Branch.

Australian Transport Safety Bureau (2013). In-flight uncontained engine failure A380-
842, VH-OQA. Technical Report AO-2010-089, Australian Transport Safety Bureau,
Canberra.

Bailey, R. E., Kramer, L. J., Kennedy, K. D., Stephens, C. L., & Etherington, T. J. (2017).
An assessment of reduced crew and single pilot operations in commercial transport
aircraft operations. In AIAA/IEEE Digital Avionics Systems Conference - Proceedings.

Bainbridge, L. (1983). Ironies of automation. Automatica, 19(6), 775–779.

Boeing (2005). 737-600/-700/-800 Flight CrewOperationsManual. Seattle, Washington,
USA: The Boeing Company.

Boorman, D. (2001). Safety benefits of electronic checklists: An analysis of commercial
transport accidents. In Proceedings of the 11th International Symposium on Aviation
Psychology (pp. 5–8). Columbus.

CAE (2017). Airline Pilot Demand Outlook: 10-year view. Technical report.

Elm, W. C. & Potter, S. S. (2003). Applied CognitiveWork Analysis: a PragmaticMethod-
ology for Designing Revolutionary Cognitive Affordances. Cognitive Task Analysis.

Endsley, M. R., Bolte, B., & Jones, D. G. (2003). Designing for Situation Awareness: An
Approach to User-Centered Design. CRC Press.

Faulhaber, A. (2019). From Crewed to Single-Pilot Operations: Pilot Performance and
Workload Management. In 20th International Symposium on Aviation Psychology
(pp. 283–288).

Frost, L. (2021). EXCLUSIVE Cathay working with Airbus on single-pilot system for
long-haul.

Harris, D. (2007). A human-centred design agenda for the development of single crew
operated commercial aircraft. Aircraft Engineering and Aerospace Technology, 79(5),
518–526.

Pilot Institute (2020). Women Pilot Statistics: Female Representation in Aviation.

RNSA (2018). Final Report onAircraft Serious Incident 18-104F018. Technical Report 18,
Icelandic Transportation Safety Board.

Transportation Safety Board of Canada (2018). Air Transportation Safety Investigation
Report A18W0081. Technical Report January, Transportation Safety Board of Canada.

Woods, D. D. (1984). Visual momentum: a concept to improve the cognitive coupling
of person and computer. International Journal of Man-Machine Studies, 21(3), 229–
244.



7
Discussion & Conclusions

Increasingly automated systems are frequently cited as one of the essential enablers
for Reduced-Crew Operations (RCO), though the implementation details remain un-
clear. This study aimed to address this gap by proposing a solution for workload re-
duction and decision-making supports for pilots, with the goal of maximizing human
capabilities under the challenging conditions introduced by RCO, which could also be
advantageous for current two-pilot crew operations.

This study examined two strategies for assisting crews on commercial flight decks.
One approach aimed to reduce workload by fully automating seemingly redundant
tasks, such as system management tasks, while the other sought to enhance support
for flight plan management to enable more informed decision-making.

More specifically, the first part of this study focused on elevating the Level of Au-
tomation (LOA) of the system management function from Step-by-Step Action Support
(D2) toHigh-Level Support of ActionSequenceExecution (D4), as illustrated inFigure 1.2
(see also Appendix A for the definitions).

In the secondpart of the study, the LOA of the flight planmanagement functionwas
elevated for the information acquisition stage, moving from the current levels Manual
Info Acquisition (A1), Artifact-Supported Info Acquisition (A2), or Low-Level Automa-
tion Support of Info Acquisition to Full Automation Support of Info Acquisition (A5).
For the information analysis stage, the level was elevated fromWorkingMemory-Based
Info Analysis (B0) to Full Automation Support of Info Analysis (B5) type systems, where
applicable (see Figure 1.3). However, the decision-options are deliberately generated
by the human operator.

Both proposals were prototyped and evaluated through human-in-the-loop exper-
iments. The effects and impacts of this increased automation are discussed in relation
to the guiding questions outlined in Chapter 1.
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7.1. Discussion
Guiding question 1

What are thehumanperformance challenges related toflight planmanagement
and how is this supported by current flight deck systems?

The main challenge identified for flight crews in flight plan management is the lack
of support for understanding and anticipating the impacts of disruptions during both
the information acquisition and analysis stages. This issue is discussed in Section 2.2.4
and was confirmed by the experiments conducted.

Thechallenge in the acquisition stage is not the lack of information, but ratherman-
aging the substantial volumeof data and the distributednature of sources and artifacts.
Additionally, this informationoftenneeds tobedecoded tobeuseful. Pilotswouldben-
efit from having this operationally relevant information presented in a more accessible
format. In the short term, airlines, aeronautical data providers, and aircraft integrators
should enhance their current artifacts by introducing filtering and highlighting options
based on the operational context in an easy accessible application to replace several
large documents with cryptic codes. Specifically, decoding and visually presenting ge-
ographical information was found to be very effective for pilots to quickly identify po-
tential impacts (see Chapter 6), and allowing them to focus on generating contingency
plans.

The challenge with the information analysis stage is its heavy reliance on the crew’s
working memory, airmanship, intuition, and past experiences. Ensuring consistent
performance across a company’s workforce is consequently difficult, with distractions
and concurrent tasks on theflight deck and thequality of trainingbeing key influencing
factors. As a result, maintaining or improving safety levels depends on extensive, time-
consuming, and costly training for operators. Implementing information automation
support can help reduce this dependency.

If, in the future, there is a desire to reduce dependency on training and make pilot
behaviormore consistent across all operators, a change to the current support systems
is recommended. Presently, flight deck supports heavily focus on aiding the pilot as a
system manager rather than as a flight plan manager. A key responsibility of a modern
airline pilot is to continuously integrate and evaluate environmental conditions along-
side the aircraft’s capabilities to assess whether the planned operation remains feasi-
ble. Gathering, combining, and projecting all relevant information during disruptions
is challenging for a conventional crew of two, let alone for a single pilot.

Recently introduced systems, suchasoverrunprotection systems, address this need
by alerting pilots when a landing is deemed unsafe. However, a broader flight deck ap-
proach should be adopted to support the pilot throughout the entire flight. Not only
could the flight deck support systems be adjusted, but electronic flight bags could also
provide valuable assistanceby transforming current environmental andoperational in-
formation, such as Notice to Airmen (NOTAM) and weather reports, into more usable
action-oriented formats.

When implementing operational alerting across the broader flight deck, it is crucial
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to keep thepilot actively involved in the decision-makingprocess. Pilots should formu-
late contingency plans themselves to remain engaged and avoid complacency. This
might be one mitigation to overreliance on generated, potentially faulty, flight paths
by automation. However, distinguishing between highly reliable and less accurate in-
formation will be become very challenging for pilots if all are presented in a single dis-
play. Of course, inaccurate information sources should either be avoided or improved,
but this is not always feasible. In general, critical thinking should be emphasized dur-
ing pilot training. Furthermore, there is a risk that introducing inaccurate information
could undermine trust in the entire system, which can have grave consequences. An-
other risk is that the crewmay become overloaded if the display becomes too cluttered,
which could jeopardize the effectiveness of the entire display.

Integrating operational information and highlighting impacts may also lead to skill
degradation in the long term (e.g., inability to use the original source). However, it can
be argued that the benefits of providing a constant view of potential contingencies will
make the crew more creative and more engaged in operational decision-making.

The least experienced pilots are expected to benefit the most from operation alert-
ing, as they will have access to an extensive knowledge base from the start, which typ-
ically takes years to develop with current support systems. Hence, the benefits should
outweigh the adverse effect of skill degradation.

Another approach to address the challenges of flight planmanagement is to reduce
the time required for other tasks, such as system management tasks, thereby freeing
up time, and reduce distractions to focus on understanding the impacts. However, no
evidence was found for this, as discussed further with the next guiding questions.

Guiding question 2 & 3

What are thepotential gains in termsof task reduction for the envisioned system
management automation? And what is the impact on human performance if
system management would be increasingly automated?

Based on a Boeing 737 NG Quick Reference Handbook (QRH), nearly 39% of the
checklist items were identified as potential candidates for automation, which reduces
the average number of steps per checklist from 6.5 to 4. The remaining checklist steps
primarily concentrate on supporting aviate and flight planning activities, which are the
pilots’ main responsibilities and crucial for maintaining proficiency.

The experiments with the conservative, batch approval, automated checklist con-
cept showed that the time required to get the flight deck in the correct configuration
reduced by 27.7 % for the drive shaft failure and with 31.0% for the hydraulic leak fail-
ure, which converts to a time saving of 3 minutes and 51 seconds and 1 minute and
48 seconds, respectively. It is noteworthy that the achieved time reduction measured
in the experiment closely aligns with the initial task reduction prediction. Hence, task
load reduction gains through simple task allocation seems to be useful for preliminary
design quantification.

Automating the system configuration steps did not noticeably affect decision qual-
ity. However, it significantly reduced the time required to make decisions. This im-
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provementmaybe attributed to automationprovidingparticipantswith quicker access
to relevant flight plan information and reducing clutter, which likely facilitated faster
comprehension and more efficient decision-making.

This provides again evidence that the existing information in checklists could be en-
hancedandmore targeted tobetter support thequalityof operationaldecision-making.
Providing additional guidance on what defines a ‘suitable’ airport during specific non-
normal events could be particularly beneficial. In that case, decisions will be well in-
formed and faster compared to current information.

The experiments revealed that workload experienced by pilots did not significantly
change. System configuration tasks are generally not cognitively demanding and tend
to involve rule-based execution rather thanhigher cognitive effort. Therefore, eliminat-
ing these steps did not have a noticeable impact on workload. To effectively influence
workload, efforts should be directed toward simplifying knowledge-based tasks. For
instance, supporting the pilot in understanding when, where, and how the flight plan
will be affected. Note that the concept was tested only with two non-time critical fail-
ure conditions. To get a more complete prediction of the impact of this automation,
the concept also should be evaluated with scenarios under high workload conditions.

It can be argued that system knowledgemight diminish if no direct interactionwith
the system is required, thoughwhether this is detrimental is open for discussion. Given
the increasing complexity of modern aircraft, fully comprehending all aspects of the
system, especially under high-stress situations, can be challenging or even impossible.
Improving system knowledge can be achieved with providing more training, or instead
providing better indications to effectively communicate how malfunctions or system
capabilities impact the pilot’s main tasks, such as aviate, communicate, and flight plan
management. Therefore, an elevated level of system automation should always be ac-
companied by an enhancement of decision support systems, as proposed in this thesis.

Automating system configuration steps not only reduces workload but also mini-
mizes configuration errors. This has been observed as pilots sometimes fail to select
a correct checklist condition or incorrectly configure parts of the system (see observa-
tions fromChapter 6). However, these errors are not simplymitigatedwith automation
as they will be moved to the designer of the system.

Noticeably, the trend in modern airplanes is toward automating more system man-
agement tasks. However, the effectiveness of this automation can be influenced by the
type of switch used. Although the underlying system may handle tasks automatically,
the crew often still needs tomanually align switches with the system’s status, diminish-
ing the benefits of automation. Currently, many aircraft use toggles, levers, handles, or
selectors that do not switch automatically. As a recommendation for newly designed
airplanes, switches should be designed to reflect the system state without requiring
crew interaction if the function is intended to be automated (e.g., through displays or
actuated switches). This approach will also support remote-controlled operations, as
proposed by various Single-Pilot Operations (SPO) Concept-of-Operations (CONOPS).

Thesystemmanagement functionLOAwasupgraded fromStep-by-StepActionSup-
port (D2) to High-Level Support of Action Sequence Execution (D4). However, given the
limited impact on decision-making quality and the experienced workload, this level
could potentially be further advanced. For instance, to Full Automation of Action Se-
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quence Execution (D8), where the system initiates and executes a sequence of actions
and thehumancannotmonitor nor interrupt it until the sequence is not terminated. In
this case, more time can be allocated to informing decisions and fewer distractions will
be introduced. However, it is essential to enhance operational decision-making sup-
port accordingly. Depending on the implementation of this support, decisions could
then be made more quickly and with better information.

Guiding question 4

What information isneeded toeffectively support operational decisionmaking?

Effective support requires information that aligns with the user’s goals and the rel-
evant factors within the problem space. However, presenting too much information
or irrelevant information can lead to clutter and overwhelm the user. Structuring in-
formation according to abstraction levels and system goals appears to be an effective
strategy for condensing and identifying the relevant information.

The Applied Cognitive Work Analysis (ACWA) method was used to systematically
capture the work domain, user goals, functions, and abstract elements. This method
applies a stepwise approach to derive requirements from these goals and abstract com-
ponents. The stepwisemethodology has proven to be effective and practical, providing
traceability that is often difficult to achieve with methods such as Ecological Interface
Design (EID), where the connection between the Abstraction Hierarchy (AH) and the
Skill, Rule, Knowledge (SRK) taxonomy can be unclear (McIlroy & Stanton, 2015). Fur-
thermore, ACWA supports reusability, ensuring that if the visual representation does
not meet user interaction or perception needs, the core cognitive work requirements
remain valid and applicable.

ACWA was introduced to be an pragmaticmethod for application in industry. How-
ever, additional guidance and examples would benefit newpractitioners. Constructing
a Functional Abstraction Network (FAN) —the initial step in the ACWA method— can
be challenging. It was helpful to focus on the ‘commodities’ being managed and the
factors that influence them (i.e., what creates or destroys the commodity).

Even though theFAN isnotwidely adopted, it hasproven tobe ahighly effective tool
for organizing large amounts of information. The FAN has been found to be more ef-
fective than the Abstraction Hierarchy (AH) due to its elimination of the abstract layer,
which is inherent in each block in the FAN, its transition from a hierarchical to a net-
work structure, the inclusion of goals per function, and its flexibility to incorporate
non-physical commodities. It encourages practitioners to consider the system’s goals,
the abstract elements or ‘commodities’ being controlled, and their interconnections,
which aids in a comprehensive understanding of the work domain. Naturally, other
modeling methods can also achieve similar results. However, for the analysis of large
work domains the FAN is recommended over a AH.

The primary abstract elements relevant to the flight crew during air transportation,
as identified using the FAN, are the commodities of paths and spaces (in time). These
paths and spaces can be created or removed during air, ground, and passenger ma-
neuvers. Functions such as flight control and thrust management (propulsion) influ-
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ence the creation and destruction of these paths and spaces. For instance, operating
more fuel-efficiently results in a slower reduction of the operating space compared to
less efficient operations. Additionally, factors such as terrain affect the available space.
Each aircraft has unique capabilities that produce distinct paths and operating spaces,
which align with higher-level goals such as ensuring safety, maintaining compliance,
adhering to schedules, minimizing costs, and maximizing comfort.

These abstract elements can be applied to various transportation domains, includ-
ingmaritime and road transport. Hence, themodel presented inChapter 4 can serve as
a starting point for many new supporting systems. Especially, Figure 4.2 forms a foun-
dation that can be enhanced with more detail, but the fundamental commodities will
not change.

TomakeACWAmoreaccessible tonewpractitioners, adedicated requirement track-
ing tool that integrates the FAN editor and includes additional example material could
help attract a larger audience. However, it is crucial to note that the ACWA method
does not inherently ensure an effective interface, as overall system performance heav-
ily depends on effective visualization and interaction with the display. This is where
the expertise of UI and UX designers becomes essential. Therefore, the ACWA method
should be used to determine what is displayed rather than how it is presented.

Guiding question 5 & 6

What would the flight deck look like if it would focus on supporting operational
decision making? And what is the impact on human performance if the pilot is
provided with this operational decision-making support?

According to findings from ACWA, pilots would be better equipped to make in-
formed decisions if they had a clear overview of the impacts on the current flight plan.
By presenting not only these impacts but also the boundaries of the operating space
and paths for each goal, pilots can more effectively plan to meet all operational goals.

Theproposed concept included horizontal, vertical, and speed-distance displays to
represent impacts across all dimensions. Converting cryptic, text-based impacts into
visual elements significantly improved the information-gathering process. With a sin-
gle glance, operators could identifywhere impactswere affecting their operation. Pilots
using these visual displays made more informed decisions, although their final deci-
sion was largely influenced by experience, trust, and risk aversion. Nonetheless, pilots
whowere presentedwith the impacts were better prepared andmore aware of the risks
they were taking, which is acceptable if they will be the ultimate decision-makers and
willing to take these risks.

However, based on the experiment conducted and presented in Chapter 6, the vi-
sual indications did not necessarily expedite decision-making; in some cases, they ac-
tually prolonged decision time due to the increased number of impacts considered. Pi-
lots using baseline displays evaluated fewer operational impacts, which affected the
quality of their decisions. Therefore, faster is not always better. Decision-making in-
volves balancing speed and thoroughness, and these concept displays facilitate a deci-
sion to bemadewithmore thoroughness. In the scenarios tested, pilotswere not under
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time pressure, and the outcome might have differed under high workload conditions
where there was insufficient time to translate text-based impacts into a comprehen-
sive overview without aids. Additionally, while the simulation was designed to be as
realistic as possible, certain limitations should be noted (see Chapter 6).

Besides the improvement in informed decisions, pilots generally liked and found
the concept useful for their day-to-day operations. However, the time velocity display
was not as well received, indicating that it may currently be too theoretical or lacking a
clear use case. Exploring alternative presentations or evaluating scenarios where time
and speed restrictions significantly impact operations would be beneficial (e.g., during
required time of arrivals scenarios in combination with en-route weather)

Pilots were observed to be more actively generating options using the concept dis-
plays, such as pointing to navigate around or over certain airspaces. This aligns with
the intended role, demonstrating that pilots are actively engaged and ‘in the loop.’ This
engagement is likely to enhance proficiency in contingency planning in the long term,
which was a key objective of the design (see Chapter 1).

The experiment also showed that pilots presented with coordinates, such as done
in SIGMETS, were often not capable of determining where hazardous areas like icing
and turbulence were located. This emphasizes the difficulty of working with ‘raw’ data
and suggests that tomake the geographical information provided byNOTAMS and SIG-
METS more usable, a visual representation should be provided.

Although the displays proved beneficial, they can still be optimized. For instance,
adding text labels to more explicitly explain why paths and spaces are impacted would
be advantageous. Without this information, pilots might start guessing the reasons for
the impacts, leading to confirmation bias, where they interpret the indications accord-
ing to their existing beliefs, which are not always accurate. It was also observed that
some pilots avoided certain airports solely based on amber color coding, without be-
ing able to explain why those airports were considered less feasible. This suggests an
over-reliance on the automation. Automation complacency is a serious concern if the
information is inaccurate or if not all conditions are considered. However, given that
crews had limited exposure to the displays, additional training could improve their un-
derstanding of the impacts.

Therefore, pilots need to be trained to be critical, especially the few less experienced
pilotswere easily influencedbya color-coding. Anoteof caution is duehere since this is
based on a few observations, which cannot be seen as statistical evidence, but is some-
thing to consider for future research. Thecritical attitude, or trained tobe critical,might
come with experience. It is important to note that in the evaluated prototype, pilots
had no easy way to verify why certain areas were highlighted. Making the underlying
causes more discoverable through direct manipulation could assist in verifying these
conditions (e.g., by clicking on the area to understand the reason).

This concept necessitates a revolutionary change to the flight deck, which inher-
ently involves some risk. Additionally, this change will require pilots to undergo
(re)training, and new procedures will need to be established. Consequently, this con-
cept couldfirst be introducedona smaller scale, suchas in general aviationorunsched-
uled operations, before being gradually adopted by commercial operators. These op-
erations will likely benefit most from the concepts since these operate in more remote
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and dynamic environments.
Furthermore, the proposed concept requires much information integration. Infor-

mation about the environment, airline operating procedures, the aircraft, and the pi-
lot’s intent all need to be combined. This is a challenge by itself. However, the aircraft
can serve for example as a data hub that interfaces with the EFB in a standard way to
present the flight plan and the impacts on it in a standard way.

Currently, the displays were primarily used for evaluating impacts rather than re-
solving them. Potential improvements could includedirectmanipulation though touch
capabilities to interactwith the flight plan tomitigate impacts or to interactwith spaces
to address issues (e.g., activating icing systems and therefore ‘opening’ up spaces).

As proposed in this study, the flight plan management LOA was elevated for the
information acquisition and analysis stages, leading to more informed decisions and
greater pilot engagement in contingency planning. Elevating the LOA for the decision-
making stage, however, could potentially introduce ‘out-of-the-loop’ behavior and re-
duce critical thinking. Therefore, a combined approach is recommended: automating
the systemmanagement function tohandle all tasks that donot directly influenceflight
pathmanagement (D8),whilemaintaining theproposed levels for informationacquisi-
tion and analysis stages. This approach is expected to improve decision-making quality
and either reduce or maintain similar non-normal event resolution times. Something
to be investigated by future research.

7.2. Conclusions
This study was intended to achieve the following research objective:

Research Objective

Enhance the modern commercial flight deck, by elevating the Level of Automa-
tion (LOA) on system management and flight plan management, to reduce
workload while improving decision-making performance.

The two conceptualized automated supports with elevated LOA, as separate sys-
tems, reduced workload and enhanced decision-making performance by reducing the
checklist completion time and increasing the number of informed decisions.

The most significant findings to emerge from this study are:
• Automatingapproximately 40%of the tasks in theQRH—exclusively systemman-

agement tasks—resulted in a similar reduction in time,without negatively affect-
ing informed decision-making. Consequently, the information presented could
be further enhanced to support more informed decision-making.

• Several, though relatively few, pilot errors were observed during the systemman-
agement task, such as switching the incorrect air conditioning systems or check-
ing the wrong electronic checklist item. This highlights the need to either reduce
such tasks or eliminate them entirely to minimize the likelihood of errors.

• Flight crews are unable to reliably encode the ‘raw’ information from sources
such as Notice to Airmen (NOTAM) or SIGnificant METeorological information



7.3. Recommendations

7

155

(SIGMET) while flying and support is required to translate coordinates into a vi-
sual depictions (e.g., on a map-like display).

• Alerting at the flight plan level (i.e., operational alerting) has proven to be effec-
tive and well-received by pilots. Pilots who received operational alerts detailing
where and when impacts were expected made more informed decisions, were
more actively engaged in replanning, and considered a greater number of op-
tions.

• Confirmation bias became apparentwhenpilots began interpreting and explain-
ing the color-coded flight deck effects on the displays according to their preexist-
ing beliefs, which were not always accurate. This underscores the need for clear
labeling and explanations for color codes, as well as fostering critical thinking to
mitigate such biases.

• Pilotsperceive risks andhazardsdifferentlybasedon their individual experiences.
These experiences significantly influence their decision-making outcomes and
the level of trust they place in alerts and indications.

• The Applied Cognitive Work Analysis (ACWA) offered a well-structured yet prag-
matic framework fororganizinggoals and translatingabstract elements into trace-
able requirements. Describing impacts in terms of space and path effects across
multiple domains, such as payload, ground, and flight operations, has proven ef-
fective. Additionally, the Functional Abstraction Network (FAN) can be adapted
and reused by various systems that focus on specific aspects of the model. More-
over, reasoning in space andpath canbebeneficial for all transportationdomains
and the FAN can be seen as a design template for these domains.

• The design of visual elements depends on the expertise of visual and interaction
designers, andnodesigncanbedeemedperfect. However,with the requirements
derived from the ACWA, there is a common objective basis for the design, which
allows for the verification and assessment of displays.

7.3. Recommendations
As pointed out before, future efforts should focus on combining a ‘Full Automation of
Action Sequence Execution’ (D8) type system management and flight plan manage-
ment supports as presented in this study into a single concept. This integrated system
is likely to reduce workload and enhance decision-making performance. Future re-
search could also focusonenhancing support for the re-planning andexecutionphases
of contingency management. This could potentially lead to more task reduction.

Next-generation flight decks should focus on further enhancing the flight manage-
ment function, as pilots increasingly take on the role of flight plan managers. Flight
plan management support should be prioritized with a dedicated display that helps
the crew store, explore, and organize the effects of potential disruptions —both inter-
nal and external— on the flight plan.

A significant concern that needs tobe addressed is how tomanage the integrationof
reliable internal (system) information with potentially unreliable external information
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for operational alerting, as this may undermine overall trust in the system. Unreliabil-
ity can be caused by information that is outdated or inaccurate. Future efforts should
focus on improving the reliability and accuracy of external data or developingmethods
to effectively manage unreliable data, while critical thinking should be a focus point
during pilot training.

The flight planning displays were tested under quasi-static conditions (i.e., cruise
at altitude). The next step is to evaluate these displays in dynamic, time-critical situ-
ations, such as approaches with weather and traffic. In such scenarios, where there
is limited time for traditional information searches, pilots could benefit from the new
decision-support tools by interpreting informationmore quickly, likely leading tomore
informed decisions compared to baseline displays. Evaluations should include sce-
narios involving airspace time slots, speed limitations, and airport operating hours, as
these will effectively test the capabilities of the TVSD and the FSSD.

Although ACWA has not received extensive attention from researchers or industry,
this study found it to be highly useful for encapsulating extensive domains, such as
‘commercial flight operation’, into a single, manageable model. The pragmatic step-
wise approach of ACWA is particularly valuable for its traceability and scalability. Inte-
grating ACWA into a graphical modeling and requirement tracking tool and providing
additional examples would further enhance its adoption and utility.

Design iterations are necessary for each display, as outlined by ACWA. This concept
was the result of the first iteration. Next iterations should address issues related to the
‘why’ of impacts. For instance, labels could be added to clarify the reasonbehind color-
coded areas or paths, as requested by the pilot.

Regarding RCO, the developed systems can be utilized both on the flight deck and
at ground stations. By providing all involved parties with a unified ‘operational’ view,
decisions can be shared among multiple stakeholders. The concept displays can serve
as a collaborative tool, enabling communication in the language of the flight plan (i.e.,
space andpaths). Airports or specific flight plan elements canbe highlighted or flagged
for resolution by specialists with more accurate information. Thus, this operational
decision support can facilitate collaborativedecision-making,making it a valuable area
for future investigation.

In conclusion, this study demonstrated that system tasks can be effectively allo-
cated to automation without severe negative impacts as long as in-flight contingency
planning is supported. This study further emphasized that all types of commercial op-
erations —regardless of crew composition— can benefit from more integrated, acces-
sible, and accurate information for in-flight contingency planning. However as Chap-
ters 3 and 6 revealed, enabling Single-PilotOperations (SPO) introduces risks due to the
tendency of pilots to make and adhere to incorrect assumptions. Having a crew mem-
ber who critically verifies and challenges these assumptions serves as a simple yet ef-
fective safeguard against this issue. A two-pilot crew, with both different perspectives,
cognitive resources, and knowledge bases and experiences, is generally more reliable
than a single pilot, regardless of the support systems in place.
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A
Level of Automation Taxonomy

Throughout the thesis, the automation taxonomy is used to categorize enhancements
in automation. This taxonomy was introduced by Save & Feuerberg (2012). Additional
background information and examples can be found in (Save & Feuerberg, 2012). Be-
low a description is provided of the types and levels of automation. The information
acquisition and information analysis stages consist both of 5 levels, whereas the deci-
sion selection and action implementation stages have 6 and 8 levels, respectively.

A
INFORMATION
ACQUISITION

B
INFORMATION

ANALYSIS

C
DECISION AND

ACTION SELECTION

D
ACTION

IMPLEMENTATION
A0

Manual Info
Acquisition

B0
Working Memory
Based Info Analysis

C0
Human Decision

Making

D0
Manual Action and

Control
The human acquires
relevant information
on the process s/he is
following without
using any tool.

The human compares,
combines and

analyses different
information items

regarding the status
of the process s/he is
following by way of
mental elaborations.

The human generates
decision options,

selects the
appropriate ones and
decides all actions to

be performed.

The human executes
and controls all
actions manually.

A1
Artefact-Supported
Info Acquisition

B1
Artefact-Supported

Info Analysis

C1
Artefact-Supported
Decision Making

D1
Artefact-Supported

Action
Implementation

The human acquires
relevant information
on the process s/he is
following with the
support of low-tech
non-digital artifacts.

The human compares,
combines, and

analyses different
information items

regarding the status
of the process s/he is
following utilizing
paper or other

non-digital artifacts.

The human generates
decision options,

selects the
appropriate ones and
decides all actions to
be performed utilizing

paper or other
non-digital artifacts.

The human executes
and controls actions
with the help of
mechanical

non-software based
tools.
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A2
Low-Level

Automation Support
of Info Acquisition

B2
Low-Level

Automation Support
of Info Analysis

C2
Automated Decision

Support

D2
Step-by-step Action

Support

The system supports
the human in

acquiring information
on the process s/he is
following. Filtering

and/or highlighting of
the most relevant

information are up to
the human.

Based on user’s
request, the system
helps the human in

comparing,
combining and

analyzing different
information items

regarding the status
of the process being

followed.

The system proposes
one or more decision
alternatives to the
human, leaving
freedom to the

human to generate
alternative options.
The human can select

one of the
alternatives proposed

by the system or
her/his own one.

The system assists the
operator in

performing actions by
executing part of the
action and/or by

providing guidance
for its execution.

However, each action
is executed based on
human initiative and
the human keeps full

control of its
execution.

A3
Medium-Level

Automation Support
of Info Acquisition

B3
Medium-Level

Automation Support
of Info Analysis

C3
Rigid Automated
Decision Support

D3
Low-Level Support of
Action Sequence

Execution
The system supports

the human in
acquiring information
on the process s/he is
following. It helps the
human in integrating
data coming from

different sources and
in filtering and/or

highlighting the most
relevant information
items, based on user’s

settings.

Based on user’s
request, the system
helps the human in

comparing,
combining and

analyzing different
information items

regarding the status
of the process being
followed. The system
triggers visual and/or
aural alerts if the
analysis produces
results requiring

attention by the user.

The system proposes
one or more decision
alternatives to the
human. The human
can only select one of
the alternatives or ask

the system to
generate new

options.

The system performs
automatically a

sequence of actions
after activation by the
human. The human
maintains full control
of the sequence and

can modify or
interrupt the

sequence during its
execution.
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A4
High-Level

Automation Support
of Info Acquisition

B4
High-Level

Automation Support
of Info Analysis

C4
Low-Level Automatic
Decision Making

D4
High-Level Support of

Action Sequence
Execution

The system supports
the human in

acquiring information
on the process s/he is
following. The system

integrates data
coming from different
sources and filters

and/or highlights the
information items

which are considered
relevant for the user.

The criteria for
integrating, filtering
and highlighting the
relevant information
are predefined at
design level but
visible to the user.

The system helps the
human in comparing,

combining and
analyzing different
information items

regarding the status
of the process being
followed, based on

parameters
pre-defined by the
user. The system

triggers visual and/or
aural alerts if the
analysis produces
results requiring

attention by the user.

The system generates
options and decides
autonomously on the

actions to be
performed. The

human is informed of
its decision.

The system performs
automatically a

sequence of actions
after activation by the
human. The human
can monitor all the
sequence and can

interrupt it during its
execution.

A5
Full Automation
Support of Info
Acquisition

B5
Full Automation
Support of Info

Analysis

C5
High-Level Automatic

Decision Making

D5
Low-Level

Automation of Action
Sequence Execution

The system integrates
data coming from

different sources and
filters and/or
highlights the

information items
considered relevant

for the user.

The system performs
comparisons and
analyses of data

available on the status
of the process being
followed based on

parameters defined at
design level. The

system triggers visual
and/or aural alerts if
the analysis produces

results requiring
attention by the user.

The system generates
options and decides
autonomously on the

action to be
performed. The

human is informed of
its decision only on
request. (Always

connected to to an
Action

Implementation level
not lower than D5.)

The system initiates
and executes
automatically a

sequence of actions.
The human can
monitor all the

sequence and can
modify or interrupt it
during its execution.

C6
Full Automatic
Decision Making

D6
Medium-Level

Automation of Action
Sequence Execution

The system generates
options and decides
autonomously on the

action to be
performed without

informing the human.
(Always connected to

an Action
Implementation level
not lower than D5.)

The system initiates
and executes
automatically a

sequence of actions.
The human can
monitor all the

sequence and can
interrupt it during its

execution.
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D7
High-Level

Automation of Action
Sequence Execution
The system initiates
and executes a

sequence of actions.
The human can only
monitor part of it and

has limited
opportunities to

interrupt it.
D8

Full Automation of
Action Sequence

Execution
The system initiates
and executes a

sequence of actions.
The human cannot

monitor nor interrupt
it until the sequence
is not terminated.
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B
Functional Messages Presented on
Functional System Status Display

One of the design display elements introduced in Chapter 5 was the Functional System
Status Display (FSSD), but did not receive as much attention as the other display ele-
ments. Some pilots liked the overview instead of the EICAS messages and some found
it a bit confusing since another syntax is used.

The FSSD consist out of two main view ports, which are 1) the impacts introduced
by the system on the flight plan, presented on the upper part of the display and 2) the
system states presented on a functional level (i.e., the aircraft capability), presented
on the lower part of the display. Wording is deviating from the common functional
description to make it more understandable for pilots (e.g., air instead of pneumatic).

The FSSD presents all the impacts and states in an alphanumerical form. A prelim-
inary set of messages which are potentially presented on the upper part of the display
are presented in Table B.1.

Table B.1: The messages that present the impact of the system on the operation.

System Impacts on Path

LAND AT NEAREST SUITABLE AIRPORT
No suitable alternate runways within range
1 suitable alternate runway within range
2 suitable alternate runways within range
No suitable alternate runways within range after G/A at XXXX
1 suitable alternate runway within range after G/A at XXXX
2 suitable alternate runways within range after G/A at XXXX
Landing distance at XXXX RWY ## ####m
NO LANDING AT XXXX
NO TAKEOFF XXXX
Maximum Crosswind ##kts
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Rate of Climb Reduced to ####ft/min
Range Reduced to ####nm
Ceiling Reduced to ##,###ft
Asymmetric Thrust
Roll Rate Reduced
Go Around Performance Reduced
Increased fuel consumption +#.## kg/hr
VREF40 N/A
VREF30 N/A
VREF20 N/A
Airspeed limited to ###kts below ##,###ft
Airspeed limited to ###kts /0.##M
Separation by ATC
Self-Separation from Traffic
FLY MANUAL
Be cautious in proximity to terrain

System Impacts on Space

RVSM N/A
Class A N/A
Class B N/A
Class C N/A
Class D N/A
Class E N/A
Class F N/A
Avoid Icing Conditions
Avoid Turbulence

System Impacts on System and Passenger Health

OVERSPEED
FIRE ENG L
FIRE ENG R
FIRE APU
FIRE WHEEL WELL
FIRE CARGO
Airplane and/or cargo may have been damaged by fire
Fire in CARGO FWD may reignite
Flight above FL 250 not recommended
FLT DK Pressure Alt Excessive
CABIN ENV UNSAFE¹
CABIN ENV UNSAFE in ## min
DUAL ENG FAIL
DUAL ENG FAIL in ## min

¹Can be cabin alt, pressure, temperature, smoke, fumes, fire
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ENG L FAIL in ## min
ENG R FAIL in ## min
ENG L flameout may occur
ENG R flameout may occur
NO FUEL in ## min
PILOT UNRESPONSIVE
MEDICAL EMERGENCY
Passenger comfort may be affected

Table B.2 lists all the functional state messages, or capabilities of the aircraft and
crew. This list of messages is derived from the functional nodes identified in the ACWA
(See Chapter 4). Please refer to Chapter 5 where the color coding, word choice and
presentation is explained.

This list is based on Boeing 737-800 systems. Other planes have different levels of
redundancies, or other systems. Furthermore, this list of capabilities is a preliminary
version. It could be improved in terms of wording and completeness.

Table B.2: The system functionalities grouped by main function.

AutoFlight (AUTO FLT)

NO AUTOPILOT
AUTOPILOT B ONLY
AUTOPILOT A ONLY
NO AUTOLAND
NO AUTOTHROTTLE
AT 1 ONLY
AT 2 ONLY

Ground Controls (GND CTL)

NO ENG REV
ENG REV L ONLY
ENG REV R ONLY
ENG REV L SLOW
ENG REV R SLOW
NO ANTI-SKID
NO AUTO SPEEDBRAKES
GROUND SPOILERS A ONLY
GROUND SPOILERS B ONLY
NO GROUND SPOILERS
NO NWS
NWS ALTN ONLY
NO GEAR EXTENSION
MANUAL GEAR EXTENSION ONLY
MAIN GEAR R TIRES DEGRADED
MAIN GEAR L TIRES DEGRADED
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NW TIRE DEGRADED
NO AUTOBRAKE
AUTOBRAKE RTO ONLY
AUTOBRAKE 1 ONLY
AUTOBRAKE 2 ONLY
AUTOBRAKE 3 ONLY
BRAKES ALTN ONLY
BRAKES ACCU ONLY
NO BRAKES

Flight Controls (FLT CTL)

NO GEAR RETRACTION
NO FLAPS 40
NO FLAPS 30
NO FLAPS 15
NO FLAPS 10
NO FLAPS 5
NO FLAPS 2
NO FLAPS 1
NO FLAPS
NO LE FLAP EXTND
NO LE FLAP RETRCT
LE FLAP EXTND ALTN ONLY
LE FLAP RETRCT ALTN ONLY
NO TE FLAP EXTND
NO TE FLAP RETRCT
TE FLAP EXTND ALTN ONLY
TE FLAP RETRCT ALTN ONLY
FLT SPLRS A ONLY
FLT SPLRS B ONLY
NO FLT SPOILERS
AILERON HYD A ONLY
AILERON HYD B ONLY
AILERON MANUAL ONLY
ELEV FEEL A ONLY
ELEV FEEL B ONLY
NO ELEV FEEL
ELEV HYD A ONLY
ELEV HYD B ONLY
ELEV MANUAL ONLY
RUD HYD A ONLY
RUD HYD B ONLY
RUD HYD STBY ONLY
NO RUDDER
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NO YAW DAMPER
NO MACH TRIM
NO SPEED TRIM
NO AUTOSLAT
NO FLAP EXTENSION PROTECTIONS
FUEL IMBALANCE
ASYMMETRIC THRUST

Navigation / Position Precision (NAV)

RNAV 10 ONLY
NO RNAV 5
NO RNP 2
NO RNP 1
NO RNP 0.3
NO RNAV
ATC FIXES / RADAR N/A
UNRELIABLE ALTITUDE
UNRELIABLE AIRSPEED
RA R ONLY
RA L ONLY
UNRELIABLE TAS [if icing]
NO ILS LOC
NO ILS CAT I
NO ILS CAT II
NO ILS CAT III
NO GLS
NO RNP LPV
NO RNP LNAV/VNAV
NO RNP LNAV
NO RNAV (RNP) AR apch
NO VOR APP
VHF-NAV 1 OUT OF RANGE
VHF-NAV 2 OUT OF RANGE
AOA F/O ONLY
AOA CAPT ONLY
NO AOA

Communication (COM)

NO 2 WAY COM
VHF-1 NO SIGNAL
VHF-2 NO SIGNAL
HF-1 NO SIGNAL
HF-2 NO SIGNAL
VHF-1 ONLY
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VHF-2 ONLY
HF-1 ONLY
HF-2 ONLY
SELCAL NO COVERAGE
NO SELCAL
NO FLT INTER PHONE
NO SERVICE/CAB INTER PHONE
NO PA SYSTEM
NO VHF DATA
NO VHF VOICE
NO HF VOICE
NO HF DATA
NO SAT VOICE
NO SAT DATA
XPNDR 1 ALT RPTG ONLY
XPNDR 2 ALT RPTG ONLY
XPNDR 1 ONLY
XPNDR 2 ONLY
NO XPNDR

Surveillance (SURV)

NO TCAS
NO TCAS TA/RA
NO GPWS
NO WX RADAR
OUTSIDE VIS CAPT ONLY
OUTSIDE VIS F/O ONLY
NO OUTSIDE VIS

Crew

##HRS ##MIN Duty Time Left
Licenses insufficient for intended operation

Anti-ice (AI)

ANTI-ICE WING L ONLY
ANTI-ICE WING R ONLY
NO ANTI-ICE WINGS
NO ANTI-ICE ENG L
NO ANTI-ICE ENG R
NO ANTI-ICE BOTH ENG
NO WINDOW HEAT FWD CPT
NO WINDOW HEAT FWD F/O
NO ANTI-ICE PROT PROBES
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Cabin Environment (CAB ENV)

CABIN DEPRESS MANUAL ONLY
NO CABIN PRESS CTRL
NO CABIN TEMP CTRL
CABIN HEATING ONLY
CABIN COOLING ONLY
CREW OXYGEN in XX min depleted
CREW OXYGEN depleted
PAX OXYGEN in XX min depleted
PAX OXYGEN depleted
CABIN TEMP UNCONTROLLABLE
NO CABIN AIRFLOW
NO SEALED CABIN
FLT DK DOOR UNLKD
NO EQUIP COOL SUPPLY
NO EQUIP COOL EXHAUST
EQUIP COOL SUPPLY ALTN ONLY
EQUIP COOL EXHAUST ALTN ONLY
NO CARGO FWD DET
NO CARGO FWD FIRE EXT
NO CARGO AFT DET
NO CARGO AFT FIRE EXT

Passengers (PAX)

NO IFE / CABIN UTIL
BELTS FASTENED

Fuel Supply (FUEL)

CENTER depleted in XX min
CENTER depleted
MAIN L depleted in XX min
MAIN L depleted
MAIN R depleted in XX min
MAIN R depleted
FUEL TANKS depleted
FUEL LOW TEMP

Hydraulic Power (HYD)

HYD A ONLY
HYD B ONLY
HYD STBY ONLY
HYD A depleted in XX min
HYD A depleted
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HYD B depleted in XX min
HYD B depleted
HYD STBY depleted in XX min
HYD STBY depleted

Electric Power (ELEC)

AC GEN 1 ONLY
AC GEN 2 ONLY
AC GEN APU ONLY
NO AC GEN
AC ON BAT
BAT depleted in XX min
DC TR1 ONLY
DC TR2 ONLY
DC TR3 ONLY
DC BAT ONLY
DC ON BAT ONLY
NO DC

Pneumatic Power (AIR)

BLEED ENG 1 ONLY
BLEED ENG 2 ONLY
BLEED APU ONLY
NO APU BLEED
L PACK ONLY
R PACK ONLY
NO PACKS

Mechanical Power (ENG)

LIMIT ENG 1 THRUST ##% N1
ENG 1 SUCTION FEED ONLY
NO ENG 1 FUEL SUPPLY
NO ENG 1 LIMIT PROT
ENG 1 FIRE DET A ONLY
ENG 1 FIRE DET B ONLY
NO ENG 1 FIRE DET
ENG 1 FIRE BOTTLE L ONLY
ENG 1 FIRE BOTTLE R ONLY
NO ENG 1 FIRE PROT
NO ENG 1 ICE PROT
NO ENG 1 START
NO ENG 1 IN-FLT START
NO ENG 1 LUBRICATION
ENG 2 ONLY
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LIMIT ENG 2 THRUST ##% N1
ENG 2 SUCTION FEED ONLY
NO ENG 2 FUEL SUPPLY
NO ENG 2 LIMIT PROT
ENG 2 FIRE DET A ONLY
ENG 2 FIRE DET B ONLY
NO ENG 2 FIRE DET
ENG 2 FIRE BOTTLE L ONLY
ENG 2 FIRE BOTTLE R ONLY
NO ENG 2 FIRE PROT
NO ENG 2 START
NO ENG 2 START
NO ENG 2 IN-FLT START
NO ENG 2 LUBRICATION
ENG 1 ONLY

NO APU FUEL SUPPLY
APU FIRE DET A ONLY
APU FIRE DET B ONLY
NO APU FIRE DET
APU FIRE BOTTLE L ONLY
APU FIRE BOTTLE R ONLY
NO APU FIRE PROT
NO APU





C
Flight Plan, Airport and

Performance Documentation
The experiment as presented in Chapter 6 was conducted in a ‘fake’ operating world
to avoid any mix-ins with past experiences. The pilots were shortly briefed on each of
the airports an provided with the flight plan and documentation presented in this ap-
pendix. The tables used to calculate the landing distance are also presented here. This
documentation is edited and is therefore only usable for research and use in a simula-
tor. In other words, do not use this information for any flight operation.

177
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[ OFP ] 
--------------------------------------------------------------------
DU0961    18FEB2020    IWLL-IRDM   B738 PHSIM    RELEASE 1046 18FEB20 
OFP 1  ORVILL WRIGHT INTERCON-REDMOUNTAIN INTL

   OBS 1112 1112 1112

  ATC C/S   DU961 CRZ SYS CI 80
18FEB2020   PHSIM

WX PROG 1812 1815 1818

IWLL/WLL   IRDM/RDM 
1210/1230  1626/1634 GND DIST 1432

B737-800 / CFM56-7B26 STA  1610 AIR DIST 1692
CTOT:.... G/C DIST 1338

AVG WIND   285/079
MAXIMUM    TOW  79016  LAW  66361  ZFW  62732 AVG W/C M066
ESTIMATED  TOW  75346  LAW  64486  ZFW  60878 AVG ISA M002

AVG FF KGS/HR 2759
FUEL BIAS    P00.0

ALTN IOPK TKOF ALTN  .......
FL STEPS IWLL/0320/LAA/0340 
-------------------------------------------------------------------
-DISP RMKS APU N/A

--------------------------------------------------------------------
PLANNED FUEL

---------------------------------
FUEL           ARPT   FUEL   TIME
---------------------------------
TRIP RDM  10860   0356
CONT 15 MIN 690   0015
ALTN OPK   1895   0047
FINRES 1023   0030
---------------------------------
MINIMUM T/OFF FUEL   14468   0528
---------------------------------
EXTRA 0   0000
---------------------------------

14468   0528T/OFF FUEL
TAXI            WLL    227   0020
---------------------------------
BLOCK FUEL WLL 14695
PIC EXTRA .....
TOTAL FUEL .....
REASON FOR PIC EXTRA ............
--------------------------------------------------------------------
NO TANKERING RECOMMENDED (P)
--------------------------------------------------------------------
I HEREWITH CONFIRM THAT I HAVE PERFORMED A THOROUGH SELF BRIEFING
ABOUT THE DESTINATION AND ALTERNATE AIRPORTS OF THIS FLIGHT 
INCLUDING THE APPLICABLE INSTRUMENT APPROACH PROCEDURES, AIRPORT 
FACILITIES, NOTAMS AND ALL OTHER RELEVANT PARTICULAR INFORMATION.

DISPATCHER: EMMA AYALA PIC NAME: X

TEL: +1 800 555 0199 PIC SIGNATURE: ............... 

1           

X

0
14695 none

DO NOT USE FOR FLIGHT
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ALTERNATE ROUTE TO:                                    FINRES   1023
APT      TRK DST              VIA FL  WC  TIME  FUEL
--------------------------------------------------------------------
IOPK/26  287 179  DIDLY5 MLP J136 OPK DCT 320 M092 0047  1895
--------------------------------------------------------------------

MEL/CDL ITEMS DESCRIPTION
------------- -----------

--------------------------------------------------------------------

ROUTING:

ROUTE ID: DEFRTE
IWLL/33R LOA3 FUZ J58 SPS J168 LAA J20 FQF J56 RIDJE DCT RIW DCT HIA 
DCT JIROS DCT DIPHU DCT NEGOE DCT JELEG DCT IRDM/12

--------------------------------------------------------------------
OPERATIONAL IMPACTS
-------------------

WEIGHT CHANGE UP 1.0 TRIP  P 0091 KGS   TIME P 0000
WEIGHT CHANGE DN 1.0 TRIP  M 0124 KGS   TIME P 0001
FL CHANGE UP FL1 NOT AVAILABLE
FL CHANGE DN FL1 TRIP  P 0190 KGS   TIME M 0001
FL CHANGE DN FL2 TRIP  P 0574 KGS   TIME M 0006
SPD CHANGE    CI 0 TRIP  M 0372 KGS   TIME P 0015
SPD CHANGE    CI 100 TRIP  P 0038 KGS   TIME M 0000
-------------------------------------------------------------------- 

2           

WEIGHTS
-------

EST MAX ACTUAL

184 ......

0.2 ......

19.2 ......

60.9 62.7 ......

14.7 16.6 ......  POSS EXTRA 1.9

75.3 77.2  LDG......

PAX 

CARGO 

PAYLOAD 

ZFW

FUEL

TOW

LAW 64.5 65.3 ......

60.9

181

14.7
75.3

DU 961/18 FEB/WLL-RDM

APU N/A

0,6
19.2

181
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FLIGHT LOG
----------

MOST CRITICAL MORA 16100 FEET AT TOMSN///MXSHR 05 AT HGO
--------------------------------------------------------------------
AWY                           FL   IMT   MN    WIND  OAT  EFOB  PBRN
POSITION    LAT EET ETO MORA  ITT  TAS    COMP  TDV
IDENT LONG    TTLT ATO DIS  RDIS   GS SHR  TRP  AFOB  ABRN
FREQ
--------------------------------------------------------------------

331 14.5   0.2
ORWILL WRIG N2959.1 ...  24   334 P009
IWLL W09520.5 0000 ... 1432  404 ....  ....

LOA3 212   333  .63 228/039  M22  13.9   0.8
WLLIS N3032.1 0006 ...  25   335 P009  P05
WLLIS W09539.1 0006 ...  37  1395  404 337  ....  ....

LOA3 285   339  .75 239/054  M37  13.2   1.5
LEONA N3107.4 0007 ...  26   341 P002  P05
LOA W09558.1 0013 ...  39  1356  452 337  ....  ....
110.80

WARMHILL FIR/UIR
-IWLL       N3125.7  ...

W09605.1  ...  20  1336

LOA3 320   339  .78 247/074  M46  12.6   2.1
T O C N3142.5 0004 ...  25   341  458    M001  P03

W09611.7 0020 ...  17  1319  457 4  340  ....  ....

LOA3 320   314  .80 247/074  M46  12.5   2.2
DOLEY N3211.4 0003 ...  29   316  471    M001  P03
DOLEY W09623.1 0023 ...  30  1289  470 4  340  ....  ....

LOA3 320   310  .80 243/085  M47  12.1   2.6
RANGER  N3253.4 0008 ...  32   313  471    M032  P02
FUZ W09710.8 0031 ...  58  1231  439 3  339  ....  ....
115.70

J58 320   309  .80 240/088  M47  11.8   2.9
BATIK N3326.9 0007 ...  33   312  470    M033  P02
BATIK W09753.6 0038 ...  49  1182  437 4  338  ....  ....

J58 320   319  .80 241/091  M48  11.4   3.3
PEAKS FAL   N3359.2 0007 ...  64   323  470    M038  P01
SPS W09835.6 0045 ...  48  1134  432 4  334  ....  ....
112.70

3

DU 961/18 FEB/WLL-RDM

J168 320   304  .80 251/071  M49   9.4   5.3
LAMAR N3811.8 0006 ...  78   310  468    M027  P00
LAA W10241.3 0128 ...  50   813  441 4  330  ....  ....
116.90

J20 340   311  .81 306/055  M58   9.0   5.7
HUGO N3849.1 0009 ...  89   318  461    M055  M05
HGO W10337.3 0137 ...  58   755  406 5  338  ....  ....
112.10

DRYSAND FIR/UIR
-IDSD N3899.7  ...

W10375.4  ...  02 753

0.2

0.8

1.6

14.5

13.9

13.1

2.212.6

12.5 2.2

12.1 2.6

11.8 2.9

11.4 3.3

9.4 5.2

9.1 5.7
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AWY FL   IMT   MN    WIND  OAT  EFOB  PBRN
POSITION    LAT EET ETO MORA  ITT  TAS    COMP  TDV
IDENT LONG    TTLT ATO DIS  RDIS   GS SHR  TRP  AFOB  ABRN
FREQ
--------------------------------------------------------------------
J20 340   311  .81 306/055  M58   8.7   6.0
QUAIL N3915.6 0005 ...  89   318  461    M054  M05
QUAIL W10407.5 0142 ...  33   720  407 5  338  ....  ....

J20 340   309  .81 302/055  M57   8.5   6.2FALCON 
N3941.4 0005 ... 129

   317  462    M053  M04
FQF W10437.3 0147 ...  35   685  409 5  346  ....  ....
116.30

J56 340   308  .81 302/055  M57   8.1   6.6
TOMSN N4021.4 0008 ... 161   316  462    M053  M04
TOMSN W10526.2 0155 ...  55   630  409 5  346  ....  ....

J56 340   313  .81 312/085  M58   8.0   6.7
RIDJE N4031.1 0002 ... 153   321  461    M085  M05
RIDJE W10538.3 0157 ...  33   617  376 3  341  ....  ....

DCT    308  .81 308/101  M58   6.6   8.1
RIVERTON    317  462    M099  M05
RIW    419  363 3  343  ....  ....
108.80

DCT 287  .81 307/134  M57   4.8   9.9
WHITEHALL 299  463    M133  M04
HIA 188  330 5  341  ....  ....
113.70

DCT    285  .81 305/151  M57   4.0  10.7
T O D    298  463    M150  M04

    96  313 5  336  ....  ....

DCT 342  .64 300/113  M32   3.9  10.8
JIROS 354 M113  M03
JIROS

340
    N4303.9 0013 ... 153

W10827.3 0230 ...  76

   340
   N4551.7 0042 ... 117   

W11210.2 0312 ... 32   

340
N4636.0 0018 ... 117

W11406.7 0330 ...  92

219   
N4648.2 0006 ...  96   

W11440.3 0336 ...  26    70  280 340  ....  ....

4

DRYSTONE FIR/UIR
-IDST N4417.9  ...

W10375.5  ...  91   328

GRANDWALL FIR/UIR
-IRDM  N4550.6 ...

W11169.2  ...  108 220

DU 961/18 FEB/WLL-RDM

W11405.4 0356 ...W114 ........  

8.7 6.1

8.4 6.3

7 .9 6.8

7.9 6.8
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AWY                           FL   IMT   MN    WIND  OAT  EFOB  PBRN
POSITION    LAT EET ETO MORA  ITT  TAS    COMP  TDV
IDENT LONG    TTLT ATO DIS  RDIS   GS SHR  TRP  AFOB  ABRN
FREQ
--------------------------------------------------------------------
DCT 182   009  .60 299/089  M28   3.9  10.8
DIPHU N4656.6 0002 ...  99   022 M058  M07
DIPHU W11441.4 0338 ...   8    62  309 340  ....  ....

DCT 112   117  .52 292/032  M24   3.9  10.8
NEGOE N4710.8 0003 ... 100   130 M002  M17
NEGOE W11432.8 0341 ...  15    47  319 340  ....  ....

DCT 079   117  .43 279/014  M19   3.9  10.8
JELEG N4705.9 0002 ...  96   130 P012  M18
JELEG W11424.3 0343 ...   7    40  284 336  ....  ....

3.6  11.1DCT
REDMOUNT IN N4655.0 0013 ...
IRDM W11405.4 0356 ...  40 ....  ....

5

DU 961/18 FEB/WLL-RDM
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--------------------------------------------------------------------

WIND INFORMATION
----------------

CLIMB T O C DOLEY FUZ
350 250/080 -48  360 250/088 -48  360 250/088 -48  360 247/096 -49
310 245/064 -43  340 249/082 -50  340 249/082 -50  340 245/091 -51
200 236/039 -19  320 247/074 -46  320 247/074 -46  320 243/085 -47
150 232/030 -05  300 244/067 -43  300 244/067 -43  300 241/080 -43
100 237/026 +02  280 239/061 -37  280 239/061 -37  280 237/074 -38

BATIK SPS LAA HGO
360 245/099 -49  360 244/104 -49  360 270/059 -53  380 282/067 -51
340 243/095 -51  340 242/098 -51  340 276/054 -54  360 293/060 -55
320 240/088 -47  320 241/091 -48  320 280/047 -51  340 306/055 -58
300 237/081 -43  300 240/084 -45  300 286/041 -49  320 310/053 -54
280 237/077 -38  280 238/078 -40  280 279/043 -44  300 314/051 -50

QUAIL FQF TOMSN RIDJE
380 282/067 -51  380 281/063 -57  380 281/063 -57  380 296/069 -56
360 293/060 -55  360 291/058 -57  360 291/058 -57  360 305/076 -57
340 306/055 -58  340 302/055 -57  340 302/055 -57  340 312/085 -58
320 310/053 -54  320 310/059 -53  320 310/059 -53  320 311/084 -54
300 314/051 -50  300 317/063 -50  300 317/063 -50  300 309/083 -49

RIW HIA T O D DESCENT
380 300/084 -57  380 304/102 -55  380 304/106 -54  350 305/140 -56
360 305/099 -58  360 306/123 -55  360 305/129 -55  310 305/150 -50
340 308/115 -58  340 307/144 -56  340 305/151 -57  200 298/097 -32
320 306/110 -54  320 307/144 -53  320 305/150 -52  150 298/055 -29
300 305/105 -50  300 306/143 -49  300 305/149 -48  100 288/027 -24

-------------------------------------------------------------------- 

6
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[ Airport WX List ]
-------------------------------------------------------------------
IWLL --> IRDM    DU   961 / 18FEB2020
LIDO/WEATHER SERVICE DATE : 18Feb2020   TIME : 10:46 UTC

AIRMETs:
  No Wx data available

SIGMETs:
IRDM  GRANDWALL FIR/UIR
  WS  SIGMET UNIFORM 1 VALID 1810/1903 IRDM 

IRDM GRANDWALL FIR ICE FCST AT 01230Z FROM SURFACE 
AND FL300 CONDS ENDG 1930Z.

Departure:
IWLL/WLL  ORWILL WRIGHT INTERCONTINENTAL/H
SA  180953  34010KT 8000 OVC032 12/08 Q1019  

  FT  180930  1810/1912 34010G17KT 9999 OVC040

Destination:
IRDM/RDM  REDMOUNTAIN INTL
  SA  180953  AUTO 13003KT 7000 OVC038 M05/M08 Q1026 

  FT  180520  1806/1906 14003KT 9999 OVC045

Destination Alternates:
IOPK/OPK  OATPEAKS INTL
  SA  180953  AUTO 23021KT 9999 SCT060 BKN200 M05/M12 Q1027 

  FT  180526  1806/1906 24025KT 9999 FEW060 SCT200 
FM181300 25022KT 9999 BKN065
FM181600 27025KT 9999 BKN120 OVC150 
FM190300 26522KT 7000 -SN BKN060 OVC032

7

DU 961/18 FEB/WLL-RDM

  SA  180953  15003KT 9999 SCT060 BKN180 03/M02 Q1027 

  FT  180526  1806/1906 15004KT 9999 FEW060 SCT200 

IDST/DST  DRYSTONE INTL

  SA  180953  14010KT 9999 SCT080 BKN200 02/M05 Q1027 

  FT  180526  1806/1906 14012KT 9999 FEW080 SCT200

AIRPORTLIST ENDED 

IWLF/WLF  WILLOWFORT RGNL
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[ NOTAM ]
--------------------------------------------------------------------
===================================
DESTINATION AIRPORT - DETAILED INFO
===================================

IRDM/RDM REDMOUNTAIN 
--------------------------

+++++++++++++++++++++++++++++ AIRPORT ++++++++++++++++++++++++++++++

A1259/21   
  APN ALL  PATCHY ICE AND PATCHY COMPACTED SN OBS AT
  2102180935.
A1258/21   
  TWY ALL  PATCHY ICE OBS AT 2102180930.
A1237/21   
  TWY ALL PATCHY COMPACTED SN AND WET OBS AT 2102171942.
A0068/21   
  TWY A5 CLSD
A0067/21   
  TWY A2 CLSD
A2986/20   
  TWY G BTN RWY 12/30 AND APCH END RWY 08 CLSD

++++++++++++++++++++++++++++++ RUNWAY ++++++++++++++++++++++++++++++

A1257/21   
RWY 12  10 PCT ICE OBS AT 2102180927 BA MEDIUM.

A2486/20   
  RWY 08/26 CLSD 

DU 961/18 FEB/WLL-RDM

  ================================
DESTINATION ALTERNATE AIRPORT(S)
================================

IOPK/OPK OATPEAKS INTL 
-------------------------

+++++++++++++++++++++++++++++ AIRPORT ++++++++++++++++++++++++++++++

A3724/21   
  APRON ALL PATCHY COMPACTED SN OBS AT 2102180049.
02/749   VALID: 17-FEB-21 1458 - 18-FEB-21 1458
  APRON TERMINAL RAMP, WEST AIR CARGO RAMP FICON   
  PATCHY COMPACTED SN AND   PATCHY 1/8IN SLUSH OBS AT 2102171458.
A3635/21   VALID: 17-FEB-21 1050 - 18-FEB-21 1050
  TWY A SOUTH HLDG PAD, G NORTH HLDG PAD, G SOUTH HLDG PAD, C1,
  C2, C4, D, H, K, TWY C BTN TWY C1 AND TWY G, TWY C BTN TWY C4 AND
  TWY A PATCHY COMPACTED SN AND 1/8IN DRY SN BA MEDIUM OBS AT
  2102171050.
A3631/21   VALID: 17-FEB-21 1049 - 18-FEB-21 1049
  TWY A, A NORTH HLDG PAD, A1, A2, A3, A4, A5, A6, G, G1, G2,
  G3, G5, G6, TWY C BTN TWY G AND TWY A WET DEICED LIQUID 50FT
  WID REMAINDER 1/8IN DRY SN OBS AT 2102171049.
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DU 961/18 FEB/WLL-RDMA2341/21

IDST/DST DRYSTONE INTL 
-------------------------

+++++++++++++++++++++++++++++ AIRPORT ++++++++++++++++++++++++++++++

A234/21
225´ CRANE 1 NM NORTHEAST OF ARPT.

IWLF/WLF   WILLOWFORT RGNL 
-------------------------

+++++++++++++++++++++++++++++ AIRPORT ++++++++++++++++++++++++++++++

A3724/21   
PPR for air carrier ops with more than 30 pax seats, 
call arpt ops 307–352–6888. ARFF ICAO CAT 2 avbl with 30 
min notice: call arpt ops 307–352–6888.
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GENERAL INFO

General Information:

ICAO/IATA: IRDM/RDM
Elevation: 3206 ft
Airport Use: Public
ARFF Index: C
Fuel Types: 100LL, JET A1+ 
Repair Types: Minor Airframe, Minor Engine
Customs: Yes

Airport Remarks:
Attended continuously. Parachute Jumping. Cold 
temperature airport. Altitude correction required at or below –
12C. Migratory and small bird activity.

Approach Procedures:
ILS RWY 12
RNAV (RNP) Z RWY 12
RNAV (GPS) Y RWY 12
RNAV (GPS) RWY 30
VOR

Runway Info:
Runway 12-30 2896m x 45m 
Runway 8-26 1406m x  22m 

REDMOUNTAIN INTL (RDM)
REDMOUNTAIN

REDMOUNTAIN INTL (RDM)
REDMOUNTAIN

PP

PP
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General Information:

ICAO/IATA: IOPK/OPK
Elevation: 2385 ft
Airport Use: Public
ARFF Index: C
Fuel Types: 100LL, JET A1+ 
Repair Types: Major Airframe, Major Engine 
Customs: Yes

Airport Remarks:
Attended continuously. Waterfowl and birds on and invof 
arpt. Portions of Twy K not visible from twr.  

Approach Procedures:
ILS or LOC RWY 3 
ILS or LOC RWY 21
ILS RWY 3 (CAT II & CAT III)
ILS RWY 21 (CAT II & CAT III)
RNAV (RNP) Z RWY 3
RNAV (GPS) Y RWY 3
RNAV (GPS) RWY 21 
RNAV (GPS) RWY 8
RNAV (GPS) RWY 26
VOR RWY 3

Runway Info:
Runway 3-21 3353m x 46m 
Runway 8-26 2500m x 46m 

OATPEAK  S
OATPEAKS INTL (OPK)

OATPEAKS

OATPEAKS INTL (OPK)
PP
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GENERAL INFO

General Information:

ICAO/IATA: IDST/DST
Elevation: 5344 ft
Airport Use: Public
ARFF Index: C 
Fuel Types: 100LL, JET A1+ 
Repair Types: Major Airframe, Major Engine
Customs: Yes

Airport Remarks:
Attended continuously. 225´ crane 1 NM northeast of arpt.

Approach Procedures:
ILS or LOC RWY 3 
RNAV (GPS) RWY 3
RNAV (GPS) RWY 21
RNAV (GPS) RWY 8
RNAV (GPS) RWY 26
VOR/DME RWY 21 

Runway Info:
Runway 3-21 3098m x 46m 
Runway 8-26 2645m x 46m 

DRYSTONE INTL (DST)
DRYSTONE

DRYSTONE INTL (DST)
DRYSTONE

PP

PP
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GENERAL INFO

  

General Information:

ICAO/IATA: IWLF/WLF
Elevation: 6765 ft
Airport Use: Public
ARFF Index—See Remarks 
Fuel Types: 100LL, JET A1+ 
Repair Types: Minor Airframe, Minor Engine
Customs: Yes

Airport Remarks:
PPR for air carrier ops with more than 30 pax seats, call arpt 
ops 307–352–6888. ARFF ICAO Cat 2 avbl with 30 min 
notice: call arpt ops 307–352–6888.

Approach Procedures:
ILS or LOC RWY 27 
RNAV (GPS) RWY 9
RNAV (GPS) RWY 27
VOR RWY 9

Runway Info:
Runway 9-27 3048m x 46m 
Runway 3-21 1593m x 23m 

PP

PP
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GENERAL INFO

  

General Information:

ICAO/IATA: IWLL/WLL
Elevation: 96 ft
Airport Use: Public
ARFF Index: E
Fuel Types: 100LL, JET A1+ 
Repair Types: Major Airframe, Major Engine
Customs: Yes

Airport Remarks:
Attended continuously. Rwy 09–27 CLOSED to acft with 
wingspan 215´ and abv. Birds on and invof arpt. 

Runway Info:
Runway 8L-26R 2743m x 46m 
Runway 8R-26L 2866m x 46m 
Runway 9-27 3048m x 46m 
Runway 15L-33R 3658m x 46m 
Runway 15R-33L 3048m x 46m 

WARMHILL

WARMHILL

WARMHILL

ORVILL WRIGHT INTERCONTINENTAL/WARMHILL (WLL) 
WARMHILL

PP

PP

ORVILL WRIGHT INTERCONTINENTAL/WARMHILL (WLL) 
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737 Flight Crew Operations Manual 

Performance Inflight - QRH
Advisory Information

ADVISORY INFORMATION
Advisory InformationAdvisory Information

Normal Configuration Landing Distances
Flaps 15

Dry Runway

Good Reported Braking Action

Medium Reported Braking Action

Poor Reported Braking Action

Reference distance is for sea level, standard day, no wind or slope, VREF15 approach speed and two engine 
detent reverse thrust.
For max manual braking and manual speed brakes, increase reference landing distance by 60 m.
For autobrake and manual speed brakes, increase reference landing distance by 50 m.
Actual (unfactored) distances are shown.
Includes distance from 50 ft above threshold (305 m of air distance).
*For landing distance at or below 8000 ft pressure altitude, apply the STD adjustment. For altitudes higher 
than 8000 ft, first apply the STD adjustment to derive a new reference landing distance for 8000 ft then apply 
the HIGH adjustment to this new reference distance.

LANDING DISTANCE AND ADJUSTMENT (M)

REF 
DIST

WT 
ADJ

ALT 
ADJ

WIND ADJ 
PER 10 KTS

SLOPE ADJ 
PER 1%

TEMP ADJ 
PER 10°C

APP 
SPD 
ADJ

REVERSE 
THRUST 

ADJ

BRAKING 
CONFIGURATION

65000 KG 
LANDING 
WEIGHT

PER 
5000 KG 
ABOVE/ 
BELOW 

65000 KG

PER 
1000 FT 
STD/HI

GH*

HEAD 
WIND

TAIL 
WIND

DOWN
HILL

UP 
HILL

ABV 
ISA

BLW 
ISA

PER 
5 KTS 

ABOVE 
VREF15

ONE 
REV

NO 
REV

MAX MANUAL 975 75/-60 20/30 -35 120 10 -10 20 -20 35 20 40
MAX AUTO 1270 70/-70 30/40 -45 155 0 0 30 -30 60 0 5

AUTOBRAKE 3 1815 105/-115 50/65 -75 255 0 0 50 -50 100 0 0
AUTOBRAKE 2 2300 150/-160 70/95 -105 350 30 -45 70 -70 95 80 80
AUTOBRAKE 1 2530 180/-190 85/110 -120 410 70 -80 75 -75 90 220 335

MAX MANUAL 1330 75/-80 35/45 -60 200 30 -25 35 -35 45 65 145
MAX AUTO 1430 80/-85 40/50 -60 210 30 -25 35 -35 55 75 165

AUTOBRAKE 3 1820 105/-115 50/65 -75 260 5 -5 50 -50 100 5 10
AUTOBRAKE 2 2300 150/-160 70/95 -105 350 30 -45 70 -70 95 80 80
AUTOBRAKE 1 2530 180/-190 85/110 -120 410 70 -80 75 -75 90 220 335

MAX MANUAL 1845 120/-120 60/75 -95 335 80 -65 50 -50 60 190 455
MAX AUTO 1885 125/-125 60/80 -95 340 75 -60 50 -55 70 190 460

AUTOBRAKE 3 2005 125/-130 60/80 -100 350 60 -40 55 -60 100 130 375
AUTOBRAKE 2 2350 155/-165 75/95 -115 395 65 -60 70 -70 95 115 230
AUTOBRAKE 1 2540 180/-190 85/110 -125 430 90 -85 75 -75 90 235 390

MAX MANUAL 2430 175/-175 85/115 -140 535 205 -135 70 -75 75 415 1105
MAX AUTO 2430 175/-175 85/115 -140 535 205 -130 70 -75 80 415 1105

AUTOBRAKE 3 2460 175/-175 85/115 -145 535 195 -125 70 -75 90 420 1115
AUTOBRAKE 2 2625 185/-190 90/125 -150 555 190 -125 75 -80 95 350 960
AUTOBRAKE 1 2740 195/-200 95/130 -155 570 195 -140 80 -85 90 400 990

DO NOT USE FOR FLIGHT
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Performance Inflight - QRH
Advisory Information

ADVISORY INFORMATION
Advisory Information

Normal Configuration Landing Distances
Flaps 30

Dry Runway

Good Reported Braking Action

Medium Reported Braking Action

Poor Reported Braking Action

Reference distance is for sea level, standard day, no wind or slope, VREF30 approach speed and two engine 
detent reverse thrust.
For max manual braking and manual speed brakes, increase reference landing distance by 60 m.
For autobrake and manual speed brakes, increase reference landing distance by 50 m.
Actual (unfactored) distances are shown.
Includes distance from 50 ft above threshold (305 m of air distance).
*For landing distance at or below 8000 ft pressure altitude, apply the STD adjustment. For altitudes higher 
than 8000 ft, first apply the STD adjustment to derive a new reference landing distance for 8000 ft then apply 
the HIGH adjustment to this new reference distance.

LANDING DISTANCE AND ADJUSTMENT (M)

REF 
DIST

WT 
ADJ

ALT 
ADJ

WIND ADJ 
PER 10 KTS

SLOPE ADJ 
PER 1%

TEMP ADJ 
PER 10°C

APP 
SPD 
ADJ

REVERSE 
THRUST 

ADJ

BRAKING 
CONFIGURATION

65000 KG 
LANDING 
WEIGHT

PER 
5000 KG 
ABOVE/ 
BELOW 

65000 KG

PER 
1000 FT 
STD/HI

GH*

HEAD 
WIND

TAIL 
WIND

DOWN
HILL

UP 
HILL

ABV 
ISA

BLW 
ISA

PER 
5 KTS 

ABOVE 
VREF30

ONE 
REV

NO 
REV

MAX MANUAL 935 60/-55 20/25 -35 120 10 -10 20 -20 35 15 35
MAX AUTO 1200 60/-65 25/35 -45 145 0 0 30 -30 55 0 5

AUTOBRAKE 3 1700 100/-105 45/60 -75 245 0 -5 45 -45 85 0 0
AUTOBRAKE 2 2120 140/-145 65/85 -100 335 30 -40 60 -60 85 80 80
AUTOBRAKE 1 2325 160/-170 75/100 -115 395 65 -70 70 -70 80 185 300

MAX MANUAL 1275 70/-75 35/45 -55 195 30 -25 30 -30 45 60 130
MAX AUTO 1375 75/-80 35/45 -60 205 30 -25 35 -35 55 65 145

AUTOBRAKE 3 1705 100/-105 45/60 -75 250 5 -10 45 -45 85 5 10
AUTOBRAKE 2 2120 140/-145 65/85 -100 335 30 -40 60 -60 85 80 80
AUTOBRAKE 1 2325 160/-170 75/100 -115 395 65 -70 70 -70 80 185 300

MAX MANUAL 1740 110/-115 55/70 -90 325 80 -60 45 -50 60 165 390
MAX AUTO 1790 115/-120 55/75 -90 330 75 -60 50 -50 70 165 400

AUTOBRAKE 3 1885 115/-120 55/75 -95 340 55 -45 55 -55 85 115 330
AUTOBRAKE 2 2175 140/-150 65/90 -110 380 65 -60 65 -65 85 115 215
AUTOBRAKE 1 2340 160/-170 75/100 -120 410 90 -75 70 -70 80 195 350

MAX MANUAL 2265 160/-160 75/105 -135 520 190 -125 65 -70 70 355 920
MAX AUTO 2275 160/-160 80/105 -135 520 190 -120 65 -70 80 350 920

AUTOBRAKE 3 2305 160/-160 80/105 -140 520 185 -120 65 -70 80 360 930
AUTOBRAKE 2 2435 170/-170 80/110 -145 535 180 -120 70 -75 85 315 810
AUTOBRAKE 1 2530 175/-180 85/115 -145 550 190 -130 75 -80 80 340 845

DO NOT USE FOR FLIGHT
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Performance Inflight - QRH
Advisory Information

ADVISORY INFORMATION
Advisory Information

Normal Configuration Landing Distances
Flaps 40

Dry Runway

Good Reported Braking Action

Medium Reported Braking Action

Poor Reported Braking Action

Reference distance is for sea level, standard day, no wind or slope, VREF40 approach speed and two engine 
detent reverse thrust.
For max manual braking and manual speed brakes, increase reference landing distance by 55 m.
For autobrake and manual speed brakes, increase reference landing distance by 45 m.
Actual (unfactored) distances are shown.
Includes distance from 50 ft above threshold (305 m of air distance).
*For landing distance at or below 8000 ft pressure altitude, apply the STD adjustment. For altitudes higher 
than 8000 ft, first apply the STD adjustment to derive a new reference landing distance for 8000 ft then apply 

the HIGH adjustment to this new reference distance.

LANDING DISTANCE AND ADJUSTMENT (M)

REF 
DIST

WT 
ADJ

ALT 
ADJ

WIND ADJ 
PER 10 KTS

SLOPE ADJ 
PER 1%

TEMP ADJ 
PER 10°C

APP 
SPD 
ADJ

REVERSE 
THRUST 

ADJ

BRAKING 
CONFIGURATION

65000 KG 
LANDING 
WEIGHT

PER 
5000 KG 
ABOVE/ 
BELOW 

65000 KG

PER 
1000 FT 
STD/HI

GH*

HEAD 
WIND

TAIL 
WIND

DOWN
HILL

UP 
HILL

ABV 
ISA

BLW 
ISA

PER 
5 KTS 

ABOVE 
VREF40

ONE 
REV

NO 
REV

MAX MANUAL 890 50/-50 20/25 -35 115 10 -10 20 -20 35 15 30
MAX AUTO 1120 55/-60 25/30 -40 140 0 0 25 -25 55 0 0

AUTOBRAKE 3 1565 90/-100 40/55 -70 235 0 -5 40 -40 85 0 0
AUTOBRAKE 2 1980 125/-135 60/75 -95 325 25 -35 55 -55 90 40 40
AUTOBRAKE 1 2185 150/-155 70/90 -110 380 55 -65 65 -65 85 145 225

MAX MANUAL 1220 65/-70 30/40 -55 195 30 -25 30 -30 45 55 120
MAX AUTO 1310 70/-75 35/45 -60 200 25 -25 30 -30 55 60 130

AUTOBRAKE 3 1570 90/-100 40/55 -70 240 10 -5 40 -45 90 5 10
AUTOBRAKE 2 1980 125/-135 60/75 -95 325 25 -35 55 -55 90 40 40
AUTOBRAKE 1 2185 150/-155 70/90 -110 380 55 -65 65 -65 85 145 225

MAX MANUAL 1660 105/-105 50/65 -90 320 75 -60 45 -45 60 150 350
MAX AUTO 1695 110/-110 50/70 -90 325 70 -55 45 -45 70 150 355

AUTOBRAKE 3 1760 110/-115 50/70 -90 330 60 -45 50 -50 85 115 325
AUTOBRAKE 2 2035 130/-140 60/80 -105 370 60 -55 60 -60 90 80 175
AUTOBRAKE 1 2195 150/-155 70/95 -115 400 80 -70 65 -65 85 160 275

MAX MANUAL 2160 150/-150 70/100 -135 510 190 -120 60 -65 70 325 830
MAX AUTO 2165 150/-150 75/100 -135 510 190 -120 60 -65 75 325 830

AUTOBRAKE 3 2185 155/-155 75/100 -135 510 185 -120 60 -65 80 330 840
AUTOBRAKE 2 2300 160/-160 75/105 -140 525 175 -115 65 -70 85 275 730
AUTOBRAKE 1 2390 165/-170 80/110 -145 540 180 -125 70 -75 80 305 745

DO NOT USE FOR FLIGHT
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Performance Inflight - QRH
Advisory Information

ADVISORY INFORMATION
Advisory Information

Non-Normal Configuration Landing Distance
Dry Runway

Reference distance assumes sea level, standard day, with no wind or slope.
Actual (unfactored) distances are shown.
Includes distance from 50 ft above runway threshold (305 m of air distance).
Assumes maximum manual braking and maximum reverse thrust when available on operating engine(s).
Altitude adjustment for STD altitudes valid up to 8000 ft pressure altitude.
Altitude adjustment for HIGH altitudes valid for altitudes above 8000 ft up to 14000 ft.

*For landing distance above 8000 ft pressure altitude, first apply the STD altitude adjustment to derive new 
reference landing distance for 8000 ft, then apply applicable HIGH altitude adjustment between 8000 ft and 
14000 ft to this new reference distance.

**ONE ENGINE INOPERATIVE (FLAPS 30) data are only applicable to Fail Operational airplanes.

 LANDING DISTANCE AND ADJUSTMENT (M)

REF DIST
 FOR 

60000 KG 
LANDING 
WEIGHT

 WT ADJ 
PER 

5000 KG 
ABV/BLW 
60000 KG

ALT ADJ 
PER 

1000 FT 
STD/HIGH*

WIND ADJ 
PER 10 KTS

SLOPE ADJ 
PER 1%

APP SPD 
ADJ

LANDING 
CONFIGURATION

 VREF
HEAD 
WIND

TAIL 
WIND

DOWN 
HILL

UP 
HILL

PER
 10 KTS 
ABOVE 
VREF

ALL FLAPS UP VREF40+55 1215 160/-75 25/60 -40 135 15 -10 80
ANTI SKID 

INOPERATIVE 
(FLAPS 40)

VREF40 1465 85/-90 40/50 -70 260 40 -35 110

HYDRAULICS - 
LOSS OF 

SYSTEM A 
 (FLAPS 15)

VREF15 1000 70/-55 25/30 -35 120 10 -10 80

HYDRAULICS - 
LOSS OF 

SYSTEM A 
 (FLAPS 30)

VREF30 965 65/-50 20/25 -35 115 10 -10 85

HYDRAULICS - 
LOSS OF 

SYSTEM A 
 (FLAPS 40)

VREF40 925 55/-50 20/25 -35 115 10 -10 90

HYDRAULICS - 
LOSS OF 

SYSTEM B 
 (FLAPS 15)

VREF15 1025 55/-55 25/30 -40 135 15 -15 75

HYDRAULICS - 
MANUAL 

REVERSION 
(LOSS OF BOTH 
SYSTEM A & B)

VREF15 1395 75/-80 35/45 -55 185 30 -30 145

LEADING EDGE 
FLAPS TRANSIT

VREF15+15 1020 75/-60 25/30 -35 120 10 -10 65

ONE ENGINE 
INOPERATIVE 

(FLAPS 15)
VREF15 920 65/-55 20/25 -35 115 10 -10 65

ONE ENGINE 
INOPERATIVE 
(FLAPS 30)**

VREF30 880 55/-50 20/25 -30 110 10 -10 65

DO NOT USE FOR FLIGHT
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Performance Inflight - QRH
Advisory Information

ADVISORY INFORMATION

Non-Normal Configuration Landing Distance
Dry Runway

Reference distance assumes sea level, standard day, with no wind or slope.
Actual (unfactored) distances are shown.
Includes distance from 50 ft above runway threshold (305 m of air distance).
Assumes maximum manual braking and maximum reverse thrust when available on operating engine(s).
Altitude adjustment for STD altitudes valid up to 8000 ft pressure altitude.
Altitude adjustment for HIGH altitudes valid for altitudes above 8000 ft up to 14000 ft.

*For landing distance above 8000 ft pressure altitude, first apply the STD altitude adjustment to derive new 
reference landing distance for 8000 ft, then apply applicable HIGH altitude adjustment between 8000 ft and 
14000 ft to this new reference distance.

 LANDING DISTANCE AND ADJUSTMENT (M)

REF DIST 
FOR 

60000 KG 
LANDING 
WEIGHT

 WT ADJ 
PER 

5000 KG 
ABV/BLW 
60000 KG

ALT ADJ 
PER 

1000 FT 
STD/HIGH*

WIND ADJ 
PER 10 KTS

SLOPE ADJ 
PER 1%

APP SPD
ADJ

LANDING 
CONFIGURATION

 VREF
HEAD 
WIND

TAIL 
WIND

DOWN 
HILL

UP 
HILL

PER
 10 KTS 
ABOVE 
VREF

STABILIZER 
TRIM 

INOPERATIVE
VREF15 910 70/-55 20/25 -30 115 10 -10 60

JAMMED OR
RESTRICTED

FLIGHT
CONTROLS

VREF15 910 70/-55 20/25 -30 115 10 -10 60

TRAILING EDGE 
FLAP 

ASYMMETRY 
(30FLAPS  40)

VREF30 875 60/-50 20/25 -30 110 10 -10 60

TRAILING EDGE 
FLAP 

ASYMMETRY 
(15  FLAPS 30)

VREF15 910 70/-55 20/25 -30 115 10 -10 60

TRAILING EDGE 
FLAP 

ASYMMETRY 
(1FLAPS  15)

VREF40+30 1015 85/-60 25/30 -35 120 10 -10 60

TRAILING EDGE 
FLAP 

DISAGREE 
(30  FLAPS 40)

VREF30 875 60/-50 20/25 -30 110 10 -10 60

TRAILING EDGE 
FLAP 

DISAGREE 
(15FLAPS  30)

VREF15 910 70/-55 20/25 -30 115 10 -10 60

TRAILING EDGE 
FLAP 

DISAGREE 
(1FLAPS15)

VREF40+30 1015 85/-60 25/30 -35 120 10 -10 60

TRAILING EDGE 
FLAPS UP

VREF40+40 1085 105/-65 25/30 -35 125 10 -10 65

DO NOT USE FOR FLIGHT
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Performance Inflight - QRH
Advisory Information

ADVISORY INFORMATION

Non-Normal Configuration Landing Distance
Good Reported Braking Action

Reference distance assumes sea level, standard day, with no wind or slope.
Actual (unfactored) distances are shown.
Includes distance from 50 ft above runway threshold (305 m of air distance).
Assumes maximum manual braking and maximum reverse thrust when available on operating engine(s).
Altitude adjustment for STD altitudes valid up to 8000 ft pressure altitude.
Altitude adjustment for HIGH altitudes valid for altitudes above 8000 ft up to 14000 ft.

*For landing distance above 8000 ft pressure altitude, first apply the STD altitude adjustment to derive new 
reference landing distance for 8000 ft, then apply applicable HIGH altitude adjustment between 8000 ft and 
14000 ft to this new reference distance.

**ONE ENGINE INOPERATIVE (FLAPS 30) data are only applicable to Fail Operational airplanes.

LANDING DISTANCE AND ADJUSTMENT (M)

REF DIST 
FOR 

60000 KG 
LANDING 
WEIGHT

WT ADJ 
PER 

5000 KG 
ABV/BLW 
60000 KG

ALT ADJ 
PER 

1000 FT 
STD/HIGH*

WIND ADJ 
PER 10 KTS

SLOPE ADJ 
PER 1%

APP SPD 
ADJ

LANDING 
CONFIGURATION

VREF
HEAD 
WIND

TAIL 
WIND

DOWN 
HILL

UP 
HILL

PER 
10 KTS 
ABOVE 
VREF

ALL FLAPS UP VREF40+55 1615 85/-90 45/60 -60 215 30 -30 85
ANTI SKID 

INOPERATIVE 
(FLAPS 40)

VREF40 1630 105/-110 45/60 -85 310 60 -50 120

HYDRAULICS - 
LOSS OF 

SYSTEM A 
 (FLAPS 15)

VREF15 1445 90/-95 40/55 -60 215 40 -35 125

HYDRAULICS - 
LOSS OF 

SYSTEM A 
 (FLAPS 30)

VREF30 1370 85/-90 35/50 -60 210 35 -30 125

HYDRAULICS - 
LOSS OF 

SYSTEM A 
 (FLAPS 40)

VREF40 1300 80/-85 35/45 -60 205 35 -30 125

HYDRAULICS - 
LOSS OF 

SYSTEM B 
 (FLAPS 15)

VREF15 1295 80/-80 35/45 -55 200 30 -25 95

HYDRAULICS - 
MANUAL 

REVERSION 
(LOSS OF BOTH 
SYSTEM A & B)

VREF15 1720 100/-110 45/60 -70 245 55 -50 175

LEADING EDGE 
FLAPS TRANSIT

VREF15+15 1395 80/-85 35/50 -60 205 30 -25 90

ONE ENGINE 
INOPERATIVE 

(FLAPS 15)
VREF15 1290 75/-80 30/45 -55 200 30 -25 90

ONE ENGINE 
INOPERATIVE 
(FLAPS 30)**

VREF30 1230 70/-75 30/40 -55 195 30 -25 90

DO NOT USE FOR FLIGHT
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Performance Inflight - QRH
Advisory Information

ADVISORY INFORMATION

Non-Normal Configuration Landing Distance
Good Reported Braking Action

Reference distance assumes sea level, standard day, with no wind or slope.
Actual (unfactored) distances are shown.
Includes distance from 50 ft above runway threshold (305 m of air distance).
Assumes maximum manual braking and maximum reverse thrust when available on operating engine(s).
Altitude adjustment for STD altitudes valid up to 8000 ft pressure altitude.
Altitude adjustment for HIGH altitudes valid for altitudes above 8000 ft up to 14000 ft.

*For landing distance above 8000 ft pressure altitude, first apply the STD altitude adjustment to derive new 
reference landing distance for 8000 ft, then apply applicable HIGH altitude adjustment between 8000 ft and 
14000 ft to this new reference distance.

 LANDING DISTANCE AND ADJUSTMENT (M)

REF DIST 
FOR 

60000 KG 
LANDING 
WEIGHT

 WT ADJ 
PER 

5000 KG 
ABV/BLW 
60000 KG

ALT ADJ 
PER 

1000 FT 
STD/HIGH*

WIND ADJ 
PER 10 KTS

SLOPE ADJ 
PER 1%

APP SPD 
ADJ

LANDING 
CONFIGURATION

 VREF
HEAD 
WIND

TAIL 
WIND

DOWN 
HILL

UP 
HILL

PER 
10 KTS 
ABOVE 
VREF

STABILIZER 
TRIM 

INOPERATIVE
VREF15 1240 75/-75 30/45 -55 190 25 -25 85

JAMMED OR
RESTRICTED

FLIGHT
CONTROLS

VREF15 1240 75/-75 30/45 -55 190 25 -25 85

TRAILING EDGE 
FLAP 

ASYMMETRY 
(30FLAPS  40)

VREF30 1190 70/-70 30/40 -55 185 25 -25 85

TRAILING EDGE 
FLAP 

ASYMMETRY 
(15  FLAPS 30)

VREF15 1240 75/-75 30/45 -55 190 25 -25 85

TRAILING EDGE 
FLAP 

ASYMMETRY 
(1FLAPS  15)

VREF40+30 1370 75/-80 35/45 -55 200 25 -25 80

TRAILING EDGE 
FLAP 

DISAGREE 
(30  FLAPS 40)

VREF30 1190 70/-70 30/40 -55 185 25 -25 85

TRAILING EDGE 
FLAP 

DISAGREE 
(15FLAPS  30)

VREF15 1240 75/-75 30/45 -55 190 25 -25 85

TRAILING EDGE 
FLAP 

DISAGREE 
(1FLAPS15)

VREF40+30 1370 75/-80 35/45 -55 200 25 -25 80

TRAILING EDGE 
FLAPS UP

VREF40+40 1465 80/-85 40/50 -60 205 30 -25 80

DO NOT USE FOR FLIGHT
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Performance Inflight - QRH
Advisory Information

ADVISORY INFORMATION

Non-Normal Configuration Landing Distance
Medium Reported Braking Action

Reference distance assumes sea level, standard day, with no wind or slope.
Actual (unfactored) distances are shown.
Includes distance from 50 ft above runway threshold (305 m of air distance).
Assumes maximum manual braking and maximum reverse thrust when available on operating engine(s).
Altitude adjustment for STD altitudes valid up to 8000 ft pressure altitude.
Altitude adjustment for HIGH altitudes valid for altitudes above 8000 ft up to 14000 ft.

*For landing distance above 8000 ft pressure altitude, first apply the STD altitude adjustment to derive new 
reference landing distance for 8000 ft, then apply applicable HIGH altitude adjustment between 8000 ft and 
14000 ft to this new reference distance.

**ONE ENGINE INOPERATIVE (FLAPS 30) data are only applicable to Fail Operational airplanes.

LANDING DISTANCE AND ADJUSTMENT (M)

REF DIST 
FOR 

60000 KG 
LANDING 
WEIGHT

WT ADJ 
PER 

5000 KG 
ABV/BLW 
60000 KG

ALT ADJ 
PER 

1000 FT 
STD/HIGH*

WIND ADJ 
PER 10 KTS

SLOPE ADJ 
PER 1%

APP SPD 
ADJ

LANDING 
CONFIGURATION

VREF
HEAD 
WIND

TAIL 
WIND

DOWN 
HILL

UP 
HILL

PER
 10 KTS 
ABOVE 
VREF

ALL FLAPS UP VREF40+55 2275 145/-150 75/100 -100 360 80 -70 115
ANTI SKID 

INOPERATIVE 
(FLAPS 40)

VREF40 2055 145/-150 65/85 -125 490 135 -100 140

HYDRAULICS - 
LOSS OF 

SYSTEM A 
 (FLAPS 15)

VREF15 1975 145/-150 65/85 -100 350 90 -75 160

HYDRAULICS - 
LOSS OF 

SYSTEM A 
 (FLAPS 30)

VREF30 1855 135/-135 60/80 -95 340 85 -70 155

HYDRAULICS - 
LOSS OF 

SYSTEM A 
 (FLAPS 40)

VREF40 1745 125/-125 55/75 -90 330 80 -70 155

HYDRAULICS - 
LOSS OF 

SYSTEM B 
 (FLAPS 15)

VREF15 1770 125/-125 55/75 -90 325 70 -60 125

HYDRAULICS - 
MANUAL 

REVERSION 
(LOSS OF BOTH 
SYSTEM A & B)

VREF15 2380 165/-165 75/100 -115 395 120 -100 215

LEADING EDGE 
FLAPS TRANSIT

VREF15+15 1900 130/-130 60/80 -90 335 70 -60 115

ONE ENGINE 
INOPERATIVE 

(FLAPS 15)
VREF15 1835 125/-130 55/70 -95 345 80 -70 130

ONE ENGINE 
INOPERATIVE 
(FLAPS 30)**

VREF30 1725 115/-120 50/65 -90 330 80 -65 125

DO NOT USE FOR FLIGHT
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Performance Inflight - QRH
Advisory Information

ADVISORY INFORMATION

Non-Normal Configuration Landing Distance
Medium Reported Braking Action

Reference distance assumes sea level, standard day, with no wind or slope.
Actual (unfactored) distances are shown.
Includes distance from 50 ft above runway threshold (305 m of air distance).
Assumes maximum manual braking and maximum reverse thrust when available on operating engine(s).
Altitude adjustment for STD altitudes valid up to 8000 ft pressure altitude.
Altitude adjustment for HIGH altitudes valid for altitudes above 8000 ft up to 14000 ft.

*For landing distance above 8000 ft pressure altitude, first apply the STD altitude adjustment to derive new 
reference landing distance for 8000 ft, then apply applicable HIGH altitude adjustment between 8000 ft and 
14000 ft to this new reference distance.

 LANDING DISTANCE AND ADJUSTMENT (M)

REF DIST 
FOR 

60000 KG 
LANDING 
WEIGHT

 WT ADJ 
PER 

5000 KG 
ABV/BLW 
60000 KG

ALT ADJ 
PER 

1000 FT 
STD/HIGH*

WIND ADJ 
PER 10 KTS

SLOPE ADJ 
PER 1%

APP SPD 
ADJ

LANDING 
CONFIGURATION

 VREF
HEAD 
WIND

TAIL 
WIND

DOWN 
HILL

UP 
HILL

PER
 10 KTS 
ABOVE 
VREF

STABILIZER 
TRIM 

INOPERATIVE
VREF15 1690 115/-120 50/70 -85 315 65 -55 115

JAMMED OR 
RESTRICTED

FLIGHT
CONTROLS

VREF15 1690 115/-120 50/70 -85 315 65 -55 115

TRAILING EDGE 
FLAP 

ASYMMETRY 
(30FLAPS  40)

VREF30 1600 110/-110 45/60 -85 310 60 -55 110

TRAILING EDGE 
FLAP 

ASYMMETRY 
(15  FLAPS 30)

VREF15 1690 115/-120 50/70 -85 315 65 -55 115

TRAILING EDGE 
FLAP 

ASYMMETRY 
(1FLAPS  15)

VREF40+30 1885 120/-125 60/80 -90 330 70 -60 110

TRAILING EDGE 
FLAP 

DISAGREE 
(30  FLAPS 40)

VREF30 1600 110/-110 45/60 -85 310 60 -55 110

TRAILING EDGE 
FLAP 

DISAGREE 
(15FLAPS  30)

VREF15 1690 115/-120 50/70 -85 315 65 -55 115

TRAILING EDGE 
FLAP 

DISAGREE 
(1FLAPS15)

VREF40+30 1885 120/-125 60/80 -90 330 70 -60 110

TRAILING EDGE 
FLAPS UP

VREF40+40 2040 130/-135 65/85 -95 345 75 -65 115

DO NOT USE FOR FLIGHT
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Performance Inflight - QRH
Advisory Information

ADVISORY INFORMATION

Non-Normal Configuration Landing Distance
Poor Reported Braking Action

Reference distance assumes sea level, standard day, with no wind or slope.
Actual (unfactored) distances are shown.
Includes distance from 50 ft above runway threshold (305 m of air distance).
Assumes maximum manual braking and maximum reverse thrust when available on operating engine(s).
Altitude adjustment for STD altitudes valid up to 8000 ft pressure altitude.
Altitude adjustment for HIGH altitudes valid for altitudes above 8000 ft up to 14000 ft.

*For landing distance above 8000 ft pressure altitude, first apply the STD altitude adjustment to derive new 
reference landing distance for 8000 ft, then apply applicable HIGH altitude adjustment between 8000 ft and 
14000 ft to this new reference distance.

**ONE ENGINE INOPERATIVE (FLAPS 30) data are only applicable to Fail Operational airplanes.

 LANDING DISTANCE AND ADJUSTMENT (M)

REF DIST 
FOR 

60000 KG 
LANDING 
WEIGHT

 WT ADJ 
PER 

5000 KG 
ABV/BLW 
60000 KG

ALT ADJ 
PER 

1000 FT 
STD/HIGH*

WIND ADJ 
PER 10 KTS

SLOPE ADJ 
PER 1%

APP SPD 
ADJ

LANDING 
CONFIGURATION

 VREF
HEAD 
WIND

TAIL 
WIND

DOWN 
HILL

UP 
HILL

PER
 10 KTS 
ABOVE 
VREF

ALL FLAPS UP VREF40+55 3015 215/-220 110/145 -150 570 190 -145 145
ANTI SKID 

INOPERATIVE 
(FLAPS 40)

VREF40 2725 215/-210 90/135 -205 900 480 -235 155

HYDRAULICS - 
LOSS OF 

SYSTEM A 
 (FLAPS 15)

VREF15 2555 210/-205 95/130 -145 545 195 -145 190

HYDRAULICS - 
LOSS OF 

SYSTEM A 
 (FLAPS 30)

VREF30 2375 190/-185 85/115 -140 530 180 -135 175

HYDRAULICS - 
LOSS OF 

SYSTEM A 
 (FLAPS 40)

VREF40 2230 175/-175 75/105 -135 520 175 -130 170

HYDRAULICS - 
LOSS OF 

SYSTEM B 
 (FLAPS 15)

VREF15 2300 180/-175 80/110 -135 515 160 -120 150

HYDRAULICS - 
MANUAL 

REVERSION 
(LOSS OF BOTH 
SYSTEM A & B)

VREF15 3055 235/-230 105/150 -165 600 240 -185 240

LEADING EDGE 
FLAPS TRANSIT

VREF15+15 2450 185/-185 85/115 -135 520 160 -120 135

ONE ENGINE 
INOPERATIVE 

(FLAPS 15)
VREF15 2505 190/-190 80/110 -150 560 205 -150 160

ONE ENGINE 
INOPERATIVE 
(FLAPS 30)**

VREF30 2320 170/-175 75/100 -140 540 190 -140 150

DO NOT USE FOR FLIGHT
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Performance Inflight - QRH
Advisory Information

ADVISORY INFORMATION

Non-Normal Configuration Landing Distance
Poor Reported Braking Action

Reference distance assumes sea level, standard day, with no wind or slope.
Actual (unfactored) distances are shown.
Includes distance from 50 ft above runway threshold (305 m of air distance).
Assumes maximum manual braking and maximum reverse thrust when available on operating engine(s).
Altitude adjustment for STD altitudes valid up to 8000 ft pressure altitude.
Altitude adjustment for HIGH altitudes valid for altitudes above 8000 ft up to 14000 ft.

*For landing distance above 8000 ft pressure altitude, first apply the STD altitude adjustment to derive new 
reference landing distance for 8000 ft, then apply applicable HIGH altitude adjustment between 8000 ft and 

14000 ft to this new reference distance.

 LANDING DISTANCE AND ADJUSTMENT (M)

REF DIST 
FOR 

60000 KG 
LANDING 
WEIGHT

 WT ADJ 
PER 

5000 KG 
ABV/BLW 
60000 KG

ALT ADJ 
PER 

1000 FT 
STD/HIGH*

WIND ADJ 
PER 10 KTS

SLOPE ADJ 
PER 1%

APP SPD 
ADJ

LANDING 
CONFIGURATION

 VREF
HEAD 
WIND

TAIL 
WIND

DOWN 
HILL

UP 
HILL

PER
 10 KTS 
ABOVE 
VREF

STABILIZER 
TRIM 

INOPERATIVE
VREF15 2195 170/-165 75/100 -130 500 150 -110 135

JAMMED OR
RESTRICTED

FLIGHT
CONTROLS

VREF15 2195 170/-165 75/100 -130 500 150 -110 135

TRAILING EDGE 
FLAP 

ASYMMETRY 
(30FLAPS  40)

VREF30 2060 155/-155 65/95 -125 485 140 -105 130

TRAILING EDGE 
FLAP 

ASYMMETRY 
(15  FLAPS 30)

VREF15 2195 170/-165 75/100 -130 500 150 -110 135

TRAILING EDGE 
FLAP 

ASYMMETRY 
(1FLAPS  15)

VREF40+30 2465 180/-180 85/115 -135 520 160 -120 135

TRAILING EDGE 
FLAP 

DISAGREE 
(30  FLAPS 40)

VREF30 2060 155/-155 65/95 -125 485 140 -105 130

TRAILING EDGE 
FLAP 

DISAGREE 
(15FLAPS  30)

VREF15 2195 170/-165 75/100 -130 500 150 -110 135

TRAILING EDGE 
FLAP 

DISAGREE 
(1FLAPS15)

VREF40+30 2465 180/-180 85/115 -135 520 160 -120 135

TRAILING EDGE 
FLAPS UP

VREF40+40 2680 190/-195 95/130 -145 540 170 -130 140

DO NOT USE FOR FLIGHT



D
Questionnaires

Theexperimentdescribed inChapter 6 askedparticipants about their decisions and the
factors that influenced them. These responses were collected through surveys, which
participants could complete either by speaking out loud or using the touchscreen in-
terface.

A short survey followed each scenario, and a final one gathered overall feedback on
usability and user preferences.

The actual questions used in the study are included in this appendix.

D.1. Post Scenario Survey
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Displaytype

What flight deck setup was presented to you?

Speakout 1

Speak clearly while answering the following question:

Please describe to the best of your knowledge what underlying failure(s) you 
experienced. 

Speakout 2

Speak clearly while answering the following question:

Please describe what factors you take into account for the remainder of the flight. 

Speakout 3

Speak clearly while answering the following question:

Would you change the current flight plan? If so, how and why?

System Status
Please indicate which changes in alert lights or system indications you observed 
on the overhead panel. Do this by tapping on the location you observed the 
change.

You can press maximum 10 changes, in case you want more mention them out 
loud. If you want to remove one, tap again and the point will disappear.  

Conventional Concept



Experienced Workload

Please indicate how you experienced the workload during the scenario by tapping 
on the scale below. 



Landing site

Specify your final decision:

At which of the following airports are you planning to land?

Specify your final decision:

At which of the following runways at REDMOUNTAIN (IRDM) are you planning to
land?

REDMOUNTAIN INTL (IRDM)

OATPEAKS INTL (IOPK)

WILLOWFORT RNGL (IWLF)

DRYSTONE INTL (IDST)

WARMHILL INTERCONTINENTAL (IWLL)

RWY 12

RWY 30

RWY 8

RWY 26

Specify your final decision:

Which of the following approach procedures would you plan at REDMOUNTAIN
(IRDM) for runway 12?

Specify your final decision:

Which of the following approach procedures would you plan at REDMOUNTAIN
(IRDM) for runway 30?

Specify your final decision:

Which of the following approach procedures would you plan at REDMOUNTAIN
(IRDM) for runway 26?

Specify your final decision:

Which of the following approach procedures would you plan at REDMOUNTAIN
(IRDM) for runway 08?

Specify your final decision:

At which of the following runways at OATPEAKS (IOPK) are you planning to land?

ILS RWY 12

RNAV (RNP) Z RWY 12

RNAV (GPS) Y RWY 12

VOR circling

Visual

RNAV (GPS) RWY 30

Visual

VOR circling

Visual

VOR circling

Visual

RWY 3
RWY 21

RWY 8

RWY 26



Specify your final decision:

Which of the following approach procedures would you plan at OATPEAKS (IOPK)
for runway 03?

Specify your final decision:

Which of the following approach procedures would you plan at OATPEAKS (IOPK)
for runway 21?

Specify your final decision:

Which of the following approach procedures would you plan at OATPEAKS (IOPK)
for runway 8?

Specify your final decision:

Which of the following approach procedures would you plan at OATPEAKS (IOPK)
for runway 26?

ILS or LOC RWY 3

ILS RWY 3 CAT II

ILS RWY 3 CAT III

RNAV (RNP) Z RWY 3

RNAV (GPS) Y RWY 3

Visual

ILS or LOC RWY 21

ILS RWY 21 CAT II

ILS RWY 21 CAT III

RNAV (GPS) RWY 21

Visual

RNAV (GPS) RWY 8

Visual

Specify your final decision:

At which of the following runways at DRYSTONE (IDST) are you planning to land?

Specify your final decision:

Which of the following approach procedures would you plan at DRYSTONE (IDST)
for runway 3?

Specify your final decision:

Which of the following approach procedures would you plan at DRYSTONE (IDST)
for runway 21?

Specify your final decision:

Which of the following approach procedures would you plan at DRYSTONE (IDST)
for runway 8?

Specify your final decision:

RNAV (GPS) RWY 26

Visual

RWY 3

RWY 21

RWY 8

RWY 26

ILS or LOC RWY 3

RNAV (GPS) RWY 3

Visual

RNAV (GPS) RWY 21

VOR/DME RWY 21

Visual

RNAV (GPS) RWY 8

Visual

Which of the following approach procedures would you plan at DRYSTONE (IDST)
for runway 26?

RNAV (GPS) RWY 26

Visual



Specify your final decision:

At which of the following runways at WILLOWFORT (IWLF) are you planning to
land?

Specify your final decision:

Which of the following approach procedures would you plan at WILLOWFORT
(IWLF) for runway 09?

Specify your final decision:

Which of the following approach procedures would you plan at WILLOWFORT
(IWLF) for runway 27?

Specify your final decision:

At which of the following runways at WARMHILL INTERCONTINENTAL (IWLL) are
you planning to land?

RWY 9

RWY 27

RWY 3

RWY 21

RNAV (GPS) RWY 9

VOR RWY 9 circling

Visual

RNAV (GPS) RWY 27

ILS or LOC RWY 27

Visual

What AUTOBRAKE setting are you planning for?

What FLAP setting are you planning for?

RWY 8L

RWY 8R

RWY 9

RWY 15L

RWY 15R

RWY 26R

RWY 26L

RWY 27

RWY 33L

RWY 33R

Manual

Autobrake 1

Autobrake 2

Autobrake 3

Autobrake MAX

0

15

20

30

40

What will be the required landing distance in meters at your planned landing site
with your planned landing configuration? 

Landing distance
required in meters

 0 1000 2000 3000 4000



Very Small Small Medium Large Severe

Land at
REDMOUNTAIN
(IRDM)

Flying a RNAV (GPS)
approach

Landing with
crosswind component
above 30 KTS

Land at
WILLOWFORT (IWLF)

Turn back to IWLL

Fly through icing
conditions

Fly for longer than 60
minutes

Flying a RNAV (RNP)
approach

Emergency Descent
to 10000 ft

Flying a ILS CAT II
approach

Flying a ILS CAT III
approach

Flying through
turbulence

Divert to OATPEAKS
(IOPK)

SA

How would you assess the risk involved, in terms of flight safety, if you would
execute the following maneuvers while considering the happened events in 
the last scenario?.
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Block 1

In how many of you daily operations do you come across disruptions in-flight?

Of all your experienced in-flight disruptions events, how often were the following
events or elements a contributing factor?

How easy, to your opinion, is it to check the weather information on airports?

100% of my flights

90% of my flights

80% of my flights

70% of my flights

60% of my flights

50% of my flights

40% of my flights

30% of my flights

20% of my flights

10% of my flights

5% of my flights

Never

   Always
Most of the

time
About half
the time Sometimes Never

Ground handling
event   

A/C Malfunctions   

Terrain   

Operational Pressure   

Traffic   

ATC command   

Airport Conditions   

Weather   

Passenger event   

Extremely easy

Somewhat easy

Neither easy nor difficult

How easy, to your opinion, is it to check the aerodrome information using
NOTAMs?

How easy, to your opinion, is it to extract the airplanes status and the
consequences on the flight from the current supports? 
 
For example if autoland is still working or if you can fly a CAT III approach.

Speak clearly while answering the following question:

What systems or system performance are required to perform a RNAV (GPS) to
regulations? And a RNAV (RNP) approach?

Product Concept Testing

How positive are you towards an introduction of new support tools / interfaces on
the current flightdeck? 

Somewhat difficult

Extremely difficult

Extremely easy

Somewhat easy

Neither easy nor difficult

Somewhat difficult

Extremely difficult

Extremely easy

Somewhat easy

Neither easy nor difficult

Somewhat difficult

Extremely difficult

Extremely positive

Somewhat positive

Neither positive nor negative

Somewhat negative

Extremely negative



What is your initial reaction to this concept?

How useful would you say this concept is during your day to day operation? Is
there a need for this concept?

How much do you like or dislike the visualization of space and path conflicts (i.e.
the amber lines and shapes)?

Does this concept contribute, to your opinion, to a increased level of safety?

Did the concept provide you with unexpected insights?

Extremely positive

Somewhat positive

Neither positive nor negative

Somewhat negative

Extremely negative

Extremely useful

Very useful

Moderately useful

Slightly useful

Not at all useful

Like a great deal

Like somewhat

Neither like nor dislike

Dislike somewhat

Dislike a great deal

Definitely yes

Probably yes

Might or might not

Probably not

Definitely not

Definitely yes

Probably yes

Might or might not

Speak clearly while answering the following question:

What unexpected insights did you came across?

Please indicate roughly how much you used the concept displays:

Please indicate how clear you found the concept displays:

Please indicate how you liked the following displays:

Probably not

Definitely not

   A great deal A lot
A moderate

amount A little None at all

Task list   

System functional
overview   

Time velocity
situation display   

Vertical situation
display   

Horizontal situation
display   

   
Extremely

clear
Somewhat

clear

Neither
clear nor
unclear

Somewhat
unclear

Extremely
unclear

Task list   

System functional
overview   

Time velocity
situation display   

Vertical situation
display   

Horizontal situation
display   

   
Like a great

deal
Like

somewhat
Neither like
nor dislike

Dislike
somewhat

Dislike a
great deal

Task list   

System functional
overview   

Time velocity
situation display   



How realistic were the scenarios presented to you in the experiment? 

Speak clearly while answering the following question:

What do you like MOST about this concept?

Speak clearly while answering the following question:

What do you like LEAST about this concept?

Like a great
deal

Like
somewhat

Neither like
nor dislike

Dislike
somewhat

Dislike a
great deal

Vertical situation
display

Horizontal situation
display

Conventional
electronic checklist

Extremely
realistic

Somewhat
realistic

Neither
realistic nor
unrealistic

Somewhat
unrealistic

Extremely
unrealistic

Scenario 1, Cargo
Fire

Scenario 2, Wing
body overheat

Scenario 3, Hydraulic
Leak

Scenario 4, Electrical
failure
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Propositions
accompanying the dissertation

Elevated Levels of Automation for Aircraft System& Flight Plan
Management

by

Jelmer P. Reitsma

1. Pilots shouldbeaidedwith clear operational alerts tomanageflight disturbances,
not burdened with tasks like pump switching or cryptic abbreviations. (this the-
sis)

2. System tasks can be effectively allocated to automation without significant neg-
ative impacts, provided that in-flight contingency planning is supported. (this
thesis)

3. The integrationofhigh-integrity informationwithunreliable external sources can
lead to the dismissal of critical safety alerts, potentially resulting in a loss of trust
in the entire system. (this thesis)

4. While improving data reliability is vital, complete accuracy is unattainable, mak-
ing critical thinking essential in pilot training. (this thesis)

5. Open-source software is a fundamental pillar of modern scientific innovation.

6. The trade-off between skill degradation and productivity will remain a persistent
challenge in automation design for the foreseeable future.

7. The primary focus of inflight decision-making should not be on speed; instead,
the goal should be to make informed decisions.

8. Achieving comprehensive expertise in a multidisciplinary field is inherently dif-
ficult and may ultimately be an unattainable goal.

9. Decisions based purely on economicmotives are similar to automation; both are
helpful but can be dangerous if followed blindly.

10. The implications of COVID-19 highlighted an extremeuse case for destroying op-
erating space and paths.

These propositions are regarded as opposable and defendable, and have been
approved as such by the promotors dr. ir. M.M. van Paassen and dr. ir. C.Borst.
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