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Abstract

In the last few years organ-on-chip (OoC) has been emerging as a new method for more reliable research to
screen the effects of new drugs on the body. This is a novel technology mimicking the in vivo environment of
tissue cells, making it a more suitable candidate for experimentation than traditional 2D cell cultures. How-
ever, in order to ensure smooth and swift implementation of this technique, some issues must be addressed
first. One of these issues concerns perfusion: most OoC devices require external equipment to provide the
necessary dynamic flow that makes the OoC unique, so that cells experience continuous fluid shear and are
perfused sufficiently.
In this thesis a model of an on-chip electro-polymeric pump is designed for application on an OoC. From a
background study the design aims are defined: a membrane actuated pump with a nozzle-diffuser channel
providing pump action. The membrane is made from ionic polymer-metal composite (IPMC), a material that
deforms under electric current which is produced at TU Delft with the intention to use it in OoC applications.
Its low voltage operating range and its biocompatibility make it an excellent candidate for this. Furthermore,
the nozzle-diffuser elements avoid the need for moving elements inside the channel, instead providing pump
action based on a pressure gradient over the nozzle elements. Finally, three design aims are defined, being:
high flowrate, high flow pulse and low flow rate and pulse applications, corresponding to various needs in the
OoC field.
A base model is designed using COMSOL Multiphysics [1] software, using similar devices described in liter-
ature. The model consists of a combination of solid mechanics (for membrane movement), fluid mechanics
(for flow movement) and a fluid-structure interaction module to combine the two. This model is then tested
for a range of parameters, first independently and later in pairs. General conclusions drawn from these sim-
ulations include:

• Between the membrane displacement and -frequency (which can both be varied after fabrication), the
membrane displacement magnitude affects the output more significantly than actuation frequency

• The membrane width is positively correlated with flow rate output and pulse amplitude
• The channel depth is positively correlated with flow rate output, but only if the membrane displace-

ment scales along with it
• A long slender nozzle yields lower flow output than a short, squat nozzle
• The results from this model are consistent with nozzle-diffuser theory, stating that nozzle resistance

and membrane movement affect the flow most significantly.
This leads to three designs according to the three application wishes expressed earlier.
The pump is designed such that it can be manufactured on a silicon wafer using electronics cleanroom equip-
ment. The combination with the process developed for IPMC provides a novel pumping mechanism that has
the potential to fully integrate an important aspect of an OoC on-chip, greatly increasing user friendliness
and allowing for wider implementation of this technology.
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Introduction

During the completion of this master thesis, the world is facing an unprecedented health crisis. People work
from home, events are cancelled, the economy has grinded to a halt. Meanwhile, policy makers dealing with
appropriate measures to keep the COVID-19 pandemic at bay have only one question in mind: when will
there be a vaccine? It is once more clear that to battle increasingly complex health care matters, quick and
reliable testing methods are needed to develop medication.
Organ-on-chip (OoC) technology is an application of microfluidic technology that is expected to change the
way drugs are developed and human physiology is studied. These tiny models of human organs (and possibly
other systems) rely on complex on-chip systems to function. One of these essential systems is the perfusion,
for which a pumping mechanism is required. While this can relatively easily be done using an externally
attached pump, an on-chip solution is likely to improve user-friendliness, experiment setup times and han-
dleability, and thus facilitating implementation of this improved means of analyzing interaction with the
human body. For this reason, this thesis aims to design an on-chip pumping device suited for microfluidic
OoC applications

In the background of this thesis, first a more extensive problem statement is given and background is pro-
vided on organ physiology, organ-on-chip devices, fluid mechanics and electronics materials and fabrication.
This leads to a design proposal: a pumping device with pump action generated by nozzle-diffuser elements
and an actuating membrane. The membrane material will be ionic polymer-metal composite (IPMC): a bio-
compatible material exhibiting deformation behavior under low electric current, which makes it an excellent
candidate for OoC applications. Three optimal results will be sought: for high flow rate, high flow pulsing
and for low flow rate and pulsing (chapter 1). With this knowledge and context in mind, a COMSOL Multi-
physics [1] model is built using a combination of solid mechanics (for the moving membrane) and laminar
flow fluid mechanics (for the fluid flow), coupled through the multiphysics module. Using literary references
the initial setup is made, which serves as the base model for further parameter sweeps to look for the design
optima (chapter 2). The simulations are laid out in the next chapter, by first defining the base model and
then proceeding with parameter sweeps of model parameters and certain interaction studies. These tests
and simulations lead to the three designs described earlier. Furthermore, an additional study is performed to
an alternative configuration with a multi-nozzle model (chapter 3). These models are explained and studied
in more detail in the next chapter, analyzing their behaviour and expected optimal performance conditions
(chapter 4). Recommendations for continuation of this project have been listed for modelling and simula-
tion, for fabrication and for testing of the device (chapter 5). The thesis is summarized and reflected upon in
the conclusion (chapter 6).
In addition to this content, at the end of this thesis report a number of appendices can be found. These in-
clude a section on beam theory used to analyze IPMC movement (A), additional data plots of interest for the
simulation results (B), MATLAB code used for data postprocessing (C) and additional sketches for the fabri-
cation proposal (D). Note that no actual datasets are included: the postprocessed results are assumed most
relevant: anyone interested can obtain the results themselves using the model which can be obtained from
the author.

Readers of a digital version of this thesis report should note that all references to sections, figures, citations
etc. are hyperlinked for easy navigation through the document. Additionally, many specific terms and all
relevant abbreviations are listed in the glossary at the end of the report and these are hyperlinked in-text as
well.
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1
Background

This chapter provides the necessary literary background of relevant organ-on-chip (OoC) related fields for
the rest of the thesis. It is different from the literature study conducted originally as the design has changed
significantly requiring additional resources.
First and foremost some background is given on the thesis purpose and relevance: to develop an on-chip
pumping device to accommodate larger scale applications of OoC devices (section 1.1). Firstly the biomedi-
cal context of the problem is sketched: its applications in drug development and the necessary background of
organ physiology is given (section 1.2). This is put in the context of the eventual application, namely organ-
on-chip. The fundamentals are given as well as some exemplary successful applications (section 1.3). For
working with living material, nutrients are required through a microfluidic system: general fluid mechanics,
microfluidics are treated along with nozzle-diffuser theory necessary for the chosen design (section 1.4). As
the design shall be produced using micro-electronical mechanical systems (MEMS) technology some mate-
rials and fabrication techniques are introduced, including the IPMC material (section 1.5). In the conclusion
a brief summary is given (section 1.6).

1.1. Thesis relevance and purpose
Costs of newly developed drugs are at an all-time high: partly due to increased regulations but also due to
the large number of new drugs (investigational new drug (IND)) that are retracted due to unforeseen adverse
effects. There is a great need for inexpensive early-phase testing methods that can reliably predict the be-
haviour of INDs as soon as possible. This can prevent retraction later on, avoiding (permanent) damage in
test volunteers and patients and saving resources on INDs that will not make it to the finish line. (More on
this is treated in 1.2.2.)

A promising solution for this is the organ-on-chip (OoC) device: a microfluidic device that mimics the
physiology of an in vivo organ. (More on this is treated in section 1.3.) Although this has the potential to
become a excellent human model, there are some things that prevent its swift implementation. Most current
OoCs are actuated pneumatically, using an external device to provide sufficient shear stress in the channels,
as well as cell medium for nutrients. However, these external devices are inconvenient in use in such small
devices and introduce more room for human error. An on-chip pumping device would solve multiple prob-
lems at once: it reduces errors, both in use and fabrication, and allows for a more reproducible device. These
solutions will make the OoC a more interesting option for widespread implementation in conventional lab
settings. The device might also be implemented in the TU Delft Cytostretch platform, now requiring an ex-
ternal pumping device [12].

The aim of this thesis is to design and model an on-chip pumping device to be applied in an OoC. This
is done using the developments at the ECTM group of TU Delft[23] on the use of ionic polymer-metal com-
posite (IPMC), a biocompatible material that deforms under electric current and which is known to work well
in a fluidic environment. The device is modelled in COMSOL Multiphysics [1] and fabrication and testing
recommendations are given for (a) future project(s).
The questions answered in this chapter are what the physiological requirements are of the pump and the

3



4 1. Background

best configuration of the pumping mechanism is chosen. Furthermore, background information is given
concerning previous OoC projects of interest and material options are discussed.

1.2. Biomedical fundamentals
The OoC is a biomedical device with promising opportunities for the drug development field in particular.
First some of the basic required knowledge of organ physiology is given in the context of requirements of
OoC models of such organs (1.2.1). Following, the need for innovation in drug development is illustrated by
explaining the traditional process and some critical points where this currently fails (1.2.2). With this in mind,
the following section concerns more concrete OoC technology aspects.

1.2.1. Organ physiology basics
When creating human models to mimic the in vivo environment, some crucial aspects must be taken into
account. Cell physiology but also the mechanical environment are directly affected by the device fluid dy-
namics. Below, some properties and factors of interest are listed for selected organs and pathologys (table
1.1). Note that this table keeps the application of a drug testing device in mind and normal organ function
is considered. As these details are not always specified in articles on OoC devices, the properties and factors
of interest are primarily based on anatomy and physiology theory [19] or other literature when appropriate.
Note also that terminology is hyperlinked and listed in the glossary.

Area of interest Physiology of interest (Fluid) mechanics involved

Intestine Absorption of most in-
gested components and
nutrients into the blood

Formation of microvilli for
nutrient absorption, sus-
taining of the microbiome
[14]

Fluid shear flow on the microvilli side
of the membrane [28]

Liver Metabolization or secre-
tion of certain components
in blood[19]

Metabolism through hep-
atic lobules or hepatocytes

High blood volume throughput, toxi-
city sensitivity [27]

Heart Contraction of cardiac
muscular tissue

Cardiac muscle cells and
cardiac potential [21]

Strong blood flow, possibly adjustable

Lung Gas exchange over the
alveolar membrane

A thin surfactant-coated
membrane of around 0.5
µm [11]

Surfactant for surface tension on the
gas side of the membrane, very low
fluid pressure (1-2kPa)

Blood-
brain
barrier
(BBB)

Permeability (or imperme-
ability) for certain com-
pounds

A threefold membrane
around which the astro-
cytes fold [37]

High wall shear stress (0.3 to 2 Pa)

Kidney Filtering and excretion of
certain substances and
wastes

Blood filtering mech-
anisms (nephrons and
collecting ducts) [15]

High blood volume throughput

Vascu-
lature

Growth and healing mech-
anisms (angiogenesis de-
scription)

Cell differentiation be-
haviour under several
conditions

Pulsating flow (depending on the lo-
cation)

Tumor Development and growth,
as well as personalized
medicine

Varying, high nutrient de-
mand

Varying. high blood supply

Athero-
sclerosis

Development, growth and
rupture

Endothelial damage, lipid
accumulation and fibrous
cap formation

Stiffened (calcified) walls and accom-
panying increased pressure

Table 1.1: An overview of organ and pathology functions and mechanics, based on conclusions drawn from anatomy and physiology [19]

The small intestine is important in drug development: many drugs are administered orally and need to
pass it safely to reach the bloodstream at all. This is known as the first-pass effect: if the drug is metabolized
by the body before entering circulation its availability is more limited [13]. Physiologically relevant conditions



1.2. Biomedical fundamentals 5

essential to take into account are peristaltic motion and dynamic flow, which triggers the formation of three-
dimensional microvilli, mucus and tight junctions [28]. These are essential structures forming the barrier to
the bloodstream. In conventional models without dynamic flow these did not form [13].
The intestine relates close to operation of the liver, which is why they are often paired when modelling first-
pass drug metabolism. It is even suggested that isolated liver models barely reflect real life: interaction be-
tween them is crucial in drug metabolism [5][38]. In a review by Olson et al. it was shown that hepatic toxicity
was listed as reason for withdrawal in more than half of retracted studied drugs (while these toxicities were
not seen during animal experimentation) [27]. This suggests that the liver is quite sensitive to medication
(and that these are poorly predicted by animal experimentation).
A different area of interest is the heart and medication for treating cardiovascular disease. It appears many
cardiac pathologies are hereditary or a result of genetic disorder and take many years to develop, many times
the lifespan of an experimental animal [29]. Similarly, atherosclerosis is a pathology rarely seen in animals,
and conventional models lack the complex comorbidities involved in the development of this condition [2].
The same holds for cancerous tumors: they take long to develop and involve several comorbidities.
Another membrane-based organ is the lung, where fast exchange of gases is necessary. Another is the blood-
brain barrier: a highly selectively permeable membrane only allowing certain compounds into the neural
fluids. What such membranes have in common is that in order for the tissues to form properly sufficient flow
shear is necessary [11][37]. This is a condition that can’t be replicated in conevntional 2D cell cultures or
Transwells (an membrane insert to be placed in conventional lab wells for cell culturing).
Finally, a complex organ that is nonetheless a crucial factor in medication studies is the kidney. Even though
its exact operation is still under research, models have been made for separate structures, such as the proxi-
mal tubule [15]. Its operation is crucial for drug effectivity, as the kidney will filter out active compounds and
nephrotoxic substances might accumulate here [15].

1.2.2. Medical drug development
Pharmaceutical research for drug development consists of the steps below [36]

• Discovery: a so-called new chemical entity (NCE) shows positive results on a biological target.
• Lead optimization: the NCE physiological properties are assessed, including chemical compositon,

solubility and administering options (aerosol, capsule, intravenous etc.)
• Preclinical trials: in vitro testing is performed on isolated cells and animals to study effectivity, toxicity

and metabolism effects.

If the NCE has passed these trials it is submitted as investigational new drug (IND) and proceeds to
clinical trials after approval.

• Clinical phase I: administration of small amounts of the IND to healthy volunteers to determine dosing
safety.

• Clinical phase II: the IND is applied to a small group of affected patientsto determine effectivity on the
treated pathology.

• Clinical phase III: large groups of patients are treated, including double-blind studies
• Submission to market: the IND obtains market approval and continues monitoring in post-approval

trials for unforeseen (long term) side-effects.

This is an extensive process involving lots of research hours: from discovery to market submission takes 13.5
years on average [8]. The costs per compound rise significantly when an IND enters clinical trials, whereas
many NCEs don’t even make it past the optimization phase (figure 1.1)
It is in the interest of everyone that retraction of unsuccessful NCEs and INDs happens as early as possible,
so that no valuable resources (research funds but also man hours, facilities and materials etc.) are wasted on
eventually ineffective compounds.

Three reasons can be identified for this high rate of retraction [8].

1. Development processes involving in vitro models and animals are not optimized to predict efficiacy
and toxicity in humans. For animal experimentation it has been shown that tests often can’t be repli-
cated due to varying lab conditions, large discrepancies between human diseases and animal model
diseases, and irregularities between different animals or animal strains [2].

2. Although safety concerns are well justified when it comes to (experimental) medication, consequently
requirements that have to be met will sooner intensify than halt (or even lessen).
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Figure 1.1: Assets and costs related to drug development. The left hand side depicts the average number of compounds needed for
one successful market submission, and indicates in which phase the most NCEs and INDs are retracted. The right axis indicates the
average costs per compound, which reaches its peak at phase III testing (involving large numbers of patients). It is in the interest of drug
developers that unsuccessful compounds are identified as soon as possible to avoid expensive retraction later on. [8]

3. Finally, current research and the diseases to be cured have become increasingly complex, leading to an
increase in the amount of substances waiting to enter development [8].

In order for efficient application of resources a tool is needed that can assess drug efficiacy and toxicity early
on. A solution that was first founded by Huh et al (2007) [11] is called organ-on-chip (OoC), a microfluidic
system which is physiologically similar to a human organ, and can therefore serve as a better model than
traditional ones. With such instruments, future drug development can become more effective, less costly
and avoid sacrificing vast numbers of animals.

1.3. Organ-on-chip technology
With the necessary background it is time to dive into the world of organ-on-chip (OoC). Firstly a deeper
explanation is given as to what an OoC is and how it differs from related techniques (1.3.1). To illustrate this,
some interesting OoC-devices from published literature are discussed (1.3.2).

1.3.1. Organ-on-chip fundamentals
As mentioned in 1.2.2, conventional drug development methods simply no longer suffice for the complexity,
amount of work an required quality medicine faces. A solution was proposed in 2007 by Huh et al. who con-
structed a microfluidic system with the same functions as the capillary alveoli interface of a human lung [11].
This was developed to study the injury of airway epithelial cells as a symptom of pulmonary disease. This
was not yet known as an OoC but it did have all the characteristics: a microfluidic device which displays the
same mechanics and response as an organ (although on a smaller scale). These devices are used for exper-
imental purposes such as drug development, as mentioned before, but there are more (future) possiblities:
developmental study, the understanding of cell or even personalized medicine. As such devices are expected
to provide more reproducable study results, it is not unthinkable that in the future they will omit the need for
animal experimentation.

An OoC device differs from more basic techniques such as 2D cell cultures in several ways, such as the
biophysical forces acting on a tissue. This is quite obvious in cardiac tissue but it also manifests itself in more
subtle ways. An example is the blood-brain barrier BBB: the application of fluid shear is essential for the for-
mation of the semipermeable membrane. This is seen when cell-cultures are compared to a BBB-on-chip:
there are tighter junctions and a less permeable membrane (which is characteristic for the BBB) [31]. The
intestine and the lung also rely greatly on fluid forces acting on it.
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This is covered for when performing animal experimentation. These methods provide insight in the be-
haviour of NCEs and INDs in a complex metabolism, however, evidence suggests that they often fail to live up
to the standards of scientific research [27][31]. For example: laboratory environment and standard routines
in animal experimentation can affect study outcomes [2]. This affects the study at hand but affects repro-
ducibility greatly as well. Furthermore, many diseases currently being cured are far more complex than the
relatively simple issues that have been in the past [27]. Headaches, minor burn wounds and heartburn are
ailments that (if not chronic) can be easily treated with well-tested products and found to work in almost all
people. These are simple in relation to challenges currently being tackled such as rare forms of cancer, stroke
and diabetes. The problem with them is that they, firstly, don’t generally occur in animals[2]; secondly, they
are often the consequence of underlying conditions that are difficult to introduce as comorbidity. Many re-
searchers seem to be stuck in this loop, where valuable resources are spent on trying to make tiny humans
out of mice, rather than to find real solutions - such as human models. Finally, the simplest difference that
must be recognized is that humans are different from other animals. While promising research has suggested
that transgenic mice (where human genes are inserted in the mouse genome) should solve these differences
at least partly this does not change the fact that it’s a mouse with (some) human genes. These shortcomings
might lead researchers down the wrong path, eventually spending valuable resources without satisfactory re-
sult, and in some cases even harming humans [27].
Improved methods will allow the implementation of even more extensive innovations that OoC can provide.
It might for example also be possible to create a device that has integrated measuring devices, making reliable
intermediate data harvesting easy.

Overall it can be said that the need for reliable drug research methods is increasing, whereas there is
much evidence that traditional ways are not only morally inconsistent but also harming humans in some
cases. Even though it poses other challenges (such as obtaining relevant cellular material), OoC can be part
of the solution to both of these problems

1.3.2. Examplary OoC successes
Several succesful OoC-devices have already been developed. Below some interesting examples are described.
Note that this list is by no means exhaustive and only shows a number of devices of interest.

Figure 1.2: Schematic model of the Huh et al lung-on-
chip. 1) Cells are grown with perfused cell medium on
both sides 2) Then the top channel is cleared and an
air-liquid interface is formed. Image taken from Huh
et al. [11]

The first OoC-device was the system by Huh et al. [11]
demonstrating airway injuries. As mentioned in section 1.2,
mechanical stresses are an important aspect of alveolar forma-
tion, but also of mechanisms such as surfactant metabolism.
This is of particular interest as it reduces the surface tension
epithelium [19], and deposition dysfunction relates for exam-
ple to asthma and pneumonia. Huh et al studied the mechani-
cal injury of alveolar cells caused by movement of liquid plugs.
This was done using a PDMS chip with two chambers sepa-
rated by a porous membrane to permit diffusion of certain par-
ticles while separating fluid and air.
Cells were cultured on the membrane in such a way that the
cells are only fed cell medium from the "vessel side" and the
epithelium forms accordingly (see figure 1.2).
From an engineering point of view, an important conclusion
drawn by Huh et al. was that adequate perfusion of the ep-
ithelium indeed leads to a more sustainable cell layer. Having them adjacent to nutritious medium was not
enough. Furthermore, it was suggested that mechanical stresses caused by liquid plug formation (as a conse-
quence of pulmonary disease) might cause epithelial rupture. This is seen in pathologies affecting surfactant
disposition, which stiffens the epithelium and makes it more prone to rupture.
This study clearly shows the benefits of OoC: options for real-time sensing, as well as a completely isolated
model to eliminate external influences to obtain reliable results.

As described in section 1.2, the small intestine plays a key role in the behavior of drugs. One of the factors
making it so complex to sustain an intestinal model is the microbiome. Jalili-Firoozinezhada et al. [14] sus-
tained such a dynamic model on an intestine-on-chip supporting living human intestinal epithelium as well
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as a microbial population diversity similar to that seen in the human body. Like the chip designed by Huh et
al., this model consisted of two chambers with a membrane between on which cells were cultured. Integrated
oxygen sensors were used to maintain an oxygen gradient over the membrane. They managed to maintain
the microbial culture for up to three to eight days while normally such cultures die within hours.

Figure 1.3: Schematic model of
the Mathur et al. design with the
nutrient channels (red) and cell
loading channel (green). Image
taken from Mathur et al. [21].

Cardiotoxicity is another major reason for drug retraction during tri-
als - most often for cardiovascular drugs [27]. Since cardiovascular dis-
ease is the premier cause of death in the USA as of 2019 [29], this is
a reason for concern. Conant et al. [6] addresses that cardiotoxicity is
a major problem in cancer treatment, as chemo treatment is often detri-
mental to heart function. Thus, the demand for cardiotoxicity models is
high.
One requirement of a cardiac model are the electrophysiological prop-
erties: cardiac potential malfunction can cause a variety of diseases.
Current monolayer cell cultures are labor-intensive and often inaccu-
rate. Moreover, the environment is not optimal to facilitate cell contrac-
tion. This can only be facilitated by formation of cardiac muscle tis-
sue on or around certain structures. Such a design was made by Mathur
et al. [21]. This had contracting cardiac muscle spanning a cham-
ber with adjacent vasculature tubing to perfuse the system (see figure
1.3). Four model drugs were tested on this device. Tthe tissue sus-
tained for multiple weeks, and the response was consistent with clin-
ical observations. Furthermore, due to the small size (a footprint of
∼1mm2), many tests can be performed in parallel allowing a high through-
put.

Probably one of the most complex organs in the human body and a key factor in drug repulsion is the
kidney: if the compound stays in the body for too long any adverse effects might become more severe and
damage the body. Renal failure often only occurs late in the study, further increasing the need for a reliable
preclinical method to predict such toxicities.

Figure 1.4: The model consists of a membrane of human
proximal tubule cells cultured in an environment with physi-
ological shear stress levels. Image taken from Jang et al. [15]

Jang et al. [15] created a model of the proximal tubule.
This is the part of the renal tubules responsible for re-
absorbing most of the water, nutrients and urea into the
blood [19]. For this reason it is an interesting area as it is
the primary spot where reabsorption, local accumulation
and active clearance occur [15]. The continuous high-
volume exposure makes them vulnerable to nephrotoxic
substances. Here it can be seen again that a microen-
vironment lacking shear stress leads to a lack of local
functional differentiation and eventually to insufficient in
vivo-like kidney functions. Jang et al thus created a mem-
brane of epithelial cells of the proximal tubule in a PDMS
microfluidic system (see figure 1.4). This model showed
renal epithelial functions also seen in vivo such as reab-
sorption of useful compounds. This model responded
very well to active flow compared to static conditions (which are normally used in models). This is critical
as, for example, a lack of glucose reabsorption is a symptom of renal dysfunction. Similarly to the model in
Marthur et al, a known nephrotoxin was administered to this model. Although both models were damaged
by this toxin, the fluidic model was clearly healthier after administration and recovered faster.
This model is of particular interest because it shows that even a complex organ such as the kidney can be
modelled in OoC, although more steps might be needed (ie modelling all or some functional units separately).

Interestingly, it can be observed that in many cases, an OoC is essentially a membrane cultured with cells
of the organ in question. They all have continuous flow on either side of this membrane (fluid-fluid or air-
fluid) to promote fluidic shear and thus proper cell differentiation.
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Figure 1.5: The multi-OoC developed by Maschmeyer et al.,
with 1) intestine, 2) liver, 3) skin and 4) kidney comparti-
ments. Image taken from Maschmeyer et al. [20]

A final exciting OoC development is the multi-organ-
on-chip. Such a model was designed by Maschmeyer
et al. [20], using human intestine, liver, kidney and
skin cultures (see figure 1.5. An ultimate goal of OoC
development is of course the ’human-on-chip’, to al-
low for even better in vivo-like physiology and to study
organ-organ interaction. While prior studies gener-
ally had a unidirectional flow (so no medium recircula-
tion), this study contained a circular system. This al-
lows for actual cross-communication between several
"organs". These were chosen such that an administer-
ing organ was present (a skin biopt), a liver- and an intes-
tine compartment connected in series in a circular sys-
tem, and a kidney compartment connected to the liver
part - similar to the in vivo structure. 28 days of sta-
ble co-culture was achieved. This is a very interesting
step towards actual ’human-on-chip’-devices, even more
so because of an option for external drug administra-
tion.

Concluding, OoC is a promising technique that should find its way to drug development as soon as possi-
ble. However, there are some issues that need resolving still. Firstly, development protocols currently do not
generally allow medication to be marketed without animal tests [36]. To tip this scale is an issue for which
human model technology needs to be proven effective thoroughly. Furthermore, all logistics and knowledge
in animal experimentation is already in place, and to put someone trained to work with lab animals in a set-
ting for OoC devices is not possible. Moreover, such workers could be reluctant to retrain because they feel
their previous work and effort is disregarded by the scientific community. Moreover, working with human
models requires vastly differently trained lab professionals, and researchers developing new drugs will need
to design their process accordingly. These issues should be addressed as swiftly as possible in order to enable
a transition in medication development to improved scientific methods.

1.4. Fluid behaviour and manipulation
Fluidic forces - literally - form a vital part of the cellular environment and in the following section some theory
is explained. The first part consists of the relevant basic principles of fluid mechanics for microfluidic theory
(1.4.1). Following, pump mechanism selection is described (1.4.2). The nozzle-diffuser approach is chosen
as the best candidate for this particular design (1.4.3). Finally this is placed once again in biomedical context:
some specific attention is given to the flow needs of certain organs (1.4.4).

1.4.1. Fluid mechanics and microfluidics
When describing a fluid, several variables can be distinguished: the velocity field [~v], and thermodynamic
properties including pressure [p], temperature [T ] and density [ρ]. Fluids are subject to a number of transport
phenomenae [30]:

• Transport of momentum: probably the most important one, as is describes the behavior of the fluid
following an (external) acting force.

• Transport of mass allows mixture of different components of one flow (or for example two flows that
are merged into one channel).

• Heat transport: through convection, a fluid can develop a temperature profile independent of the flow
profile. As convection is negligible in microfluidic systems it is not considered here.

A fluidic system can be defined but also simplified through boundary conditions. These are in compliance
with Poiseuille flow conditions [30]:

• Velocity: in case of a no-slip boundary condition, the velocity difference between the fluid and the
boundary is zero. In other words, if the boundary is stationary the flow velocity at the boundary is zero.
Slip does not often occur in microfluidic systems.

• Shear stress: this is sometimes known, or in case of modelling: the desired value is known. In the event
of a so called ’free surface’ (ie when the fluid is adjacent to a gas) it is not possible to transfer momentum
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due to the discontinuous boundary layer. In this case, the shear stress at the boundary must be zero.
• Temperature: when a no-offset temperature boundary condition applies, this means the temperature

of the fluid at the boundary is equal to the temperature of the boundary itself.
• Pressure: similarly, a no-offset pressure boundary condition can be applied in most cases of microflu-

idic systems and indicates a zero pressure difference between the boundary and the fluid.
These boundary conditions are necessary when simulating the design in order to obtain a realistic outcome,
but also to avoid excessive computational effort while simulating.

When discussing the behavior of fluid flow, an essential characteristic is whether it is laminar or turbulent.
Laminar flow is more continuous whereas turbulent flow is random. An easy way to determine the character
of a flow is by calculating the Reynolds number:

Re = inertial forces

viscous forces
= v ·Lchar

η
ρ

= v ·Lchar

ν
[−]

With:

v = Net flow velocity
[m

s

]
Lchar = Characteristic length [m]

η= Dynamic viscosity [Pa · s]

ρ = Fluid density

[
kg

m3

]
ν= Kinematic viscosity

[
m2

s

]
When velocities are in the order of µm

s = 10−6 m
s and the dimensions in the order of millimeters, and knowing

that the viscosity ν of water (one of the least viscous substances) is in the order 10−3Pa · s, it is unlikely that
in such a microscale the Reynolds number will ever exceed 10−10−1. Given that a Reynolds number below
1500-2300 indicates laminar flow, this means such systems will generally show this. With this in mind in the
future some assumptions will be made [30].

Normally, in the event of an unchanging channel fully developed flow can be assumed (assuming all
partial derivatives are zero), and when the forces acting on the system are constant, the flow is considered
stationary. However, neither is the case for this particular design (as can be viewed in 1.4.3), remaining is
incompressibility of the flow. This is valid as with expected forces and temperatures compressible behavior
is unlikely.

Although many of the general principles of fluid mechanics can be applied to microfluidics, there are
some issues that make one-to-one scaling of such a system inaccurate:

• As was mentioned earlier in this subsection, laminar flow will almost exclusively be observed in mi-
crofluidics.

• Diffusion is an important factor of consideration on microscale. One-dimensional diffusion can be
estimated as d̂ = p

2Dt (the root mean square)[16]. As the distance d is squarely proportional to the
time needed for a particle to diffuse over this distance, this is a significant factor in a microtube whereas
it is hardly relevant in macro-sized channels.

• As the surface-to-volume ratio is much higher for smaller channels, adsorption of particles in the walls
of the channels can affect testing results. Furthermore, (viscous) friction effects and heat dissipation
are more significant than gravity forces.

• Surface tension might be exploited for pumping purposes in the case of very small microchannels [18].
This is what makes microfluidics unique: such mechanisms (capillary action) are much more promi-
nent than gravity.

With this background knowledge pumping mechanism options available for this design are discussed.

1.4.2. Pumping mechanisms
In order to achieve a situation resembling the in vivo environment perfusion is essential. Like other mecha-
nisms, perfusion might be passive or active. Passive mechanisms (or capillary action) utilize the liquid surface
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tension and the channel surface chemical composition and texture, or more recently, the use of a hydrophylic
material to generate pump action [9]. Active micropumps rely on external signals to manipulate flow [3]. Pas-
sive mechanisms are simple in nature due to their passive operation, but they are also not easily controlled
and/or require complex materials. They will not be considered for this thesis. However, they might be used
as design improvements.

Although external pumping devices enable high precision fluid control (using the proper equipment),
there are downsides. The main one is the size: it is possible to make microfluidic devices on the millimeter
scale, large pumping devices must still be coupled. Not only is this inconvenient, it also provides a critical
stage with room for human error. A more fail-safe approach would be to integrate the flow manipulation seg-
ment on the chip. This way, the producer can ensure proper operation of the device to a higher degree rather
than having to depend on the user for system assembly. Such devices will perform more uniformly, making
test results more reliable and also possibly cheaper (since fewer samples are needed).

As mentioned above, it is necessary that the fluid flow is such that cells are properly nutrified by the
medium as well as that other properties are satisfied (more on this in 1.4.4). Furtermore, it is not immediately
obvious what an optimal configuration is. Several options are available:

• External pumping options

– Pneumatics: an external device provides a pressure gradient for pumping
– Syringe pump: a syringe is drawn in or pushed out, generating fluid flow
– Roller track: seen often in medical practice, this is a gear pushing fluid through a tube

Since the intention is to use the IPMC in the micropump, a membrane-based pump is assumed.

• On-chip pumping mechanisms

– Flap valve membrane pumps
– Nozzle diffuser membrane pump

The working principle of the membrane pump is a moving membrane over a pump chamber. This movement
causes fluid to flow in- and out of the chamber. By designing the in- and outlet of the chamber a net flow can
be achieved.
Sketches of the two considered options are displayed in figure 1.6.

(a) Flap valve pump mechanism (b) Nozzle diffuser mechanism

Figure 1.6: Sketches of the considered pump mechanisms (side views)

The flap valve mechanism is for example seen in the IPMC pump model by Nguyen et al. [24]. It consists
of the following steps:

1. On an upstroke, the pressure in the chamber lowers. This causes the upstream valve to shut and the
downstream valve to open.

2. Fluid is drawn into the chamber from the downstream channel.
3. On a downstroke, the pressure in the chamber increases. This causes the upstream valve to open and

the downstream valve to shut.
4. Fluid is pushed out of the chamber into the upstream channel.

Although this is a well-known method, there are fabrication problems. While a set of prototypes is produced
easily, an elaborate process is required for mass-production and assembly. Furthermore, moving parts are
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prone to fatigue and complcate assembly.
These issues are solved when using a pumping method first described by Stemme et al. [33]: the nozzle
diffuser method. This phenomenon uses the pressure drop over the nozzles to generate pump action.
The configuration of choice was a IPMC membrane with a nozzle-diffuser channel for the following reasons:

• This provides an excellent opportunity for the practical testing of a material developed at the TU Delft
[23].

• A valveless approach solves the issues a device with moving parts has.
• The combination of an IPMC membrane and a nozzle-diffuser channel allows for a device of minimal

size, therefore making effective use of resources and space on an OoC. In short, it has the potential to
bring out the best in both.

As the nozzle-diffuser physics require some additional explanation, 1.4.3 is dedicated to this.

1.4.3. The nozzle-diffuser approach
This project involves a valveless channel: a mechanism using pressure differences to generate a net flow from
inlet to outlet. An sketched example of such a shape is shown below. Note that the divergent side is called
’diffuser’ (denoted d) and the converging side is called ’nozzle’ (denoted n), given that the flow goes from left
to right.

(a) Upstroke: fluid is drawn to the pump chamber from
both sides, but mostly from the diffuser side.

(b) Downstroke: fluid is forced from the pump cham-
ber to both sides, but mostly to the nozzle side

Figure 1.7: Qualitative nozzle-diffuser mechanism (side view)

Illustrated visually in figures 1.7a, 1.7b it can be seen that although there is some backflow present, still a
net pumped volume is achieved. This is supported by the following mathematical analysis.
Pump action follows from a pressure drop across the nozzle-diffuser as follows [33]:

∆Pd = ρv2
d

2
ξd ∨ ∆Pn = ρv2

n

2
ξn

With:

∆P =Pressure difference over the segment

ρ = Fluid density

v = Flow velocity

ξ= Pressure-loss coefficient

Then the volume flows according to Bernoullis law are:

Φd = Ad vd ∨ Φn = An vn

With:

Φ= Volume flow

A = Narrowest cross-sectional area

v = Flow velocity

As the elements are the same for nozzle and diffuser, Ad = An = A. Finally, the chamber volume variation can
be described as:

Vc =Vx sin
(
2π f t

)
With:

Vc = Chamber volume

Vx = Membrane amplitude

f = Membrane frequency

t = Time
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Then the net pumped volume during one pump cycle can be determined by [33]:

VO = 2Vx

[p
ηnd −1

p
ηnd +1

]
With ηnd = ξn

ξd
. This shows that the ratio ηnd must be larger than 1 in order to have pump action; secondly,

that the larger ξn is compared to ξd , the more efficient the pump becomes.

From this a few things can be concluded:
• Pump action (or: the pressure drop) greatly depends on the resistance generated by the nozzle. Asym-

metry (shown in different values for ξn ,ξd ) is key in generating pump action
• Membrane movement directly influences the volume per pump stroke
• Although not strictly related, they complement each other in generating pump action

What exactly affects the pressure drop over the nozzles in terms of pump dimensions is difficult to define in
equations [33], and shall here be determined experimentally.

1.4.4. Flow rate in biological applications
An obvious and immediate question when designing a pumping device should then be: what is the required
volume flow? Many articles related to organ-on-chip technology make no mention (or only a meager descrip-
tion) of the flow rate achieved in their device and the amount of cells depending on it. Here some suggestions
are studied to determine the required flow of a pumping device.

The best way to scale an OoC depends on the purpose of the device. One or more of the following factors
might be used for such scaling:

• The organ function and device purpose
• The metabolic rate of the cells in question (glucose metabolism and/or oxygen consumption)
• Fluid shear stress, which affect cell diffentiation and tight junction formation
• Pulsing behavior: tissues that are supplied directly by the heart and lie inferior to the heart are more

likely to "sense" heavier pulsing. In other words: the flow velocity fluctuation is higher.

It must be noted that although shear stress is what makes an OoC unique, this primarily depends on the flow
rate / velocity. Thus, the focus lies on these parameters in this thesis.
Using the overview from table 1.1, the reviewed tissues are assigned relative scores to derive certain pump
requirements which are used later on. Since capacity and specific properties are highly variable per study
and the design is flexible even at the final stage, no specific numbers are assigned right now.

Flow volume
requirement

Flow pulsing
requirement

Intestine Medium High
Liver High Medium
Heart High High
Lung Low Low
BBB High Low
Kidney High Medium
Vasculature Medium High

Tumor High Medium
Athero-
sclerosis

Medium High

Table 1.2: Suggested flow properties per tissue

From this the tissues are divided in three categories:
• Tissues with the accent on high flow rate (liver, BBB, kidney and tumor)
• Tissues with the accent on pulsing flow (intestine, heart, vasculature, atherosclerosis)
• Tissues with low flow rate and pulsing (lungs)

These three types are kept in mind while designing and characterizing and reflected on in chapter 4.
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1.5. Microfabrication
Although not an electronic device as those normally produced in the TU Delft Else Kooi Laboratory (EKL), the
design of the intended device uses some techniques developed for the (mass) production of electronic chips.
This choice was made as polydimethylsiloxane (PDMS) devices are harder to mass produce, while infras-
tructure for mass-production of microchips is already available in universities and industry (1.5.1). Secondly
MEMS fabrication is discussed, and its relevance to the project 1.5.2.

1.5.1. Materials for biological on-chip applications
The choice for OoC materials might be made based on a number of material properties [7].

• Biocompatibility: must be in place for the material but also for bonding chemicals, if present.
• Raw material costs: not only for larger scale application but also considering prototyping
• Fabrication techniques and equipment: complexity and availability of fabrication methods limit mate-

rial options
• Specific application: whereas flow actuation is considered here, it might also be applied directly to

provide strain to cell cultures [10][23].

Many materials are listed as potential candidates for an OoC device.

• In the 90’s early microfluidic devices were constructed from glass, silicon or quartz [7]. Standard pho-
tolithography techniques can produce microchannel networks in such materials.

• Nowadays numerous polymers are seen in OoC prototypes. The most popular one is PDMS but other
options include polycarbonate, polymethylmethacrylate (PMMA) and PET [7]. They are generally formed
using injection molding

Concerning PDMS, some issues are known to exist with microfluidic devices, the main one being its hy-
drophobicity. Since PDMS is highly hydrophobic, small molecules (such as those found in NCEs), might
be absorbed into the PDMS surface [34], blurring test results. Techniques have been developed to render the
surface hydrophylic (or less hydrophobic) [26] but these modifications are not permanent and have a recov-
ery time in the order of hours to days, making the material less reliable for long-term use.

The device will be fabricated in silicon for a number of reasons. Firstly, an abundance of equipment is
available at the EKL to produce silicon devices. The same is true for PDMS, but silicon avoids the issues men-
tioned above. Finally, it is expected that this is a more suitable choice for mass-production: production leaves
very little room for human error, even when integrating other aspects in the device.

Finally a key material that is used in this design is the ionic polymer-metal composite (IPMC) mentioned
earlier. This is a multilayered material consisting of a membrane of ionic polymer sandwiched between two
conducting electrodes. Its deformation behavior is of special interest: it exhibits large deformation using
only a low electric current (to generate a voltage difference), similarly to a piezoelectric element [25]. This
property makes it an excellent actuation candidate, as high currents can lead to cell death [10]. In this sense
it also differs from a dielectric actuator for OoC platforms designed previously at the ECTM group by Chuqian
Zhang, as that actuator operates in a much higher voltage range.
Actuation IPMC was for example demonstrated by Nguyen et al. [24], who produced a flap-valve pump design
with an IPMC diaphragm. This device was composed of a main layer of Nafion/silica and two electrode layers
of Nafion, layered silica and conducting metal particles. Nafion is a synthetic polymer with ionic properties,
making it very suitable for experimental electronics applications. Moreover, the material is biocompatible
and operates in water (and absorbs it), making it suitable for OoC applications. It is surprising to see that
there are no references of this material being used in OoC applications, which is why this will be an interesting
novel take on OoC actuation.

1.5.2. MEMS technology
Micro-electronical mechanical systems (MEMS) are systems with technology on microscopical level and gen-
erally have components whose sizes are on the µm scale. Although the field has an immense amount of sub-
specialisations, some relevant basics are described here.

MEMS devices are most generally structured on silicon wafers. The silicon is semiconducting and is an
abundant material on Earth which can be made from sand. Structures are then built on the substrate using
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polymers (such as PDMS), several types of metal (for example for transistors) and ceramic materials.
An actual device on a silicon wafer is created using a series of specific processes and materials, through addi-
tive and subtracting methods. By stacking these steps ultimately a device is formed: normally multiple ones
on one wafer, which can be cut into individual chips (or ’diced’). Some of the manufacturing processes are
described below:

• Deposition may be done chemically or physically. During chemical deposition, a gas is released on the
wafer, causing atoms to be deposited. This may also be used to grow an oxide layer. Physical deposition
consists of a process where atoms are released directly to form a layer of the target material. The latter
allows for a smoother finish whereas chemical deposition yields a rougher surface.

• Patterning can be done in a lithography process, using a light-sensitive photoresist material that is
partly covered by a mask to allow the exposed parts to be patterned. The mask may be slid in front
of the wafer or, for example, a hard mask may be created using a SiO2 layer and another patterning
process. Such masks are needed when etching away material: with wet etching, the wafer is submersed
in a chemical substance, whereas dry etching is done using ion bombardment (in a gas or plasma).

• Oxidation of a wafer can be done directly using SiO2 deposition or it can be grown in a furnace, where
the silicon is oxidized using very high temperature water vapor or oxygen molecules.

This is treated again briefly in section 5.2.

1.6. Conclusion
Due to increasing drug development costs and safety requirements, there is a great need for affordable reli-
able experimental testing devices such as OoC. However, low user-friendliness prevent its widespread imple-
mentation. One of the issues is related to fluid manipulation: often, an external pumping device is needed.
In this chapter necessary knowledge was gathered for the design a microfluidic on-chip pumping device for
OoC applications, allowing a more in-depth research statement.
Different devices have different requirements: the design shall therefore be aimed to satisfy three character-
istics traits. The first is a high flow rate, the second is high pulsing behavior, and lastly a design with low flow
rate and pulses.
In order to have an easy fabrication process, the chosen configuration for this pump is a membrane pump
with nozzle-diffuser channels. The membrane is made of IPMC, a material with excellent properties for
biomedical applications. This combination is novel in the OoC field. If may be used for example for the
TU Delft Cytostretch platform [12].
In this thesis a model is designed and tested in COMSOL Multiphysics [1] to see which properties of a pump
(with this configuration) lead to the desired traits.
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Pump modelling

With the theoretical knowledge in mind it is now possible to model a nozzle-diffuser pump with a moving
IPMC membrane. First a rough outline is determined for this configuration (section 2.1). The physics needed
to make the model function in COMSOL are solid mechanics, creeping flow, global ODEs and DAEs and fluid-
structure interaction (section 2.2). To fully define the model a parameter set is established (section 2.3). This
input is taken to the COMSOL modelling workflow (section 2.4). Finally in order to fully define the starting
model, literature is summarized and initial parameter values are set up (section 2.5). An overview of occurring
issues and certain remarks of the modelling process is given as well (section 2.6). The chapter is summarized
in the conclusion (section 2.7).

2.1. Design outline and justification
In chapter 1 the model theory was outlined. The chosen configuration is a membrane-based pump using
IPMC with a nozzle-diffuser channel in which the nozzle pressure gradient generates pump action. With this
in mind a very rough outline of the design can be set up (figure 2.1).

Figure 2.1: The proposed (rough) outline of the design. Note that the flow direction is left to right.

Based on the literature findings (see section 2.5), what can be seen most often is a relatively large pump
chamber diameter compared to the nozzle-diffuser elements. The depth in most designs is level (ie. the same
in the entire channel). No emphasis was put on the in- and outlet dimensions/shapes in any of the articles
so it is assumed that a smooth transition to a wider channel will be sufficient and that the effects are small
compared to the other aspects.

17
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2.2. Physics of the model
Although the workflow is described in section 2.4, the model physics are given extra attention since defining
them has been most of the work while modelling. Four physics branches are distinguished: the solid me-
chanics (2.2.1), the low-speed small-scale laminar flow or creeping flow (2.2.2), the diffential equations to
calculate the in- and outflow (2.2.3) and finally the the membrane and fluid interaction (2.2.4).

2.2.1. Solid Mechanics
An membrane was made by creating a geometrical cylinder. To the top side of the cylinder a prescribed
displacement is applied, the rest of the solid mechanics model has fixed boundaries in order to reduce com-
putation power. One free boundary is applied to the top layer of the model to allow membrane deformation.
The default material for the entire structural part is Linear Elastic Material (apart from the fluidic part). All
settings are kept to default but for more clarity the dependent variable names were changed to usol i d etc.
In the middle of the membrane a harmonic displacement is applied: a sinusoidal prescribed displacement as
a function of time (see figure 2.2).

Figure 2.2: In the middle of the membrane a harmonic displacement is applied, highlighted here.

2.2.2. Creeping Flow
In order to reduce computational effort the Laminar Flow mode was changed to neglect the inertial term (ie
to apply Stokes flow), which means now creeping flow is considered. This is a valid condition as it assumes
viscous forces are dominant over inertial forces, which is the case at small Reynolds numbers and small flow
volumes [30]. Incompressible flow is assumed (which is valid for water at room temperature) and gravity is
not included due to the size of the model. Like in the Solid Mechanics module, the dependent variables were
adjusted for more clarity (u f lui d etc.)
Most settings were left to default, initial velocities and pressures were set to zero. This is to show that there is
in fact pump action when starting from a stationary fluid.
As for the inlet and the outlet, two approaches were chosen.

• At the inlet an Open Boundary condition is applied in order to allow inflow generated only by the mem-
brane. The boundary condition was set to ’Normal stress’ equal to zero, as viscous forces cannot be
neglected in this case.

• At the outlet, an Outlet boundary is applied with two pressure conditions. Firstly Normal flow (to ensure
outflow perpendicular to the boundary), which is valid as the flow is unlikely to be turbulent. Secondly,
suppressed backflow is applied to model the real-life circular flow.

2.2.3. Global ODEs and DAEs
Two integrals were set up at the inlet and outlet. These are used in the global ordinary differential equation
(ODE) and differential algebraic equation (DAE) branch in a a differential equation of the form f (u, u̇, ü, t ).
To find the time-dependent function of the net pumped volume the following equation is defined:

y =y ′−u

Vpump =Vpumpt −UoutNet

with Vpump t being the first time derivative of Vpump and UoutNet the difference between the integral at the in-
and outlet. The initial values are all zero and for convenience the units are set to µl and µl/s for dependent
variable and source term respectively to avoid conversion errors later on.
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2.2.4. Multiphysics
In order to be able to study the fluid-stucture interaction, the fluid domain was assigned a deforming domain
with fixed boundaries on all boundaries but the one adjacent to the membrane. The fluid-structure interac-
tion was applied on the boundary adjacent to both the moving membrane and the fluid.
The coupling type chosen is Fully coupled, as the interaction is two-sided: the fluid has effect on the structure
and vice versa.

2.3. Parameter identification
In order to come to a design optimum, a number of parameters were defined in order to come to a full charac-
terization. These are divided in three categories. First these are operational parameters that can be changed
after fabrication still (to some extent), being the membrane frequency and -displacement (2.3.1). Next, the
chamber parameters are studied, being the channel depth and the membrane width (although the channel
depth is constant throughout the device) (2.3.2). Finally the nozzle-diffuser group is studied, which are the
nozzle width, the nozzle length and the nozzle angle (2.3.3). (See figure 2.3 for more clarification on the figure
dimensions.)

Figure 2.3: Model dimension definitions and clarifying top view for relevant parameters

2.3.1. Operational parameters
The operational parameters are membrane frequency f and displacement di . These are unique in the sense
that they are somewhat flexible during operation.
Membrane frequency can in theory be set very high, which according to the papers in section 2.1 yields higher
flow rates. However, the behavior of the material in this device is not known yet, therefore lower frequencies
are studied first.
Membrane displacement is, as shown in appendix A, bounded by material properties but also membrane
size. For the purpose of studying the characteristics of the device, this latter relation will not be taken into
account at all times during simulations. Furthermore, special attention needs to be paid to the relation be-
tween the channel depth and the displacement.
The displacement is bounded by the depth of the channel, but perturbations that are too small cannot yield
pump action.
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2.3.2. Chamber parameters
The chamber parameters are the membrane width m (or chamber width) and the channel depth t t . Together
they account for the chamber volume, and as the depth is most largely influencing the pump chamber, these
are viewed together.
As mentioned in 2.3.1, the membrane width relates to the displacement for the same applied load (see also
appendix A). In short, a larger membrane yields a larger potential displacement. It mostly affects the chamber
volume and thus the pumped volume potential. It is bounded by the minimum needed displacement. There
is no true upper bound but a membrane on the smaller side is preferred.
The channel depth relates to the membrane size in the sense that their size effects can be studied separately
but together they account for volume. The depth is bounded by the required membrane displacement and
by fabrication constraints: for fabrication on a silicon wafer the maximum channel depth relates to the max-
imum available wafer thickness.

2.3.3. Nozzle-diffuser parameters

Figure 2.4: Nozzle
detail with

dimension variables

Finally, the nozzle-diffuser dimensions are defined, the key factor in the resistance that
yields pump action. Note that the converging side of a cone-shape is called the nozzle,
where the diverging side is called the diffuser. The side of the pump chamber they are on
are identified by in- and outlet.
All three parameters (nozzle width wn, -length dd and angle a (see figure 2.4) are ex-
pected to affect each other in the design. The nozzle width and angle play key roles in the
fluid resistance. The nozzle as a whole might have interaction with the membrane action
as well, since its forcing potential must overcome the nozzle resistance.
The angle is likely to remain small: there is not much variation in literature. Similarly, the
nozzle width and length do not vary much amongst studies.
The nozzle parameters are bound by the membrane size: the diffuser width can not exceed
the membrane diameter.

2.4. Modelling work flow
The model can now be set up. The modelling workflow can be found below, where the physics part is sum-
marized only brieflyon account of being treated extensively in section 2.2.1

The modelling workflow is as follows:

1. In the global definitions, all geometrical dimensions are defined, including some dependent variables
(such as the diffuser width which depends on the nozzle width, length and angle solely). The relevant
ones are listed in figure 2.3 and the accompanying table.

2. The model geometry (figure 2.5) was made based on literature findings as described in section 2.5 and
initial values described in section 2.1. It can be divided in six domains: four structural domains for the
stationary parts of the system, the fluid filling the channel, and the flexible membrane covering the top.

3. The model contains three materials (water, silicon and PDMS). Although the membrane in the intended
design is not made of only PDMS, it is sufficient for the simulation purpose: to gain insight in the
physics principle of the valveless pumping mechanism.

4. The physics are assigned as described in section 2.2.
5. In the component definitions two integrals were applied: one on the outlet and one on the inlet. This

performed an integration on the respective boundaries, yielding the flow velocity magnitude. The dif-
ference between the two was defined as UoutNet , which is the input for the differential equation needed
to calculate the flow rate.
A deforming domain was defined on the fluid domain, with fixed boundaries on all sides except the
fluid interaction boundary.

6. Finally a mesh was applied to the model. Since the fluid is the most important part to be studied this
was meshed first, in a coarse mesh calibrated for fluid dynamics. The structural elements all had coarse
elements for general physics.

1Prior to this model, a 2D model was designed in order to verify that the mechanism would show pump action, which it did. However,
as this was merely an example to practice with, it has not been included in this thesis.
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Figure 2.5: Isometric view of the model geometry

2.5. Initial design: literature background
The model is now fully defined by looking more closely at examples from literature. Below selected publica-
tions used as inspiration in the design are summarized with their technical details of interest (table 2.1).

Chamber
volume

Nozzle dia-
meter, angle
and length

Frequency /
displacement

Maximum
flow rate, back
pressure

Other remarks

Stemme
[33]

141.8*µl A: 230µm,
20°, 4mm
B: 530µm,
10.7°, 3mm

A: 110Hz,
12.5µm
B: 310Hz,
13µm

A: 2250
µl/min,
11.7kPa
B: 7500 µ/min,
0.5 kPa

In this study, model A was more ef-
ficient (energy per stroke).

Yamahata
[39]

19.24µl 100µm, 9.5°,
2.3mm

12 Hz, 200µm 200µl/min at
600 Pa

Nguyen
[24]

15.39µl This is a flap-
valve design

3Hz, 150µm 760 µl/min,
1.5kPa

The performance was studied for
various voltages, the optimum was
3V.

Cheng [4] 5.53µl 80µm, 10°,
1.28mm
(only inlet)

10kHz, - 1.10µl/min,
16.7Pa

This is a 3D pump with three inlets
and one outlet.

Zhou [40] 17.3µl 100µm, 10°,
1.6mm

36.9Hz,
34.34µm

319.6µl/min,
850Pa

Singh
[32]

30.8µl 120µm, 10°,
1.5mm

200Hz, 1µm* 20µl/min,
220Pa

The study shows about -10% dif-
ference between simulations and
experiments, likely due to energy
losses.

Kawun
[17]

5.65µl 86µm, 10°,
0.95mm

12Hz,
450µm*

135µl/min,
245 Pa

Although sharp angles optimal in
nozzle-diffuser configuration, this
had round angles due to milling
constraints.

Table 2.1: Design specifications of models and products. Often, multiple output values were named: only the highest output parameters
are mentioned here. Numbers marked with (*) were not specified in the article (or one or more numbers to calculate it were missing) or
were otherwise unclear, and those were therefore estimated based on illustrations and/or other dimensions.



22 2. Pump modelling

It should be noted that there are many examples of nozzle-diffuser micropumps (and this list is by no
means exhaustive). Moreover, not all examples are micropumps specific to OoC devices. The draft design in
this thesis will be a mixture of several techniques using characteristics from several designs.

A number of things can be learned from these articles.
• Most current designs use electromagnetic actuation. Only a few use a piezoelectric element.
• Most designs use a high frequency and relatively low displacement.
• When comparing chamber sizes, Nguyen outperforms the others by far, pumping almost 50 times the

chamber volume per minute. Cheng and Singh have a much lower score, pumping less then once of
the chamber volume per minute. It should be noted, however, that Singh has a relatively large pump
chamber volume.

• Nozzle-diffuser element dimensions are quite similar for the selected designs.
With this in mind, some initial values are set up for the design (see also figure 2.3). These are based on

common occurrences in the selected articles. It must be noted that these values need not to be optimal, they
are an initial guess at a design that will provide some first results.

• To accommodate the small size the design strives for the membrane dimensions of Singh et al. [32] are
adopted. This is an interesting design is due to the fact that it was tested with an asymmetric pump
chamber which provides a smoother fluid exit. The membrane diameter is set to 14 mm.

• Likewise, the channel/chamber depth is set to 250 µm.
• The nozzle-diffuser parameters are mostly similar: the nozzle width is 150µm, the nozzle angle 10°,

the nozzle length 1.5mm.
• Since not much is known about the IPMC performance in this setting, a low initial frequency is chosen.

The frequency is 3Hz. Literature shows frequencies of at least 10 Hz can be achieved [24][23] a lower
testing frequency is chosen to be on the safe side.

• The membrane displacement depends on the material properties (see appendix A). The membrane
displacement is 40 µm. This might not be the maximum achieveable displacement but it will be con-
sidered as such for the purpose of characterizing the system.

2.6. Discussion and iteration
During modelling. some issues and remarks came up that are listed below.

• For the in- and outlet of the channels, two options are available in terms of physics selection: inlet/out-
let or open boundary. Tto choose the outlet option at the outlet side backflow can be prevented and is
a more realistic situation as the flow in a test setup will be circular, providing some momentum which
indeed prevents backflow.

• Some (computational) time might have been saved by treating the channel walls as boundaries rather
than "carving out" the channel in a solid block.

• A dedicated mesh size for individual domains is beneficial over a one-size-fits-all approach.
• It was beneficial to apply Creeping flow rather than Laminar flow in terms of computational power.
• A lot of time was spent on getting the global ODEs and DAEs right. If the background had been studied

in more detail this could have been avoided.
• A major problem was encountered when many results returned errors, making the modelling process

increasingly difficult. This was solved by changing the settings for the Jacobian update from ’minimal’
to ’on every iteration’: in the former setting solutions would often not converge leading either to an
error or an infinite loop and unworkable situations during simulation. This greatly increased computa-
tional effort but it did ensure that most nodes returned a result, which made postprocessing a lot more
easy. It again emphasized the need for minimum computational effort on other aspects.

All in all it can be said that the model is working properly and will, after verification, enable good modelling
of a real-life situation.

2.7. Conclusion
In this chapter the process from literature, to initial values, to the working model was described. A mul-
tiphysics model was made in COMSOL Multiphysics of a 3D model using solid mechanics, creeping flow,
and fluid-structure interaction to review its performance. This enables simulation of the characteristics of a
nozzle-diffuser pump with and IPMC membrane. The issues and iterations were discussed for the readers’
reference as well.
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Simulations

In this chapter the simulations are executed and the model is characterized. First some verification steps
are performed: the membrane eigenvalue is estimated and laminar flow conditions are checked (section
3.1). After this the model characterization process is described (section 3.2). The results of this process are
presented after this, starting with the independent parameter studies (section 3.3). These are summarized in
an intermediate findings section, setting expectations for the next part of the study (section 3.4). These are
followed with six interaction studies for parameter pairs that are expected to have shared influence on the
model (section 3.5). Finally a double-nozzle configuration is tested as an alternative to the model used in the
rest of the chapter (section 3.6). The chapter is summarized in the conclusion (section 3.7).

3.1. Model verification
The model was fully defined in section 2.5. Before the model is characterized some verification steps are
performed. The eigenvalue of the membrane-fluid interaction is estimated so that the design might benefit
from resonance properties (3.1.1).In order to verify the laminar flow assumptions the velocity development
is studied and the Reynolds number is calculated (3.1.2). With this in place the simulations for model char-
acterization can start.

3.1.1. Eigenvalue analysis
An eigenfrequency analysis is performed, as the resonance frequency is often a good candidate for a fre-
quency optimum. If this is within the expected operating range it might be considered.
The (first) eigenfrequency of a clamped cantilever beam (for clarifications on this particular assumption see
appendix A) is defined as [22]:

f1 = 1.758

π

√
E I

mL3

With:

E I =The cantilever bending stiffness [Nmm2]

m =System mass [kg]

L =Beam length [mm]

According to Stemme et al. [33], in a system like this, the mass m can be defined by the mass of the volume in
the pump chamber (since the membrane is, by comparison, very low in weight).
Note that the variable m was used for the membrane width previously (and again in the next equation).

f1 = 1.758

π

√√√√ E I

ρ
( m

2

)2 t t · ( m
2

)3

23



24 3. Simulations

With:

E I =The cantilever bending stiffness [Nmm2]

ρ =Density of water [kg/mm3]

m =Membrane width [mm]

t t =Channel depth [mm]

And so:

f1 =1.758

π

√
0.1625

3.848 ·10−8 ·343
=197[H z]

This is a frequency well above the range that will be studied. It is unlikely that with changing parameters the
resonance frequency will near that range. According to this computation it is not likely that the benefits of
resonance can be reaped in this design. Things that would lower the natural frequency are: a denser pump
fluid, a deeper channel, an increased moment of area (mostly by increased membrane thickness) or increased
membrane size.

3.1.2. Laminar flow
In order to ensure that the extracted data is reliable it must be verified that the flow indeed is laminar. An easy
way to identify laminar flow is to calculate the Reynolds number. The critical variable here will be the flow
velocity, or rather the local maximum velocities. With this in mind, the following steps are taken:

• Calculate the Reynolds number as a function of the variable velocity, determine the threshold for tran-
sient flow (at Re=2300);

• Identify the points at which prominent flow velocity peaks occur;
• Evaluate the flow velocity in these points over time;
• Verify that the threshold is indeed not crossed

The definition of the Reynolds number is as follows [30]:

Re = ρvL

µ
[−]

(See also 1.4.1) Note that for this case the characteristic length (the nozzle width) is constant but in other
settings it can be a variable. Assuming the channel fluid is always water and that a Reynolds number below
2300 is desired, the equation is rewritten to:

1000 · v ·L

8.9 ·10−4 ≤ 2300

v ·L ≤ 2.047 ·10−3
[

m2

s

]
v ·L ≤ 2.047 ·103

[
mm2

s

]
Note that the last step is taken to avoid conversion errors: the unit of the right-hand side is converted to mm2

s
so that the velocity might be entered in mm/s rather than having to convert to m/s. The characteristic length
is also entered in mm.
It now seems that it is unlikely that this design will see transient flow: with the current throat size being only
0.1 mm, local velocities in the order of 104mm/s are needed to reach this state. Nevertheless, it is good to
verify this and to look at the velocity profile.

This flow has a no-slip condition, meaning the wall velocity is equal to the flow velocity at the boundary
(in this case zero). Following from this it can be deduced that for each yz-cross-section of the channel the
maximum flow is found at the exact center of the channel, as this is the point with the largest distance from
all nearest walls [30]. With this in mind, in the COMSOL model a ’Cut line 3D’ is generated, which passes
exactly through the centroid of the channel section and is parallel to the x-axis (figure 3.1).
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Figure 3.1: Top view of the model with the cut line shown in red

The flow velocity magnitude is not symmetrical from this plot: only the peaks just upstream of the nozzle
throat. This could be due to special upstream flow properties, but it might be a computational error. However,
as the peaks are not excessively high, this is not an urgent matter to attend. On this line the flow velocity
magnitude can be evaluated at all time steps (figure 3.2). Note that no legend is shown, since only the location
of the peaks are relevant at this moment and not the time they occur.

Figure 3.2: Velocity profile of the flow rate at several time steps, displayed in relation to their position in the model.

Based on this plot, several large peaks can be observed, mostly around the nozzles (which was to be ex-
pected). Although there are more local maxima than these, any overall maximum velocities are likely to occur
in one of these peaks. There are several local peaks in the outlet nozzle, which might lead to think that there
is actually turbulent flow here, although the velocity magnitude is too low for that.
It is notable that the maximum is not in the throat of the nozzle, which one might expect intuitively: for an
incompressible flow, the volume flow is constant in a steady channel flow. However, this is not a steady flow
(it is a function of time [30]).
Based on this dataset, it can be concluded that if the flow is laminar in all of these maxima, it is laminar in the
entire model. For this reason these points are studied further.

Using the Matlab function findpeaks and the argument MinPeakProminence 1 five relevant maxima are

1to find only certain prominent maxima, namely those with a prominence of at least 100 mm/s compared to neighbouring peaks



26 3. Simulations

identified. These locations are located in the Comsol model, plotting the expected peak locations as a func-
tion of the model size (which will be varying further on in the optimization process). They are plotted using
Cut Point 3D and all lie on the line determined earlier (figure 3.3).

(a) Maximum velocity point on inlet nozzle (b) Maximum velocity points on outlet nozzle

Figure 3.3: Top view of the nozzles with the cut points shown in red

The flow velocity development in the points found above is evaluated in COMSOL and plotted below (fig-
ure 3.4). For this a sample time of 2.5 seconds and a decreased timestep of 0.1s was taken to be sure to capture
the full spectrum of velocities.

Figure 3.4: Flow velocity in selected points. Refer back to figure 3.3 for the exact locations of these points.

The maximum values occur around the outlet nozzles: the two maximum values are before and after the
outlet nozzle throat. From this it can be observed that the Reynolds number never exceeds the turbulence
transition threshold in the base model, and is not likely to do so for the expected range of values. The check-
point for this must be after one or two cycles, after which this is fully developed. Another peculiar thing that
is seen here is the cycle frequency: although the frequency of the membrane in this simulation run is 3Hz,
the velocity cycle frequency around the nozzles is about 0.9Hz. This is investigated in 3.3.2.
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3.2. Model evaluation and characterization process
The current model is one with many variables and interesting behaviors. In order to extract proper results
from the model, a number of steps are described below.

3.2.1. Base model evaluation
In order to characterize the model and evaluate the influence of the parameters, certain data is extracted from
the model. This is tested using three criteria:

• Model flow rate: the flow rate per minute provides a measure of the effectivity of the model. It is cal-
culated by COMSOL by calculating the difference between the integral inflow and outflow at the given
time steps and then solving the differential equation Vpumpt −UoutNet = 0 (see 2.2.3), after which the
pumped volume is extrapolatedn in Matlab to find the flow rate.

• Outlet fluid velocity: depending on the application, a more continuous or a pulsating flow is desirable.
The pressure at the outlet (as a function of time) provides an indication of this ’pulsating’ behavior.

• Velocity profile: as there are several changes in channel shape throughout the device, it is relevant to
study local velocity peaks. Although the intention was to create a velocity profile for a range of dataset,
during simulations it became clear that this data could not be exported for processing due to unclear
issues and thus drawing meaningful conclusions was not possible.

This is first done using the base model defined by the initial values (see section 2.1). Furthermore, in order to
determine a certain minimum sample size for which reliable results can be extracted but also minimal com-
putational effort is required, a data point analysis is performed. This is done based on the results from the
flow rate (see 3.2.2). For the initial evaluation an arbitrary sample time of 5 seconds was chosen. As a time
step, it seemed fitting to look into control theory: a time step following the Nyquist sampling theorem should
grasp all waves initiated by the applied frequency. This means a timestep of at least 1

2 f with f the applied
frequency is used.
Below the above extracted plots are given for the base simulation. Note that only the plots of particular in-
terest are displayed here (with some additional ones in appendix B). Some of the Matlab scripts used for
postprocessing are found in appendix C.

The first plot of interest is the pumped volume as a function of time (figure 3.5a). The pumped volume is
extrapolated to calculate the flow rate using the Matlab function polyfit. From this a flow rate of 4.59 µl/min
was found. Here, too, it can be seen that after one flow cycle the development is quite steady. The same
phenomenon as in 3.1.2 is observed here: the flow cycles are not occurring at the same frequency as the
membrane frequency. The net pumped volume has the form t ·sint .

(a) The base pumped volume as a function of time. (b) The flow velocity at the outlet boundary.

Figure 3.5: Base model configuration flow development

Secondly the outflow behavior is studied. This is used as a measure for the pulsing behavior of the flow
(figure 3.5b). Like the pumped flow this plot shows pulsating behavior. What stands out is that although the



28 3. Simulations

flow rate is about 4.5 µl/min, the flow amplitude at the outlet is almost 4 µl per cycle. This implies that the
pump is pulsating heavily: on each cycle, the pumped volume is only about 15% of the total moved volume.

Finally, for the velocity profile, please refer to the plot in 3.1.2 (figure 3.2 and 3.4).

3.2.2. Initial characterizations (process)
Prior to finding the optimal solution(s) for this design, insight is gained in the influence of the parameters
determined earlier (see section 2.3) but also the required sample time and time step size. If in any case it
appears that a parameter shows a clear maximum or another obvious sign that the current one is not a good
choice, it might be decided to chance this variable for the rest of the process.
The following steps are taken:

1. Sample time: in sample runs it has been observed that the outflow period is not entirely predictable,
and therefore an estimate should be made that can apply to future models. An attempt was made to
make calculations based on one flow cycle, however, this is not always applicable as sometimes the
pumped volume is a sequence of steep parts and plateaus, rendering such an approach useless. A
better one-size-fits-all approach is to make a tradeoff between computational effort and accuracy and
use this, while keeping the discrepancy in mind.
To do this, the following steps are taken (see also appendix C.1).

• Perform a full simulation run is performed from 0 to 60 seconds with the base model
• Recognize that the pumped flow at 60 seconds is equal to the flow rate in µl/min
• Calculate flow rates based on partial data sets using the first 1, 2, 3... datapoints
• Compare these partial extrapolations to the true flow rate
• Determine which number of samples provides a sufficiently accurate flow rate while keeping the

sample time at a minimum value

This number of samples is used in further runs.

The two operational parameters are studied now.
2. A frequency sweep (with the membrane frequency) performed. In order to satisfy the the 1

2 f maximum
step size this is a variable too.
Meanwhile, the effect of the frequency on the flow rate and the local velocity profile is studied as well.

3. A displacement sweep is performed. It should be noted that a wide range is used here, although this is
in reality limited by the membrane size (see appendix A).

4. If changes have been made in steps 2 and 3, an iteration is made, starting from step 1.

The next parameters to be studied are the chamber parameters.
5. A membrane width sweep is performed. The displacement for this run remains constant.
6. Two channel depth sweeps are performed: one where the displacement remains constant and one

where it scales with the channel depth. This separation is made to eliminate a possibly influence from
the displacement being percentage of the channel depth.

Finally the third segment, the nozzle-diffuser parameters, is treated. These are performed in order of
expected significance.

7. A nozzle angle sweep is performed.
8. A nozzle throat width sweep is performed.
9. A nozzle length sweep is performed.

Note that both nozzle-diffuser elements, at both inlet and outlet, are varied the same way. To the best of
the authors knowledge, there are no studies that are similar to this one that have different dimensions
for inlet and outlet elements.

These are the initial characterization runs. Aside from step 4, other iteration might be performed if the situa-
tions calls for it.

3.2.3. Interaction characterizations (process)
After the initial characterization is completed, some interaction studies can be performed. These mainly
concern the flow rate output as to not add to many variables to the study.
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The following interaction studies are expected to be of interest:

• Membrane frequency and displacement. This interaction is relevant as they both can be changed
during operation.

• Membrane width and channel depth. As these effectively determine the chamber volume, some spe-
cial attention is paid to which one is most influential in the output.

• Membrane displacement as a function of membrane width. Taking into account the limitations of the
membrane material the output might change.

• All three nozzle-diffuser parameters. Three interaction studies are done for this subset to see if one is
particularly significant (and if yes, which one).

• The most significant nozzle-diffuser parameter and membrane displacement. As the nozzle element
acts as a damper/resistive element, an optimum combined with the membrane displacement might be
seen.

3.2.4. Alternative configuration
An optimized model can be used to construct an alternative pump configuration to compare to the standard
model. This is the double nozzle setup (in series, on either side of the membrane). Ullmann et al. also
described a number of possibly interesting configurations [35].

3.3. Initial characterization (results)
In this section the results of the the initial characterization process are described as described in section 3.2.
Note that due to the large amounts of changing variables, with each plot a table with the current values is
given so the reader can keep track of this.

3.3.1. Sample time
As a starting point, an estimate for an accurate sample time was made (see 3.2.2). The results can be viewed
in figure 3.6: these are the extrapolated flow rates found when taking the results from the first n data points
only, compared to the true flow rate.

Figure 3.6: Accuracy ratio for time samples taken cumulatively
from 1 to 180 datapoints. Note that t=0 is excluded and that the
plot only displays accuracy ratios between 0.8 and 1.2.

t 60s tt 250 µm
∆t 0.3s a 10°

f 3 Hz wn 150 µm
di 40 µm dd 1.5 mm
m 14 mm

It can be seen that only from 40 datapoints the extrapolation values are consistently within a 5% error
margin. (This corresponds to a sample time of about 13 seconds.) As simulations are computationally ex-
pensive, this sample time is not a workable situation.
In order to choose a suitable sample size, some boundaries are set:

• An accuracy between 0.9 and 1 is sought: to underestimate the flow rate is less risky when qualifying
pump performance.

• To keep the computational time in check, there should be no more than 20 datapoints total, but still
the largest possible amount within these bounds.
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There are two values satisfying these criteria: n=11 and n=17 (or, in this case, t=3.333s and t=5.333s), with an
accuracy of 91.4% and 99.5%. To be on the safe side, 17 datapoints are chosen. This sample size is taken to
the operational parameter analysis.

3.3.2. Frequency
As the flow output is greatly influenced by the membrane frequency, this is treated first. It might also affect
the sample size requirement.
The time step was variable to ensure inclusion of all points of interest in the result: 1

2 f . To get to 17 datapoints

the sample time was set to 17
2 f . The flow rate development is found in figure 3.7.

It is unclear what frequency magnitudes can be reached for the IPMC setup and for this reason the focus lies
on the lower frequency range.

Figure 3.7: Flow rate output as a function of frequency. The dashed
line indicates the fitted curve for the frequencies above 3.5Hz.

t 17
2 f s tt 250 µm

∆t 1
2 f s a 10°

f f wn 150 µm
di 40 µm dd 1.5 mm
m 14 mm

The full data plot can be found in figure B.1. The flow rate as a function of frequency follows a parabolic
curve starting from f=3.5Hz. Contrary to what the model of Nguyen et al. shows, there is no maximum seen
here. In that study a maximum was found for driving frequencies of 3 to 5 Hz and these also lead to smaller
membrane displacements - however, these were also very high flow rates considering the model size. This
can probably be attributed to that the applied membrane displacement is larger, and secondly that the flap-
valve system has a more efficient flow output.
The pulsing behavior can be viewed in figure B.2. Furthermore, as was addressed in previous sections, the
relation between membrane frequency and flow frequency is not quite clear yet. The plot addressing this
relation is displayed below (figure 3.8).

Figure 3.8: Membrane frequency versus outlet flow frequency. The dash line indicates the fit fout =0.1681 fi n +0.0312 [Hz].
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From this it can be seen that the relation between the membrane frequency and the outflow frequency is
almost completely linear, the irregularities in the middle are small.
The frequency shift can be explained by the nozzle and the pump chamber: these act as a damper and as a
consequence of damping as well as the shift of fluid movement direction the membrane frequency does not
translate directly to the outflow frequency.
To take a smaller time step is not needed for now.

3.3.3. Displacement
The last step of the operational parameter sequence is the membrane displacement, the plots of which are
displayed below (figure 3.9).
The testing range was intended to go from 5µm to 250µm, however, the final values (205-250µm) returned
only errors. This could have been caused by the fact that this displacement stretches the membrane too much
or that the displacement converges to the bottom of the channel.

Figure 3.9: Flow rate output as a function of membrane displace-
ment. The dashed line indicates the fitted curve for the displace-
ments of 40 µm and higher.

t 2.43s tt 250 µm
∆t 1

7 s a 10°
f 3.5Hz wn 150 µm

di di dd 1.5 mm
m 14 mm

The flow rate development is almost perfectly linear throughout the range of displacements. It is expected
that the limit is di = 250µm, the depth of the channel, with the maximum flow rate just before that. The linear
development starts from around 40µm or 16% of the channel depth.

As the frequency changed, an iteration of steps 1-3 is performed to make sure the results are not affected
(much). This yielded a slightly larger sample size. The other parameter sweeps did not differ significantly
(less than 5%) and so the values are kept this way.

Following this is the analysis of the chamber parameters.

3.3.4. Membrane width
Firstly the membrane width is the variable parameter. The flow rate development is displayed below (figure
3.10). A testing range to at least a 30 mm membrane was intended, however, at a certain point no solutions
were returned by the model anymore for unclear reasons.

The flow rate does not develop as predictably as the previous parameters did. Since the flow rate at 14
mm is quite low, it is increased slightly to gain more pronounced results in future runs. However, the soft-
ware was clearly struggling on the higher parameter segment, where the simulation time needed increased
dramatically per m.
This dataset shows that there is a certain ’efficiency maximum’ to the flow rate development. After this the
membrane movements are likely too small to introduce significant fluid movement.
More interesting developments are seen in the outlet velocity. Like the flow rate, this reaches a maximum
around m=20mm. Moreover, the flow frequency seems to change with varying membrane width (see figure
3.11a and 3.11b). Note that on figure 3.11a, not the entire range of tested parameter values is displayed.
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Figure 3.10: Flow rate output as a function of membrane width.

t 18
7 s tt 250 µm

∆t 1
7 s a 10°

f 3.5Hz wn 150 µm
di 40 µm dd 1.5 mm
m m

(a) Outlet flow velocity development (b) Maximum outlet flow

Figure 3.11: Outlet flow velocity for varying membrane width

Using a similar procedure as in 3.3.2, however, no significant differences were found. This can be subject
to a future study, with a larger sample size and a smaller time step. From visual inspection, it seems as if the
frequency becomes higher and higher up to a certain point (around the maximum of the outlet flow), after
which it decreases again. This might be related to the shift seen in the frequency sweep: the volume under
the membrane acts as a buffer, and when this buffer is too large the flow rate efficiency drops again. This
development is more or less consistent with the findings of Singh et al, who used very similar dimensions [32]
(see also section 2.1)
To still have some advantage to the more pronounced flow rate without sacrificing too much computational
effort, m is increased to 18mm.

3.3.5. Channel depth
Secondly, the channel depth t t is tested. This was done in two ways: while keeping the absolute membrane
displacement di constant, and while keeping the relative membrane displacement constant (ie. at 16% of the
channel depth). The resulting flow rate output is displayed below (figure 3.12).
The range of channel depths was based on the maximum possible channel depth (in a wafer of 700µm). The
minimum depth was intended to be lower than 200µm but these yielded errors. The influence of the rela-
tive displacement of the membrane compared to the channel depth is undeniable: while the "16%"-line has
an overall rising trend, the "40µm"-line drops immediately and remains steadily low. Another thing is the
seemingly critical area between 350 and 500µm. This is something to look into when studying the interaction
between the membrane width and channel depth: possibly the membrane width relates to this "jump".

Next, a comparison can be made between the maximum outlet flow of the two cases (see figure B.3).
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Figure 3.12: Flow rate output as a function of channel depth.

t 18
7 s tt t t

∆t 1
7 s a 10°

f 3.5Hz wn 150 µm
di 40 µm / 0.16t t dd 1.5 mm
m 18 [mm]

From inspection of the maximum outlet flow velocity for varying channel depth a steady trend is seen for the
constant relative membrane displacement, while it hardly changes for the constant absolute displacement.
This suggests that the channel depth has negligible influence on the flow pulses.
It must be noted that, when comparing the higher depth region to figure 3.9, it seems as if the higher flow
rate for this region can be attributed almost exclusively to the larger membrane deflection. These two are
compared below (figure 3.13). (Note that a new di -dataset was made to account for the adjusted membrane
size.)

(a) Flow rate development (b) Maximum outlet flow development

Figure 3.13: Membrane displacement for variable and constant channel depth

These plots show the results of two simulations: one with variable channel depth (but with constant dis-
placement as a percentage of t t ) and one with only a variable di .
Aside from a marginal difference at the low displacement range, in figure 3.13a can be seen that for the same
displacement, the flow output is higher for a constant channel depth. In other words: di as a percentage of
t t has significant influence. This can likely be attributed to the increased moved volume per stroke (relative
to the chamber volume), as was explained in 1.4.3.
The opposite is true for the outlet flow pulse: if one aims to increase the amplitude of this pulse, increasing
t t is more efficient than increasing di (as a percentage of t t ), at least for membrane displacements above
65µm. This must be the effect of the larger pump chamber, with the increased volume allowing larger pulses
for increasing di .
Concluding, it can be said that increased flow rate is most efficiently reached by increasing membrane dis-
placement. For increased flow pulses this is achieved by increasing channel depth (but not relative displace-
ment).

These have been the chamber parameters: the third and final parameter group is the nozzle parameters.
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3.3.6. Nozzle angle
First of the nozzle parameters is the angle. The resulting flow rate development is given in figure 3.14.

Figure 3.14: Flow rate output as a function of nozzle angle.

t 18
7 s tt 250µm

∆t 1
7 s a a

f 3.5Hz wn 150 µm
di 40 µm dd 1.5 mm
m 18 [mm]

This flow rate development is not as smooth as previous ones, however, a parabolic fit is still made. This
supports the intuitive notion that a wider angle increases the flow due to the decreased resistance, up to a
certain degree. In 1.4.3 it was shown that the pump action depends on this resistive elements, although the
beneficial effect has a maximum. Since the increasing effect is showing mostly at the smaller angles, the
nozzle angle size is now increased to 20°in the model, again to make differences more pronounced.
Concerning the outflow velocity, this shows little difference (see figure B.4a), both in amplitude and pulse
frequency.

3.3.7. Nozzle width
This development too shows a parabolic fit to the dataset. Although the first few results in the parameter set
are low, possibly because the resistance of the small opening is too high, a strong development is seen from
about 90µm. This positive effect of reduced resistance flattens out as well, similarly to what was seen in the
nozzle angle study.

Figure 3.15: Flow rate output as a function of nozzle throat width.

t 18
7 s tt 250µm

∆t 1
7 s a 20°

f 3.5Hz wn wn
di 40 µm dd 1.5 mm
m 18 [mm]

Similarly to the nozzle angle study, the outlet flow seems independent of nozzle throat width (see figure
B.5).
The findings of this study are not very consistent with those of for example Singh et al. [32]. who attribute their
drop in flow rate output to choking of the nozzle. The author sees this as highly unlikely as that would mean
flow reaches near-sonic (transient) conditions which is not very likely to happen in a microfluidic device. The
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maximum seen here implies that at a certain point the nozzle effect becomes smaller due to its width, and
this is then seen sooner at the high frequency that Singh et al use.

3.3.8. Nozzle length
The flow rate development of this sweep is seen in figure 3.16.

Figure 3.16: Flow rate output as a function of nozzle length.

t 18
7 s tt 250µm

∆t 1
7 s a 20°

f 3.5Hz wn 150µm
di 40 µm dd dd
m 18 [mm]

This is the first parameter for which a decline (although not a consistent one) can be seen with an increase
of parameter size. There is a region (between 2 and 6 mm) where the flow rate varies around 10 µl/min, but
after this the decline continues.
One of the only studies addressing this clearly is Singh et al. [32]. The peak they show is not present in this
simulation, although it does decline above dd=1mm. It must be noted that they only tested a very small range.
The declining flow rate can be attributed to the increased pressure drop over the nozzle, which becomes
significant from dd=7.5mm onward.
The outlet flow velocity is not affected by the change in nozzle length (see figure B.4b).

3.4. Intermediate conclusions
When keeping the requirements for the three intended designs in mind, a number of conclusions can already
be drawn from the past results.

1. There is a strong positive correlation between membrane frequency and displacement and flow rate
output.

2. For membrane width a maximum range can be observed for flow rate output and maximum pulses.
3. Channel depth affects mostly the flow rate output but mostly the flow pulses.
4. Nozzle angle and width have a positive correlation with flow rate output (up to a maximum).
5. Nozzle length has a slightly negative correlation, most pronounced at small and large values.
6. None of the nozzle parameter sweeps has shown influence on the outlet flow pulses.
7. Most importantly: the values found in these simulations are not (always) consistent with literature and

this suggests that a puzzle such as this one with many variables also has many solutions

Based on these conclusions, some hypotheses are formulated for the interaction study.

1. A positive correlation between a frequency-displacement sweep and flow rate / outflow velocity
2. A positive correlation between a membrane-channel depth sweep and flow rate, a very mild positive

correlation for the same sweep and outflow velocity
3. A positive correlation between a nozzle width-nozzle angle sweep and flow rate
4. A very mild positive correlation between a nozzle width-nozzle length sweep and flow rate
5. A very mild positive correlation between a nozzle angle-nozzle length sweep and flow rate
6. No correlation for any nozzle parameters and outlet flow velocity
7. A very pronounced positive correlation between nozzle width and membrane displacement

Based on all of these studies the optima are formulated.
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3.5. Interaction characterization (results)
Six interaction studies were performed based on the intermediate conclusions drawn and hypotheses set
in the previous section. As to perform the entire parameter sweep for all values would be computationally
expensive and counterproductive, only selected values are studied in a range / interval which have shown to
be interesting in the previous simulation. Note that in this part no parameter values are changed in the base
model.

3.5.1. Membrane frequency-displacement correlation
An important interaction study is the frequency-displacement interaction. These are both parameters that
remain variable after fabrication to a certain extent.

(a) Flow rate development as a function of membrane
frequency and displacement

(b) Maximum outlet flow development as a function of
membrane frequency and displacement

Figure 3.17: Membrane frequency - displacement interaction

The interaction follows a trend that could be expected from 3.3.2 and 3.3.3. Here too it can be seen that
the effect is more pronounced for the membrane frequency. Overall, for higher f and di the efficiency be-
comes higher too: for a doubling pulse amplitude the flow rate triples.
This confirms that high membrane frequencies and high membrane displacements yield both high flow rates
and high flow pulses. It must be noted here that the maximum possible displacement is limited by the mem-
brane size and for a deeper channel depth, a larger displacement is needed to have the same effect (see figure
3.13).

3.5.2. Channel depth-membrane width correlation
Below the flow rate and maximum outlet velocity interactions are studied (figures 3.18, 3.19). Although larger
membrane sizes were attempted for simulation, the simulation time increases exponentially from around
20mm and it was therefore not realistic to include them. This was likely due to a meshing issue that could not
be resolved.
Note that the test in 3.3.5 showed that the membrane displacement should be treated as a percentage of the
channel depth to see development of the flow rate, which was done here as well.

The correlation between these two is remarkably similar compared to their independent simulations: the
development varies more or less linearly for the channel depth, and a maximum area is seen between 18-
22mm membrane diameter. What can be seen as well (similarly to the simulation in 3.3.5) is a steep part for
larger membrane sizes when looking at varying channel depth. It gets smoother when the membrane size
gets larger.

In figures 3.20 and 3.21, data is plotted against the chamber volume. At larger chamber volumes a special
development is seen: for the same volume, a higher efficiency and flow rate are reached when the channel
width is smaller. This effect is seen above a volume of around 75 mm3. In 3.3.5 the effects of channel depth
were already seen. However, this is limited by the maximum wafer thickness, therefore this advantage is
limited too. For larger membrane sizes, however, the potential flow rate (and maximum outlet flow) becomes
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Figure 3.18: Flow rate development as a function of membrane
width and channel depth

t 18
7 s tt t t

∆t 1
7 s a 20°

f 3.5Hz wn 150µm
di 0.16t t dd 1.5mm
m m

Figure 3.19: Maximum outlet flow development as a function of membrane width and channel depth

Figure 3.20: Flow rate as a function of chamber volume Figure 3.21: Maximum outlet flow as a function of chamber volume

higher too. This is in line with previous findings: the increased chamber volume increases the potential
(much like a capacitor), with channel depth being the most prominent factor.

3.5.3. Nozzle parameter correlation
The interaction studies of the nozzle parameters are treated under this subsection together. First the nozzle
width and angle are studied (see figure 3.22).
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Figure 3.22: Flow rate development as a function of nozzle throat
width and nozzle angle

t 18
7 s tt 250µm

∆t 1
7 s a a

f 3.5Hz wn wn
di 40 µm dd 1.5[mm]
m 18 [mm]

The selected range for wn was based on the region where the maximum showed in 3.3.7.
What stands out is that the increasing flow development reaches a maximum around 40°. This is most pro-
nounced in larger nozzle widths: possibly in such large nozzles the effectiveness of the nozzle resistance
reduces.

Figure 3.23: Flow rate development as a function of nozzle throat
width and nozzle length

t 18
7 s tt 250µm

∆t 1
7 s a 20°

f 3.5Hz wn wn
di 40 µm dd dd
m 18 [mm]

Following is the interaction between nozzle length and nozzle throat width (figure 3.23). Similarly to the
single parameter study, the inverse relation between nozzle length and flow rate output is observed here, as
well as the steep increase in output for very short nozzles. The increase in flow rate for varying wn is mostly
seen at this short nozzle length whereas it becomes more gentle for longer nozzles.

Finally nozzle length and nozzle angle are compared (figure 3.24). The slope seen here is not as steep
as with the changing nozzle throat width, however, it also leads to an ultimately lower flow rate than in the
former two comparative simulations.
At the same time, it can be concluded that next to increasing nozzle throat width, increasing the nozzle angle
is an effective way of increasing flow rate, even for longer nozzles.
One must note that these two parameters affect the width of the diverging side of the nozzle (wd) most ef-
fectively. It might be concluded that having a wd-value that approaches m yields a relatively good output
increase - but not so much as having a shorter nozzle.

By theory from 1.4.3, the pump action generated by the nozzle was found to be most dependent on the
resistance in the nozzle. (See figures 1.7a and 1.7b.) In order to have pump action a net flow from left to right
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Figure 3.24: Flow rate development as a function of nozzle angle
and nozzle length

t 18
7 s tt 250µm

∆t 1
7 s a a

f 3.5Hz wn 150[µm]
di 40 µm dd dd
m 18 [mm]

is needed, meaning that over a nozzle the resistance from left to right must be low, from right to left it must
be high. This can be described in terms of the findings of the nozzle parameter studies:

1. Nozzle throat width decreases resistance in left-to-right flow
2. Of the three parameters, this is the most critical one for efficient increase of pump output
3. Nozzle angle increases resistance from right to left, increasing pump effectivity in this way.

3.5.4. Nozzle width-membrane displacement correlation

The nozzle throat width was concluded to be the most influential dimension in terms of nozzle resistance.
Moreover, in 1.4.3 it was concluded that membrane movement and nozzle resistance are critical in pump
action efficiency, these two are studied together as well (see figure (3.25). Similar parameter ranges were
chosen as in previous studies.

(a) Flow rate development (b) Maximum outlet flow development

Figure 3.25: Nozzle throat width - membrane displacement interaction

This shows that the membrane displacement is one of the more significant factors in terms of flow output.
However, it is also seen that the larger nozzle widths have their share in larger flow rates as well, even for very
small membrane displacements.
The effect on outflow pulsing is evident as well. Although large flow pulses are unavoidable at large mem-
brane displacements, they are kept at bay largely for very small nozzle throat widths (50-100 µm). Above this
they remain more or less constant: this is likely caused by the relative small difference between intermediate
values.
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3.6. Alternative configuration results
Most studies in literature developed a single chamber / double nozzle configuration. Other configurations
might still outperform them in terms of flow rate and outflow pulsing (compared to the basic configuration).
A number of alternative models have been tested by Ullman [35]. Another model is tested here, being a
double-nozzle configuration: it has two nozzles up- and downstream of the pump chamber (see figure 3.26).
As the figure shows, the nozzles have been "exaggerated" to make any effects show up clearly: all nozzle
parameters have been set to their maximum mode (large wn and a and small d).

Figure 3.26: Top view of the double-nozzle configuration

In figure 3.27 the effect of the double nozzle can be viewed. It does not have much effect: the flow rate
is calculated to be 8.83 and 5.36 µl/min for the single- and double nozzle configuration respectively. For
the outflow pulses, little difference can be spotted. A more extensive study is possibly able to express larger
differences (for example at larger f and di ) but this is beyond the scope of this project.

(a) Net flow development (b) Outlet flow development

Figure 3.27: Comparison between the single- and double nozzle configuration.

3.7. Conclusion
This chapter carried out the simulations needed to come to the designs set in chapter 1 using the model
made in chapter 2. First a verification step determined the membrane eigenfrequency and confirmed laminar
flow. The simulations were carried out by first studying parameters independently and after this interaction
studies were performed as well. The theory from 1.4.3 was seen in that membrane displacement/movement
and nozzle resistance have important roles in terms of flow output. However, many optimal values found in
literature were not. This can likely be attributed to the large difference in membrane frequency, which was
the most significant of all variations with literature. It is then evident that for a lower-frequency device other
dimensions are fitting. Although theory could provide sensible explanations for most phenomenae, this was
not always the case for literary background. It does not mean others were wrong, it does show that a puzzle
such as this with many variables has many solutions. Those presented in this thesis are but three of possibly
many more. The findings from this chapter have been combined in three model propositions as suggested in
1.4.4 and are analyzed in chapter 4.
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Results

In this chapter the design options are laid out and justified. For each design the specifications are explained,
shown, and a number of simulations are done to confirm the expected model properties. First the three
designs are compared (section 4.1). The design options are a high flow rate model (section 4.2), a high flow
pulse model (section 4.3) and the low flow rate and pulse model (section 4.4), all of which are characterized.
A summary is given in the conclusion (section 4.5).

4.1. Design overview
Below the three design choices are depicted. They are elaborated upon in their respective sections.

High flow rate High flow pulse Low flow rate / pulse

Top view

Nozzle
close-up

m 22 mm 18 mm 12 mm
tt 350 µm 600 µm 300 µm
wn 250 µm 250 µm 100 µm
a 40° 40° 10°
dd 1 mm 1 mm 7.5mm

4.2. High flow rate design
The first design concerns the model aimed at OoC applications that require high flow rate, for example liver
and tumor models (see 1.2 and 1.4.4) The dimensions were based on the following findings:

• Large membrane displacement yield higher flow rates: the large membrane width means there is a
larger maximum di possible.

• The channel depth is kept slightly deeper than the maximum possible displacement, since a higher
percentual displacement is shown to have a positive effect on flow rate.

41
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• The nozzle are short and wide, allowing easy flow in flow direction and more resistance in backflow
direction.

This yields the following model specifications:

Dimensions
m 22mm a 40 °
tt 350µm wn 250µm
dimax

a 295µm dd 1mm

Table 4.1: "High flow rate" design properties overview

aTheoretical maximum

The top view of the model can be viewed in figure 4.1.

Figure 4.1: Top view of "high flow rate" design

The model is tested in parameter sweeps for membrane displacement and membrane frequency (see
figure 4.2). In order to be able to study a large range of values, no interaction study was performed to avoid
many errors and long simulation times.

(a) Flow rate for varying membrane displacement
(f=3.5Hz)

(b) Flow rate for varying membrane frequency
(di=56µm)

Figure 4.2: Membrane frequency and displacement flow rate development for the "high flow rate" design
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The flow rate outputs for variable membrane displacement (figure 4.2a) and membrane frequency (figure
4.2b) are given. The flow rate shows a large potential compared to the base model: up to 350 µl/min for max-
imum displacement and up to 250µl/min for the maximum tested frequency. The flow is also very efficient
compared to the outlet flow pulses (see figure B.6a and B.6b): while the flow rate normally is in the same
range as the outflow pulses, for this design the pulses are relatively small, about a third of the value of the flow
rate output. This confirms the theory that a medium shallow channel and the current nozzle configuration
yields a smoother (and thus efficient) flow. It also shows once again that membrane displacement is a more
effective way of increasing flow output than membrane frequency. However, as the former is likely limited
due to material constraints, the option of an increased frequency should be kept in mind as well.

4.3. High pulsing design
This design is meant for OoC applications that require a more pulsing flow behavior, for example for athero-
sclerosis models or the heart. It means that the flow velocity has a high fluctuation amplitude (specifically in
relation to the flow rate). The model characteristics came to this based on the following findings:

• Since a high flow pulse and high flow rate are inherently connected, this design and the previous one
are similar in some ways.

• The most important difference is seen in the size and shape of the pump chamber, which has a more
"square" intersection. The membrane diameter was chosen based on the maximum found in 3.3.4
whereas the channel is rather deep, as this is more effective for pulse increment (see figure 3.13b).

• In order to make this model more realistic, it should be operated in such a range that outflow pulses are
between 1-1.6 Hz or at resting heart rate.

This yields the design characteristics described in table 4.2.

Dimensions
m 18mm a 40 °
tt 600µm wn 250µm
dimax

a 142µm dd 1mm

Table 4.2: "High pulsing" design properties overview

aTheoretical maximum

The resulting design top view can be viewed in figure 4.3.

Figure 4.3: Top view of "high pulsing" design. Note that the nozzle shapes are the same for this model as the previous one, only the
membrane diameter and channel depth have changed.



44 4. Results

For a comparison to the "high flow rate" design this model is tested for both flow rate and outflow pulse
for membrane displacement and a range of frequencies that are in "heart rate range". Keeping in mind the
conversion discussed in 3.3.2, for heart rates of 60-100 bpm this translates to membrane frequencies of 6 to
10 Hz.

(a) Flow rate development for varying membrane frequency
and displacement

(b) Maximum outlet flow development for varying mem-
brane frequency and displacement

Figure 4.4: Membrane frequency-displacement interaction for "high pulsing" design

What stands out is that the flow rate development does not seem continuous. Possibly this can be at-
tributed to the size of the dataset (as the range of possible membrane displacements is very limited). For
most of the dataset the resulting flow rate is on the low side, except for a small area for high di .
The outlet flow is different. Compared to the "high flow rate" dataset, this design performs only slightly better
in terms of outlet flow pulses. However, it must be noted that in almost all cases a high flow rate is accom-
panied by a high outlet pulse in absolute sense: here the relation to the flow rate is more interesting. This
shows that it is indeed possible to have a strong flow pulse without a very high flow rate, if one stays clear of
the combination high flow rate and low frequency.
What stands out is that optimal conditions are not reached only at the maximum membrane displacement.
This is positive, as it is not certain this deflection is actually possible in a real-life situation: this shows that a
deflection of 100-120µm is sufficient in this design.

4.4. Low flow rate and pulsing design
The last model is one meant for situations where fine-tuning of very low flow rates and pulses is desired: the
lungs are exemplary of this, but another application might be models of neonatal organs. The findings related
to this design are the following:

• The membrane diameter is small enough that the flow output is low but that the maximum membrane
displacement is still large enough to be able to vary it somewhat.

• The lower t t value ensures that the relative displacement is low and the chamber volume is small.
• While the short and squat nozzles from the previous two designs yield larger flow outputs, these are

more slender.

The following characteristics were set for this design:

Dimensions
m 12mm a 10 °
tt 300µm wn 100µm
dimax

a 42µm dd 7.5mm

Table 4.3: "Low flow rate and pulsing" design properties overview

aTheoretical maximum
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The top view of this configuration can be found in figure 4.5,

Figure 4.5: Top view of "low flow rate and pulsing" design

The simulation for this model is a short one, since the range of membrane displacements is small as the
maximum theoretical displacement is only 42 µ. The results can be reviewed in figure 4.6.

(a) Flow rate development for varying membrane frequency
and displacement

(b) Maximum outlet flow development for varying mem-
brane frequency and displacement

Figure 4.6: Membrane frequency-displacement interaction for "low flow rate and pulsing" design

This confirms the low flow rate and low flow pulses. In the higher flow rate range (frequencies between
2 and 6 Hz and membrane movements between 25 and 35 µm) the pulses are low as well. The reverse is
true when looking at the other half tested f values. An explanation for this would be that in the first case,
energy is used to generate pump action, whereas for higher frequencies that energy only serves to pulse the
flow back and forth. Possibly the higher membrane frequency overcomes the resistance the nozzle should
provide to the backflow, omitting pump action, whereas the lower frequencies have too little energy for this.
An operating range of a frequency between 2 and 6 Hz and membrane displacement between 25 and 35 µm
is recommended for this model. It must be noted, though, that previous simulations showed slightly irregular
results for the low membrane frequency-displacement range: a larger simulation study is recommended to
confirm this behavior.
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4.5. Conclusion
Three models were set up according to the findings in chapter 3 and simulated to verify their effectivity.
All models were consistent with the findings found in previous simulations. The high flow rate model has
efficient strokes thus providing a high output. The high flow pulse model likely has room for improvement:
although the pulse in relation to the flow rate is high, dimensional parameters could still be tweaked to see
higher pulses. The low flow rate/ pulse model indeed shows low flow rates, however, it is known that small
membrane movement results might behave irregularly. It must be noted, that although these designs provide
a good result for their intended purpose, there are endless possible configurations and this is by no means
the only way to obtain these results.
The fabrication and actual testing of these models are beyond the scope of this project, but recommendations
for these processes are given in chapter 5.



5
Recommendations

Not all aspects of a full pump design - from initial research to testing and implementation - could be incor-
porated in this thesis. Neither could all imperfections be erased and corrected for the design process. For this
reason, a number of recommendations for (a) future project(s) are laid out in this chapter, with the intention
of providing others with suggestions for continuation.
Recommendations for improvement of the past project are discussed for modelling and simulations (section
5.1). For continuation, suggestions are given for fabrication (section 5.2) and testing (section 5.3). These are
summarized in the conclusion (section 5.4).

5.1. Modelling and simulation improvements
Some discussion points were already mentioned in section 2.6. These and others are listed below.

1. The membrane model is rather simple in this design. If one would aspire a more reliable result, some
things could be implemented:

(i) The actual materials are implemented as well as the real-life deformation, rather than a moving
disc

(ii) The movement can take place based on applied force or even voltage (including the physics in-
volved) instead of the current prescribed displacement. Obviously, the latter would be much more
complex and require a thorough understanding of the physics involved.

This might raise (and answer) the following questions:
(a) How does the presence of a PDMS membrane affect the movement of the IPMC? Are there better

ways to construct this in the model?
(b) How does the PDMS thickness relate to the membrane movement and pump efficiency? What is

the minimum thickness that allows unhindered movement but is stiff enough to avoid failure?
(c) How well does the membrane perform over a longer time? Does the behavior change over time,

does the material fatigue, and if so, how?
All of these effects likely need to be verified through testing, but they can be better predicted if these
aspects are implemented first.

2. The design can be improved by eliminating the excess material on the sides of the channel and re-
placing it with a boundary only. The excess material is not providing any meaningful solutions at the
moment while taking up computational effort and power. If someone were to recreate the model rather
than using this one, this should definitely be taken into account.

3. Although a resolution has been found to greatly reduce the number of errors for which no solution is
returned, it would be better to try and see if there are other ways to mitigate this, as the Jacobian update
adjustment is very computationally expensive.

4. Unfortunately during the project it became clear that in this model it is not always possible to extract
the results from the channel midline velocities. Especially in the nozzle parameters, the nozzle velocity
behavior would provide interesting insights in their influence on the flow. Although the results did
generate well in COMSOL, exporting them for further processing was not possible due to a meshing
error, and possibilities to generate comparative plots with useful results are limited without exporting
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the data. The solution here would either be to solve the meshing issue or finding ways to process the
relevant information in the software anyway.

5. When implementing the design in an OoC device, the model could be extended to include, for example,
an open well with an irregular membrane one the side, representing a cultured tissue membrane. This
is more similar to the proposed testing setup in section 5.3.

6. The device can be tested to include possibilities for application with gaseous substances as well.
7. To improve performance, there are passive methods available for microfluidic pumping that might

help, such as hydrophylic strips along the channel [9]
8. There are many efficiency steps that can still be taken in the data postprocessing. The MATLAB scripts

are by no means perfect and can still be improved to reduce manual effort even more:

(a) COMSOL tends to generate the data in a slightly unpredictable format: not all options for out-
put are always available (such as having the parameters for columns rather than one parameter
column). To recognize different data files better can improve the postprocessing routine.

(b) Currently some lines in the datafile need to be removed manually: this can likely be automated as
well.

(c) Automatic generation of plot files and legends would also greatly reduce postprocessing effort.

Although the current model works well when properly acquainted with it, to make it more user-friendly and
generally usable these steps will make sure someone unfamiliar can extract meaningful data from this model
with minimum effort.

5.2. Fabrication
Fabrication has been an intended part of this project but as the process evolved was omitted from the final
requirements. This section serves as a fabrication suggestion for a continuation of this project.
Some sketches were made of the proposed testing models (see appendix D) using Autodesk Fusion 360 CAD
software. The model includes an area that might be used for direct cell culturing or a platform such as Cy-
tostretch [12]. Below a global process is written out. This is a process based on the intermediate solution of a
PDMS membrane instead of the IPMC.

1. Use wafers with thickness such that the channel depth can be etched out.
2. The microfluidic circuits are manufactured using standard lithography and DRIE processes
3. For the PDMS membrane, a separate set of carrier wafers are silanized (to increase hydrophobicity)
4. PDMS is spin coated on top
5. The PDMS can now be attached to the wafer containing the microfluidic circuits using oxygen plasma

activation, after which the carrier wafer can be removed
6. The devices can now be diced for testing

Note that there is an option to vary the channel depth to make a more varied testing spectrum.
Again, this method is describing a fabrication method using an intermediate solution with a PDMS mem-
brane instead of the IPMC configuration. If the latter is already fit to be implemented yet, this also requires
design of integration aspects such as the circuitry, which is beyond the scope of this project. Furthermore,
one might experiment with a semicircular channel outside of the nozzle-diffuser and pump chamber area to
make postprocessing calculations more easy when testing.

5.3. Testing
Although the testing method is highly depending on the final choice of device configuration, a testing method
is suggested here. This again assumes the PDMS membrane setup.

We test to verify the simulations and to determine its reliability. The most important questions to be
answered are the following:

1. Is the flow rate development similar to the flow rate of the model?
2. Is the pulsing behavior the similar to the behavior of the model?
3. If not, in what way does it differ and how can this be explained?
4. Are there any other significant issues that arise during a practice test which have not been taken into

account previously?
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These questions should be answered using a test setup using the following items.

1. An actuation device to move the membrane. Some options are available for this.
(a) A mechanical actuation system, using a linear actuator attached to the membrane. This is the sim-

plest option which requires no conversion from the model, which is based on prescribed mem-
brane displacement.

(b) A pneumatic actuation system, applying pressure on the membrane and consequently moving it.
This requires conversion of the applied pressure (force) to a resulting membrane displacement.

(c) A electromagnetic actuation system. This is not recommended, as the displacement is hard to
control, but it might be implemented as a preliminary proof-of-concept testing method if the
above ones are not available.

2. The measurement of the flow rate can be calculated using a pressure probe, thin film pressure measure-
ment (with a working principle very similar to strain gauges) or laser velocimetry, for example using the
doppler shift in a laser beam to calculate the fluid movement.

By measuring the flow pressure, the local flow velocity can be calculated using Ptot = pst ati c + pd yn and
Pd yn = 1

2ρv2. Then assuming the flow has a parabolic shape, the flow rate can be estimated by taking the
integral: the flow rate is equal to v ·A (with A the channel area) and the average velocity is the integral divided
by A. Furthermore, the momentary flow gives indication of the flow pulsing.

Some possible issues that might emerge during testing are listed below.

1. Bubble formation is addressed in most literature as a possible issue. This should be monitored carefully.
2. A too thin membrane might bulge during testing. This might be prevented by constraining it, applying

a thicker membrane, using a stiffer PDMS or applying a smaller displacement
3. The probe placement and its dimensions relative to the channel must be taken into account when using

its data to draw conclusions
4. Accuracy should be considered carefully both for the actuation and the pressure measurements con-

sidering the small scale and the errors this might cause

Using these guidelines will provide a good framework for the device test setup.

5.4. Conclusion
Due to time constraints not all steps from design to fabrication and testing could be executed. In this chapter,
recommendations are given for continuation of the project. These concern improvements on the modelling
and simulations (i.e. things that were treated in this project) and future continuation of actual fabrication,
testing and possibly implementation.





6
Conclusion

The aim of this thesis has been to design an on-chip pumping mechanism for OoC devices to improve user
friendliness and facilitate mass production implementation. This led to an IPMC membrane pump with a
nozzle-diffuser channel to generate pump action as the basis. The advantage to this is that no moving parts
are needed in the channel. IPMC is very suitable for OoC application due to its operation in low-current
conditions as well as its biocompatibility.
A model of the design was made in COMSOL Multiphysics, with the intention of characterizing the model
dimensions and their impact on the flow. This then led to three designs: one for high flow rate applications,
one for high flow pulsing applications, and finally one for low flow rates and more continuous flow. All three
models were consistent with the theoretical expectations, with the sidenote that a model for high flow rate
will inevitably also generate high flow pulses (and vice versa): the model can be improved still if the flow rate
can be lowered while keeping the pulses high.
Based on this thesis, it can be concluded that it is possible to make a very small scaled micropump with
significant output, as well as a smaller sized device for lower output applications. The combination of nozzle
diffuser and IPMC allows for a device that can be produced using wafer fabrication techniques and thus for
potential widespread implementation.
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A
Beam theory

Although the movement of a membrane is well defined, for this study other mechanics are used. This was
a conscious choice: the available data for the behavior of this specific material was based on a test with a
cantilever beam [23]. This can not simply be translated to the behaviour of a membrane of the same material:
the driving force might act differently. In order to provide data based on well defined assumptions rather than
disregarding numerous possible side-effects, the beam-approach described below is used.

The IPMC to be used has been tested in a cantilever beam setup [23] from which some characteristics can
be determined. In figure A.1 a qualitative sketch of the situation is given. Note that the beam is assumed to
be clamped at the origin.

Figure A.1: Qualitative sketch of the IPMC cantilever beam. It is clamped at the origin.

The vertical displacement v of a cantilever beam with symmetric cross-section relates to the flexural rigid-
ity through the following equation [22]:

d 2v

d z2 =−Mx (z)

E Ixx

With Mx the moment about the x-axis, E the Youngs modulus, Ixx the second moment of area about the x-
axis, and v the vertical displacement (in y-direction). The tip displacement v(L) is δ (see figure A.1).
The experimental data showed a Youngs modulus of E = 650MPa. Furthermore, for a cantilever beam with a
clamped origin, the moment along the beam can be described as:

Mx = P (L− z) or Mx = qx(L− z)

with P a shear force or q the distributed load. For convenience a tip load P is assumed for this case.

59



60 A. Beam theory

In order to find the equation for deflection the moment equation above is integrated twice:

v =
Ï

−Mx (z)

E Ixx

=− P

E Ixx

Ï
(L− z)

=− P

E Ixx

(
L

z2

2
− z3

6

)
+C1z +C2

=− P z2

2E Ixx

(
L− z

3

)
+C1z +C2

The integration constants are determined by applying the boundary conditions for this case. For a clamped
beam, v(0) = 0 and θ(0) = v ′(0) = 0 (by definition). This yields:

v =− P z2

2E Ixx

(
L− z

3

)
The unknown is P , so for z = L and v(L) = δ:

P = δ
3E Ixx

L3

The second moment of area about the x-axis of this beam is:

Ixx = w
( t

2

)3

12
= w t 3

96

And so:

P =δ3Ew t 3

96L3

=0.1
650 ·3 ·0.23

32 ·83

=9.52 ·10−5N

This is the shear force induced by the applied voltage, yielding a maximum deflection of 0.1mm for a clamped
beam. If now the two possible variables are now taken to be the membrane displacement and the membrane
size, the relation becomes:

δ= PL3

3E Ixx

=96 ·9.52 ·10−5 ·L3

3 ·650 ·3 ·0.23

=1.95 ·10−4 ·L3 [mm]

However, the conditions in the pump are somewhat different. Not only is there true free-moving tip, the
membrane size differs and the behaviour of a membrane overall differs from that of a cantilever. Moreover,
this is a frame that can be set for the available test data, which is preferred over possibly unreliable theoretical
assumptions.
Unless mentioned otherwise, the following assumptions apply:

• The moving membrane consists of a PDMS sealing sheet with one actuating cantilever IPMC beam
attached to the fluid side.

• The stiffness of the IPMC cantilever is much higher than the stiffness of the PDMS sealing sheet. (A
conscious choice can be made here for a soft PDMS mixture.)

• the thickness of the PDMS sheet does not contribute to the behavior of the cantilever significantly (as a
result of this lower stiffness).

With this in mind the above relation can be used as an upper bound for the membrane displacement.



B
Supplementary plots

B.1. Frequency sweep

Figure B.1: Pumped flow development for varying frequency. Note that to display a legend would be impractical here: the frequency
goes from 0.5Hz (longest period) to 20Hz (shortest period). The latter time segment is not displayed to show more detail in the first part.

Figure B.2: Outflow as a function of time. Note that to display a legend would be impractical here: the frequency goes from 0.5Hz (longest
period) to 20Hz (shortest period). The latter time segment is not displayed to show more detail in the first part.
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B.2. Channel depth sweep

Figure B.3: The maximum outlet flow as a function of channel depth for constant relative and absolute membrane displacement.

B.3. Nozzle parameter sweeps

(a) The maximum outlet flow as a function of nozzle angle (b) The maximum outlet flow as a function of nozzle length

Figure B.5: The maximum outlet flow as a function of nozzle throat width
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B.4. High flow rate design

(a) Varying membrane displacement (f=3.5Hz) (b) Varying membrane frequency (di=56µm)

Figure B.6: Maximum outlet flow for the ’high flow rate’ design





C
Matlab scripts

In this appendix a number of relevant MATLAB scripts are printed to give the reader more insight in the
data processing. It must be noted that these scripts were not copied directly: some administrative lines were
removed to improve readability for this report.

C.1. Sample time analysis

1 % A script to determine the time where the extrapolated flow rate of a
2 % dataset converges to the flowrate−per−minute value
3

4 imp = importdata('filename.txt'); % Data import
5 data = imp.data; % Separate data points
6 header = imp.textdata; % Separate column headers
7

8 % Identify columns
9 t=data(:,1); % Time column

10 dd=data(:,2:size(data,2)); % Data matrix
11

12 % Take the first segment and calculate the fitted curve and the associated flowrate:
13 dstep = 1;
14 ttot = length(t);
15

16 for i=1:(ttot−1)/dstep
17 ttemp = t(1:dstep*i);
18 ddtemp = dd(1:dstep*i);
19 fit(i,:) = polyfit(ttemp,ddtemp,1);
20 end
21

22 flow = fit(:,1)*60+fit(2);
23

24 % Determine the ratios of flow and flow(end)
25 for i=1:length(flow)
26 flowrat(i) = flow(i)/flow(end);
27 end
28

29 % Draw a dash line for y=1
30 ttemp = 1:dstep:ttot−1;
31 one = ones(1,size(ttemp,2));
32

33 % Plot it
34 plot(ttemp,flowrat,'*')
35 xlabel('Number of datapoints [−]')
36 ylabel('Accuracy ratio')
37 hold on
38 plot(ttemp,one,'−−k');
39 xlim([0,max(ttemp)+1]);
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C.2. Single parameter sweep analysis

1 %% This script processes a single parameter sweep
2

3 vpump = importdata('disweep−vpump.txt');
4 Uout = importdata('disweep−Uout.txt');
5 vvdata = importdata('disweep−v.txt');
6

7 % What data is processed?
8 var = 'Membrane displacement [um]';
9

10 % Other global variables
11 m = 18; % Sample time: datapoints+1, since 0 is included too
12 linvar = 40; % The parameter value from which the flow rate ...

develops linearly
13 polydeg = 1; % The polynomial degree (enter zero if there is no ...

trendline)
14 xcorr = 1; % if a unit correction is needed, otherwise put 1
15 % (for example when x is in rad instead of deg)
16

17 %% Flow rate
18

19 imp = vpump;
20 [xvector,tarray,dd] = impprocess(imp,m);
21 %%
22 figure(1)
23 plot(tarray,dd)
24 xlabel('Time [s]')
25 ylabel('Pumped volume [ul]')
26 xlim([0 tarray(end,1)])
27 legend(num2str(xvector(1:2:end)))
28

29 flow = flowratefun(dd,tarray);
30 xvector = xcorr*xvector;
31

32 figure(2)
33 plot(xvector,flow,'−o')
34 xlabel(var)
35 ylabel('Flow rate [ul/min]')
36 hold on
37

38 lin = find(xvector==linvar*xcorr);
39 if polydeg==1
40 flowfit = linearfit(flow,xvector,lin);
41 elseif polydeg==2
42 flowfit = quadfit(flow,xvector,lin);
43 end
44

45 %% Uout
46 imp = Uout;
47 [xvector,tarray,dd] = impprocess(imp,m);
48

49 xvector = xcorr*xvector;
50

51 figure(3)
52 plot(tarray,dd)
53 xlabel('Time [s]')
54 ylabel('Outlet flow velocity [ul/s]')
55 xlim([0 tarray(end,1)])
56 legend(num2str(xvector(2:2:end)))
57

58 for i=1:length(xvector)
59 Umax(i) = max(dd(:,i));
60 end
61

62 figure(4)
63 plot(xvector,Umax,'−o')
64 xlabel(var)
65 ylabel('Maximum outlet flow velocity [ul/s]')
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66

67 %% Vprofile
68 if exist('vvdata')==1 % Skip it if there is no vvdata file
69 imp = vvdata;
70 [xvector,tarray,dd] = impprocess(imp);
71

72 vmax = max(dd);
73

74 figure(6)
75 plot(xvector,vmax,'−o')
76 xlabel(var)
77 ylabel('Maximum center line flow velocity [mm/s]')
78 hold on
79

80 fit = polyfit(xvector',vmax,2);
81 fitfit = fit(1)*xvector.^2+fit(2)*xvector+fit(3);
82 plot(xvector,fitfit,'−−k','Linewidth',2)
83 end

C.3. Flowrate calculation

1 function [flow] = flowratefun(dd,tarray)
2 % This function calculates the flowrate based on vpump data
3

4 for i=1:size(dd,2)
5 if size(tarray,2)==1 % Distinguishes between a constant time vector or varying
6 flowfit(i,:)=polyfit(tarray,dd(:,i),1);
7 else
8 flowfit(i,:)=polyfit(tarray(:,i),dd(:,i),1);
9 end

10 end
11

12 flow=60*flowfit(:,1)+flowfit(:,2); % Flow rate in ul/min
13

14 end





D
Model sketches

Below the pump setups have been sketched in a possible setup. On the top side the pump chamber is depicted
along with the nozzle-diffuser elements. To minimize flow changes outside the pump environment the width
of the channel is constant throughout the cycle. On the lower side, a chamber is placed to simulate a test well
where for example cells are cultured: however, the chamber might just as well be continuous, this is merely a
setup proposal.
Note also that the models are scaled with respect to one another.

Figure D.1: "High flow rate" model test setup
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Figure D.2: "High flow pulse" model test setup

Figure D.3: "Low flow rate and pulse" model test setup



Acronyms

BBB . . . . . . . . . . . . . . . . . blood-brain barrier

DAE . . . . . . . . . . . . . . . . . differential algebraic equation

EKL . . . . . . . . . . . . . . . . . Else Kooi Laboratory

IND . . . . . . . . . . . . . . . . . investigational new drug

IPMC . . . . . . . . . . . . . . . . . ionic polymer-metal composite

MEMS . . . . . . . . . . . . . . . . micro-electronical mechanical systems

NCE . . . . . . . . . . . . . . . . . new chemical entity

ODE . . . . . . . . . . . . . . . . . ordinary differential equation

OoC . . . . . . . . . . . . . . . . . organ-on-chip

PDMS . . . . . . . . . . . . . . . . polydimethylsiloxane

PMMA . . . . . . . . . . . . . . . . polymethylmethacrylate

71





Glossary

in vitro

Latin for ’in glass’ or the study of cells or microorganisms outside of their normal environment. 5

in vivo

Latin for ’within the living’ or the study of certain processes in living organisms or cells. v, 3, 4, 8, 9

alveoli

Cells of the lung tissue allowing the exchange of gases from the blood to the air in the lungs. 6

angiogenesis description

. 4

astrocyte

Nervous cells in the brain and spinal cord, directing the blood-brain barrier and providing the nervous
tissue with nutrients. 4

atherosclerosis

Formation of small thickening fatty patches in the vessel lumen, blocking blood flow and stiffening the
wall. 5, 13

blood-brain barrier

A protective layered mechanism that helps maintain the brain’s stable environment. 4–6

cardiac potential

Spontaneous hange in membrane potential in cardiac muscle cells, triggering rythmic contractions. 4,
8

hepatocyte

Liver cells capabel of producing bile, process bloodborne nutrients, store fat-solube vitamins and rid
the blood of certain toxins. 4

microbiome

The culture of microorganisms that exists, for example, in the intestine. 4, 7

microvilli

cellular membrane extensions with the function of drastically increasing the absorptive area (in the
intestine). 4, 5

nephron

Functional unit of the kidney, filtering blood and producing urine. 4

pathology

Disease and/or injury and their study. 4, 5

physiology

The study of the function of organisms, or how they carry out life-sustaining activities. 1, 3, 4
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shear

The component of force or stress in-plane with the material it is acting on. 3–6, 8–10, 13

surfactant

Liquid which lowers the surface tension, for example present in the alveolar cells. 4, 7
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