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Abstract   
The introduction of Pretrained Language Models 
(PLMs) has  revolutionised the field of Natural 
Language Processing (NLP) and paved the way for 
many new, exciting large-scale studies for various 
areas of research. One such field presents itself in the 
emerging digital literary corpus that is fanfiction, 
providing research opportunities within the fields of 
(NLP), Computational (Socio-) Linguistics, the Social 
Sciences and Digital Humanities. However, because of 
the unique linguistic characteristics of this literary 
domain many modern NLP solutions utilizing PLMs 
encounter difficulties when applied on fanfiction texts. 
This paper aims to indicate that the performance of 
various NLP tasks performed by PLMs on fanfiction 
texts can be improved by applying Domain Adaptive 
Pre-Training (DAPT) to PLMs. A case-study is 
performed to show that the performance of a 
BERT-based PLM can be improved for the 
downstream NLP task of Named Entity Recognition 
(NER) by applying supervised domain specific 
fine-tuning. While we gain a 6% increase in F1  score 
performance, we are sceptical about these results due 
to the limited amount of annotated data available 
leading to the model overfitting and show a lack of 
capacity to generalize to unseen data from the CoNLL 
NER dataset. 

 
1   Introduction 
Fanfiction is defined as fictional literary works produced by 
non-professional writers that expand on existing plot lines 
and/or characters within commercially published canonical 
works. It has been shown that this ecosystem of literary 
production presents opportunities for research within the fields 
of Natural Language Processing (NLP), Computational 
(Socio-) Linguistics, the Social Sciences and Digital 
Humanities [1], [2], [3], [4], [5], [6], [7]. Yet most NLP tools 
that have been developed make use of existing digital 
repositories containing ‘regular’ literature such as Google 
Books and Project Gutenberg [8]. 

Fanfiction has many advantages over these existing data 
sources, it provides a high volume of digitally available, 
annotated—through user interactions and other forms of 
metadata—literary texts [5], and are less influenced by factors 
such as marketing and the editorial process [3]. Another 
affordance comes from the deep, complex social structures 
which govern their creation; it has even been argued as a form 
of modern mythology [9]. Fanfiction communities such as 
fanfiction.net and Archive of Our Own (AO3) have been 
shown to feature strong participatory culture—where people 
actively engage with and contribute to the shared 
narratives—and were recognized to “highlight the motivations 
and desires of readers” [2]. All these factors signal fanfiction as 
a social phenomenon worthwhile for further investigation. 

Despite this high potential, fanfiction has been indicated by 
scholars to be under-studied [1], [10]. One possible reason 
being that fanfiction is seen as an inferior form of literature, 
suffering from cultural stereotyping and being dismissed as 
“derivative, unedited, written mostly to elicit strong affective 
responses” [3]. While public—and thus academic—perception 
continues to increase as fanfiction gains more mainstream 
popularity, research is also limited by the available 
computational technologies needed to process this literary data. 

In research there often exists a trade-off between the quality 
and the quantity of data. NLP can be used to auto- matically 
annotate large datasets but—depending on the accuracy of the 
NLP technique(s) used—produce noisy results. Human 
annotation generally produces cleaner datasets, but this process 
is more expensive and thus often not feasible on larger scales. 
Therefore current research is either small-scale, or uses reliable 
NLP techniques such as Sentiment or Lexical Diversity 
Analysis [6], [10]. However, recent advancements in the field 
of NLP have allowed for more—and even new—kinds of 
research to be done [6]. 

Since the introduction of Transformers by Vaswani et al.  
[11], many NLP techniques have been revolutionized by 
utilizing Pre-trained Language Models (PLMs) based on this 
transformer architecture1 (Figure 1) [12], [13], [14], [15]. 
Numerous different PLMs have been developed with varying 
architectures2, all with their own (potential) applications, 
challenges and limitations which are an active area of research 
[17]. For applications in the field of NLP, three distinct 
paradigms have been identified: “fine-tuning for the task of 
interest, prompting the PLMs to perform the desired task, or 
reformulating the task as a text generation problem” [15]. 
While for a given NLP task ‘the best’ performing model—a 
combination of architecture, training strategies and 
paradigms—depends on multiple factors such as the type of 
task, computational resources and available training data, in 
general certain architectures and paradigms lend themselves 
better for certain tasks than others. But they all share that they 
undergo unsupervised  pre-training on large amounts of textual 
data in order to gain a general ‘understanding’ of human 
language by modeling the context dependent semantic meaning 
of words. Afterwards, models can be refined through 
fine-tuning which adapts them to a specific task and/or domain. 

Depending on the dataset on which they are pre-trained, and 
if and how fine-tuning is applied, models can be categorised as 
being either a generalist or specialist. Where generalist models 
attempt to achieve good performance across multiple domains 
and tasks, specialist models are trained on data for one specific 
(or a few related) tasks often within a specific domain. 
Examples among many within NLP include models such as 
LEGAL-BERT [18] or BioBERT [19], which were specifically 
developed to increase performance of NLP tasks within their 
respective domains (the legal and biomedical domain). These 
studies have indicated that models tailored to their target 
domain have the potential to perform better—both in accuracy 
and efficiency—than generalist models, depending on the 
adaptation strategy used. Another study has shown that while 
there are some benefits to the addition of generalist data to the 
training set of PLMs, generalist models currently lag behind 
specialist models across all tasks [20]. 

2 Readers interested in gaining a better understanding of PLMs and a review of their 
development and origins, we refer to M. Mars [16]. For a more general overview of the 
applications of PLMs and their state-of-the-art outside of NLP, see Hadi et al. [17]. 

1 We note the distinction between the term Pre-trained Language Model and the more 
commonly used term Large Language Model (LLM), a subset of Language Models which 
are ‘Large’. The adjective ‘Large’ is subjective and thus its meaning has shifted over time 
when models grew in size. While models like BERT were in comparison large when 
developed with hundreds of millions of parameters and have thus been called as such, 
modern variants of e.g. GPT have hundreds of billions to trillions of parameters, making 
the term LLM ambiguous. What is often meant in practice with ‘LLMs’ are Language 
Models (LMs) based on the Transformer architecture that are pre-trained on large amounts 
of data, but LMs exist that are not pre-trained and/or depend on a different type of 
architecture. From here on out, we will use the term PLM specifically to refer to 
transformer-based PLMs. 



 

The success of PLMs specialised for specific domains begs the 
question if fanfiction, as an unique literary domain, can also 
benefit from domain adaptation. We hypothesize that fanfiction 
writing exhibits significant distinct linguistic characteristics in 
regards to regular fictional writing. Therefore NLP techniques 
utilizing PLMs developed for regular fictional literature 
under-perform when applied to the domain of fanfiction. 
Because fanfiction as an ecosystem of literary production 
presents opportunities for research within various fields, we 
argue for the adaptation of PLMs to this domain for the benefit 
of interdisciplinary studies utilizing NLP techniques.  

To this end, we developed a PLM fine-tuned to the domain 
of fanfiction for the Named Entity Recognition (NER) task. 
The NER task consists of extracting all named entities (e.g. 
Persons, Locations, Organisations) out of unstructured text (see 
Figure 1). NER is a fundamental problem within Information 
Extraction (IE), a subfield of NLP [21]. Many downstream IE 
tasks depend on NER as a first step such as Entity Linking, 
Relation Extraction and Coreference Resolution [21], [22]. 
Improvements of NER on fanfiction texts could for example 
lead to improved querying within fanfiction corpora and better 
automated quote attribution pipelines for studies. 

 
Contributions. This research presents BERT-fanfic-NER, a 
PLM that is fine-tuned on NER within the domain of fanfiction, 
gaining an improvement in performance of 6% F1 score. We 
also investigated the current limitations of NLP by PLMs 
within fanfiction for the NER task and found that existing 
state-of-the-art PLMs fine-tuned for the NER task 
(BERT-NER) under-performed when applied to the domain of 
fanfiction. 
 

 
Figure 1: The NER Problem [22] 
 
 
2   Background 

A. Pretrained Language Models for NER 

BERT is a PLM that has revolutionized NLP within the area of 
Natural Language Understanding (NLU) because of its ability 
to deeply understand context through its bidirectional attention 
mechanism [23]. At the time of its creation, BERT greatly 
improved the scores of popular NLU benchmarks such as 
GLUE [24]. It utilizes an encoder-only transformer 
architecture, converting the text into a context-dependent 
representation and enabling predictions based on these 
representations. A great benefit of the BERT model was the 
pre-train then fine-tune paradigm. First the Language Model is 
trained on massive, heterogeneous, unlabeled corpora in order 
to gain a general understanding of human language resulting in 
the Pretrained LM. Then it could be fine-tuned on specific 
downstream tasks using labeled data, achieving state-of-the-art 
performance. The pretraining is a computationally expensive 
step; this paradigm allows for the same PLM parameters 

resulting from the first step to be fine-tuned into multiple 
models for specific downstream tasks, making model creation 
more efficient [23]. 

Other architectures include decoder-only models, which 
generate text by predicting the next word (or token) based on 
previous words using autoregression. The most influential of 
these is no doubt the Generative Pre-trained Transformer (GPT) 
[25]. Although this makes it ideal for text generation tasks, it 
limits the model to an unidirectional (left-to-right) architecture 
in which the context window only attends to previous tokens, 
thereby losing critical information for Token-Level NLU and/or 
IE tasks such as NER and Question Answering (QA) [23].  

B. Named Entity Extraction 

The NER task involves extracting named entities out of 
unstructured text. Entities are each assigned a class label and 
while different classes of entity types can be defined, in the 
Standard-IE setting these classes are Person (PER), 
Organization (ORG) and Location (LOC). For other types of 
entities the Miscellaneous (MISC) class is added and tokens not 
labeled as any entity are given the ‘Outside entity class’ (O) 
label. 

PLMs like BERT split words into standardized units called 
Tokens in order to handle words not known to the models 
vocabulary, using ‘##’ to indicate separated words. In order to 
accurately label words split into multiple tokens this way or 
names consisting of multiple words (first and last name), 
Beginning (B-) or Inside (I-) type of labels defined as shown in 
Table 1. 
BERT-NER is a family of BERT-based models specifically 
fine-tuned on NER [22]. They are trained on the CoNLL NER 
dataset [26] which consists of annotated news stories for NER, 
and achieve a state-of-the-art F1 score of 93.79%. While 
generative PLMs have shown incredible zero-shot performance 
at various NLP tasks it has been shown that for Standard-IE 
settings BERT-based models outperform generative models 
[20]. There does exist promising research into increasing their 
NLU performance by reformulating these inherently 
non-generative NLP tasks into text generation problems with 
prompt engineering [25]. 
 
 
Harry Potter entered Ho ##g ##wart ##s 

B-PER I-PER O B-LOC I-LOC I-LOC I-LOC 

Table 1: Tokenized Text labeled for NER 

C. Fanfiction as Unique Domain 

Fanfiction is a highly diverse form of literature. While its 
characteristics provide many advantages, these also come with 
their unique challenges and limitations. The lack of an editorial 
process or marketing influences allows them to reflect a wider 
range of social movements and writing styles, but it also makes 
it harder to generalise NLP techniques. Inconsistent use of 
capitalization, story structure and the use of editor notes within 
the text all make creating a fully automatic NLP pipeline a 
difficult endeavor. 

For PLM based approaches another challenge arises from 
the inherent bias of these models originating from their training 
data. Since most PLMs are pre-trained on corpora containing 
(english) literature and/or Wikipedia, these models will contain 



 

‘knowledge’ from texts contained in their pre-training set. 
Research has shown that PLMs perform better on IE tasks for 
books contained in their pre-training set than on those that are 
not [27]. Fanfiction often makes changes to the source canon; 
changing properties of characters such as gender or 
relationships, placing characters in different literary universes 
(cross-universe), or changing the original genre of the text. 
When PLMs are applied for NLP tasks to fanfiction their 
answers could therefore be biased and based on knowledge 
learned from pretraining instead of the given context. 

Figure 2 shows some examples of problems for NER within 
fanfiction, specifically where fictional entities are being 
misclassified. While the reader presumably has knowledge of 
the original source text and thus is familiar with this entity, the 
BERT model does not have this knowledge since the original 
works are not contained in the training data of BERT (with the 
exception of information contained on Wikipedia which is in 
BERTs training data). 

Figure 2: Examples of fanfiction texts annotated by the dslim/bert-base-NER 
model.  
 

3 Related Research  
Many studies on fanfiction text using Data Science and/or NLP 
have followed since the paper on a Computational Analysis of 
Fanfiction by Milli and Bamman [5], such as [3], [4], [6]. 
However, these studies use existing NLP instead of researching 
their effectiveness in this domain. There does exist one study 
for this topic, namely FanfictionNLP [8]. Yoder et al. created a 
NLP pipeline specifically for Coreference Resolution (e.g. 
matching he/she with character names), Quote and Assertion 
Attribution. The BERT model variant called spanBERT [28] is 
used for these IE tasks, since its architecture allows it to 
perform better on these span selection IE tasks. SpanBERT is 
pretrained on the same dataset as BERT-base, so we 
hypothesise that the performance of IE tasks on fanfiction text 
of spanBERT, and thus FanfictionNLP, could be improved 
through domain adaptation. 

This paper is also inspired by the work of Gururanganet al. 
[29], which investigated the potential of additional pretraining 
to better adapt PLMs to other domains and target tasks through 
either Domain Adaptive Pre-Training (DAPT), Task Adaptive 
Pre-Training (TAPT) or the combination of both (see Figure 3). 
These methods are performed before fine-tuning and don’t 
require annotated datasets, which is advantageous for domains 
or tasks where annotated data is limited or the cost of 
annotating data is too high. 

The success of domain and task adaptation of BERT has 
been demonstrated numerous times. Examples of domain 
adaptation include LEGAL-BERT [18] or BioBERT [19], 
which increase performance of IE tasks within the legal and 
biomedical domain respectively. For BioBERT first DAPT is 
applied on unannotated Biomedical texts, followed by 
task-specific fine-tuning on 3 different IE tasks. LEGAL-BERT 

follows the same methodology, but also investigates the 
potential of pre-training entirely on domain-specific  corpora. 

Examples of task adaptation include BERT-NER [22], 
which is a BERT-base model with a token classification layer 
added fine-tuned on annotated NER data, namely the CoNLL 
dataset [26]. This dataset is a widely recognized benchmark 
dataset for NER and consists of annotated english news stories. 
A further review of the application of PLMs for NER can be 
found at [21], [30]. 

Figure 3: An illustration of data distributions. DAPT is performed on data from the 
target domain, and TAPT is done on data from the task domain. [29] 
 

4 Methodology 

A. Model Selection 

The bert-base-cased3 model is chosen over other 
BERT-based architectures for its state-of-the-art performance 
on NER as shown by [30]. This also allows for a more 
meaningful evaluation of the resulting bert-fanfic-NER, 
since the resulting model can be compared to the existing 
BERT-NER (specifically bert-base-NER4) which is also 
derived from the pretrained BERT-base model. 

B. Dataset Collection 

In order to train and evaluate the models for NER, 10 fanfiction 
text were collected from Archive Of Our Own5. The stories 
were semi-randomly (curated) selected in order to guarantee 
that they are English, between 500 and 2000 words, and each 
based on a different source canon to reduce overfitting onto a 
single genre or canon. 

Unsupervised annotations were generated using an existing 
PLM and then verified and corrected by a human annotator 
using a NER annotator tool6 adhering to the Universal NER 
Annotation Guidelines7. The Label Counts of the resulting 
dataset can be seen in Table 1. 

Since these texts are of greater length than the model's 
context window, the texts are chunked into parts of 256 Tokens. 
In order to preserve context for Token Classification, these 
chunks are padded to the left and right with the tokens of the 
context up to the models maximum context window size of 
512. The resulting dataset consists of 160 entries. 

7 http://www.universalner.org/guidelines/ 
6 https://github.com/tecoholic/ner-annotator 
5 https://archiveofourown.org/ 
4 https://huggingface.co/dslim/bert-base-NER 
3 https://huggingface.co/google-bert/bert-base-cased 



 

 
Table 1: Label Counts for the 10 human annotated fanfiction stories 
 
To accurately evaluate the model during and after training, the 
dataset was randomly divided into a training split, a validation 
split and a test split. The validation set is used during the 
training process to monitor the progress and adjust 
hyperparameters such as learning rate. This split is important to 
measure the model’s ability to generalize to unseen data during 
training and thus reduce the risk of overfitting. The final model 
performance is measured on the test set. 
However, since each story was divided into multiple chunks, 
each split would contain entries of all different stories thereby 
potentially ‘contaminating’ the test set with entities the model 
was directly trained on. This would limit the final evaluation to 
accurately measure the models ability to generalise to unseen 
data. A second test set was therefore created in order to detect 
overfitting by leaving out entries of one fanfiction text of a 
different topic called overfit_test, on which bert- 
fanfic-NER’s generalisation ability can be more accurately 
evaluated. An overview of the resulting dataset and splits can 
be seen in Table 3. 
 

dataset split size 

training  120 

evaluation  14 

test  15 

overfit test  11 
 
Table 3: Overview of the for NER annotated fanfiction dataset and the splits thereof used 
during training and evaluation. 

C. Training Strategy 

The training was performed on using the Hugging Face 
Transformers8 open-source Python Library, which uses the 
Adam optimizer for gradient-based optimization during 
training. Initially a learning rate of 0.00005 was selected. The 
classification accuracy during training is calculated as the 
proportion of correctly classified entity labels within an entry, 
whereby the padded context tokens of length 128 to the left and 
right are ignored. The model is then trained for a maximum of 
16 epochs (a complete run through all data in the training 
split), or until no improvement of performance on the 
validation set is measured for 3 consecutive epochs. This is 
called Early Stopping, and is also a measure to avoid 
overfitting. The model was trained on a single Nvidia Quadro 
P1000 GPU. 

8https://huggingface.co/docs/transformers/en/index 

D. Evaluation 

The final performance of bert-fanfic-NER is tested on the 
test split and the separated overfitting control set overfit_test. 
The Huggingface Evaluator package is used to calculate the 
performance scores. This class measures the precision, recall 
and F1 score for each class, where the F1 score is calculated as 
the harmonic mean of precision and recall thus ignoring True 
Negatives. This is a more meaningful metric than regular 
accuracy since for NER missed entities are as important as 
incorrectly labeled ones. Secondly the overall precision score 
across all classes is heavily skewed towards the accuracy of the 
far more numerous ‘O’ label, making this score less insightful 
then the overall F1 score. 
The model is also tested on the CoNLL dataset for further 
insight into its generalization ability. As a baseline for the 
metrics, the performance of the BERT-NER model is used. 
 
4 Results 

A. Training 

The training of the model took a total of 32 minutes and all 16 
epochs (1 epoch = 7.5 training steps), no early stopping was 
reached. The F1 score and loss measured on the evaluation split 
can be seen in tables 5&6. 

 

 

 
Table 5&6: The F1 accuracy score and loss of bert-fanfic-NER during training 
 

B. Results 

The results are shown below (Table 7&8). The reported 
performance of BERT-NER corresponds to the performance 
measured during the experiment. When evaluated on the 
fanfiction dataset (ALL FANFIC) containing all annotated 
fanfiction texts, a slight decrease in performance is observed  



 

for the PER class and a major loss of performance on all other 
labels, resulting in a significant drop in overall F1 score of 7%. 

BERT-fanfic-NER’s final overall F1 score evaluated on the 
test set is 89%, which is 6% higher than BERT-NER. The 
evaluation on the overfit test resulted in a higher accuracy of 
90% total F1 score. Noteworthy is the poor performance of 
BERT-fanfic-NER on the CoNLL dataset with an F1 score of 
24%. 

 
     Evaluation Scores of BERT-NER and BERT-FANFIC-NER 
 

      Dataset 
        Model 

    CoNLL 
B-NER  B-FF 

 TEST-SPLIT 
B-NER  B-FF 

OVERFIT-TEST 
B-NER  B-FF 

 ALL FANFIC 
B-NER  B-FF 

PER:      Precision 0.96 0.40 0.95 0.96 0.92 0.92 0.93 - 

Recall 0.96 0.55 0.87 0.97 0.89 0.97 0.90 - 

F1 0.96 0.46 0.92 0.96 0.90 0.95 0.91 - 

LOC:     Precision 0.93 0.44 0.27 0.45 1.0 1.0 0.68 - 

Recall 0.93 0.02 0.71 0.71 0.57 0.42 0.69 - 

F1 0.93 0.03 0.40 0.56 0.73 0.60 0.68 - 

ORG:     Precision 0.89 0.25 0.21 0.40 0.0 0.0 0.37 - 

Recall 0.91 0.04 0.14 0.48 0.0 0.0 0.36 - 

F1 0.90 0.07 0.17 0.44 0.0 0.0 0.37 - 

MISC:    Precision 0.78 0.0 0.43 0.34 0.66 0.0 0.25 - 

Recall 0.83 0.0 0.64 0.14 1.0 0.0 0.57 - 

F1 0.80 0.0 0.51 0.20 0.8 0.0 0.35 - 
 

overall precision 0.90 0.39 0.84 0.89 0.87 0.92 0.84 - 

overall recall 0.92 0.17 0.82 0.90 0.86 0.89 0.84 - 

overall f1 0.91 0.24 0.83 0.89 0.86 0.90 0.84 - 

overall accuracy 0.98 0.87 0.98 0.99 0.99 0.99 0.99 - 

 
Table 7: Evaluation Scores of BERT-NER (B-NER) and BERT-FANFIC-NER (B-FF) on 
4 different datasets. The CoNLL general NER dataset (CoNLL), The test split of the NER 
annotated fanfiction dataset (TEST-SPLIT), a separate differing topic fanfiction text 
dataset to test overfitting onto specific entities present in the training (OVERFIT-TEST), and 
the complete annotated fanfiction text dataset for establishing a baseline performance of 
BERT-NER. 
 
​  

Dataset CoNLL-TEST TEST-SPLIT OVERFIT-TEST  ALL FANFIC 

O 38323 6291 2449 34291 

PER 1617 265 75 1371 

LOC 1661 7 7 70 

ORG 1668 21 1 112 

MISC 702 14 2 44 

Total Entities 5648 307 85 1597 

 
Table 8: Label count of the different datasets shown in Table 7.  
 

Table 8 shows the total amount of labels present in each 
dataset. The label distribution of ALL FANFIC is added as 
comparison, since BERT-fanfic-NER is trained on a subset of 
this data. The counts of the CoNLL dataset shown are more 
specifically from the ‘test’ split, which constitutes around 10% 
of the entire dataset. 
 

5 Discussion 

A. Fanfiction as Unique Literary Domain 

The baseline provided by BERT-NER suggests that fanfiction 
texts indeed differ from other types of texts, since the 
performance of BERT-NER dropped by 7% (from 91% F1 
score to 84%) when evaluated on the fanfiction dataset. This 
suggests our hypothesis that fanfiction writing exhibits 
significant distinct linguistic characteristics in regards to 
regular fictional writing, and therefore NLP techniques 
utilizing PLMs developed for regular fictional literature 
under-perform when applied to the domain of fanfiction is 
correct. We note specifically a drop in performance on ORG, 
LOC and MISC entities. This could be the result of the fictional 
nature of these names. Since the BERT-NER model is 
fine-tuned on non-fictional texts for NER it could lack training 
in recognizing fictional entities. The high score of the PER 
however indicates that this is not the case, causing the reason 
for this drop of performance to be inconclusive. We suggest 
further research should be conducted to investigate these 
findings. 

B. Data Diversity and Contamination 

While results initially look promising, some skepticism is in 
order because of the relatively small dataset size. In 
comparison, the BERT-NER model was trained on 14041 
entries containing 23499 labeled entities, BERT-fanfic-NER 
was trained on only 120 entries containing around 2500 labeled 
entities. Due to the limited amount of fanfiction stories, there 
also exists a general lack of diversity in the entity types. This 
endangers the model to overfitting onto these specific entities 
instead of generalizing to different data. The poor performance 
of BERT-fanfic-NER on CoNLL implies that the model hasn’t 
generalised well to other data outside of fanfiction. Yet on the 
overfit test BERT-fanfic-NER performed better than 
BERT-NER, with an overall increase in F1 score of 4%. This 
leads to the conclusion that while BERT-fanfic-NER did not 
generalise to CoNLL, it was able to generalize to other 
fanfiction data. However, due to the small dataset size of the 
overfit-test we deem these results inconclusive. For example, of 
the 75 PER labels of the overfit test, a large portion consists of 
identical PER entities, namely the protagonists. When the 
model performs well on this name, its overall performance on 
that story will significantly improve while performance on 
other texts might be poor. 
In addition, the final performance of BERT-fanfiction-NER was 
measured on the test-set. This set contained a random selection 
of sentences from the nine fanfiction stories, meaning the 
model was directly trained on most of the entity names 
contained in the test-set. This ‘contamination’ of the dataset is  
less of an issue for larger datasets when the pool of entities is 
larger, such as in the CoNLL dataset. 



 

C. Erroneous Annotations and Implementations 

The possibility of  erroneous annotations and implementations 
must also be considered. While the effect of several mis-labeled 
entities should be negligible, in cases with small amounts of 
total labels (e.g. only 7 locations in the test-set) these could 
account for large differences in evaluation scores. For this 
experiment multiple data processing steps have been 
implemented in order to e.g. convert the json SpaCy 
annotations files into huggingface datasets suitable for model 
training and evaluation. Small implementation errors could e.g. 
cause misalignment in token labels sabotaging training and 
evaluation, leading to erratic results. 

D. Recommendations 

The evaluation of BERT-NER on fanfiction text implies the 
need for further investigation of the performance of NLP tasks 
by PLMs on fanfiction texts. Our findings suggest that PLMs 
perform worse when applied within the domain of fanfiction. 
They are used in numerous interdisciplinary studies on 
fanfiction for NLP tasks, and the results of  those studies might 
be affected by a worse-than-reported accuracy of these models. 
Due to computational limitations of this study, investigating the 
potential of Domain-Adaptive Pre-Training (DAPT) on 
fanfiction text for a PLM was out of scope for this research. Yet 
we indicate such a study to be worthwhile, since DAPT itself 
does not require annotated data. Annotated data is only needed 
for the final fine-tuning step, and it can be investigated if 
existing datasets such as CoNLL could be used for this. 
Meaning the performance of NLP by PLMs could be improved 
by creating a DAPT model which can be fine-tuned with 
existing task-specific data for downstream tasks. 

E. Responsible Research 

With the widespread applications and popularity of PLMs, a 
great deal of concern has also been raised about the ethicality 
and safety of PLMs [12], as well as cautionary messages about 
their high training power  costs and thus, depending on the 
power source, generate a large amount of carbon emissions. 
This study only fine-tuned PLMs on limited datasets, and while 
these power costs are still significant they are several 
magnitudes lower than the power requirements of pre-training 
an entire LLM from scratch [31]. 

Furthermore, when evaluating PLMs there exists the risk of  
data contamination, where models are evaluated on data 
contained in their training set. LLMs such as GPT are therefore 
unsuitable for a wide range of research, since the contents of its 
training data is not disclosed. In this study the BERT model 
was used which has disclosed its training set, and it was 
verified that fanfiction texts of any kind were not included in 
this training data. For future researchers the code, model and 
(privatised) dataset will be published for replicability of this 
study. 
 
7 Conclusion 
This research paper found that existing state-of-the-art PLMs 
fine-tuned for the NER task (BERT-NER) under-performed 
when applied to the domain of fanfiction. This implies that 
fanfiction writing exhibits significant distinct linguistic 
characteristics in regards to regular fictional writing, and 
signals the need for further investigation of the performance of 

other PLMs when applied to fanfiction texts. To investigate the 
potential of domain adaptation to fanfiction of PLMs, a 
BERT-based PLM was fine-tuned with annotated fanfiction 
texts for the downstream NLP task of Named Entity 
Recognition (NER). We show that the resulting model, 
BERT-fanfic-NER, achieves an improvement in F1 score of 6% 
in regards to BERT-NER. However, due to the limited dataset 
size, we are critical of these results and show overfitting 
occurs. Indicating future efforts to adapt PLM to the domain of 
fanfiction for NLP either require larger annotated datasets or 
should investigate the potential of different training approaches 
such as DAPT. 
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