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Abstract

With the surge of mental health issues during COVID-19, more emphasis has turned
towards assessing wellbeing. At the same time, recent advances in AI have shown huge
potential in a variety of fields. However, few solutions are available at the intersection
of those two fields. This research explores how the use of transformer models like GPT-
3 could have a positive impact in the domain of wellbeing and proposes a solution to
automatize the survey question creation process. After comparing several GPT-3 ques-
tion creation methods, it was found that through clever prompt engineering and added
context, it can be possible to generate syntactically and contextually correct questions
about any specific wellbeing context. In addition, the paper discusses potential ways
to assess such questions and offers a demo for a question generation web application.

1 Introduction
During the two years of COVID-19 pandemic, the world saw a surge of mental health issues
[1]. And even though more and more attention is directed towards assessing wellbeing, the
tools available to wellbeing researchers are significantly limited or non-existent. As stated
in a recent study on assessing community wellbeing, survey questions should be sensitive
to the requirements of a particular domain [2]. However, being able to quickly create new
questions on specific wellbeing topics remains a challenge: it involves finding and scanning
older studies, analyzing the questions used there, and coming up with a new cohesive set
of questions that are relevant to the current context [3] while keeping in touch with several
community stakeholders [2]. This gives validation that some sort of automatic wellbeing
question generation system could benefit the questionnaire creation process.

This could be a problem to solve for AI. In particular, the transformer deep learning model
developed by researchers in Google back in 2017 proposed a network architecture that relies
on an attention mechanism to make up dependencies between input and output [4]. This
has brought remarkable advances in the field of natural language processing (NLP) and
many state-of-the-art natural language processing models like GPT-3 and BERT are built
on top of the transformer structure [5, 6]. In fact, when ignoring some of the more deficient
outputs, GPT-3 could easily pass the writer’s Turing test [7]. To crown that, there is the on-
going Google LaMDA project, which aims to be able to hold a conversation at a human-like
level on any given topic [8]. This could have huge potential in helping assess user wellbeing
through chatbots by asking relevant questions with no human in-between. Nevertheless, the
jump between those two ends of the spectrum is high and the middle ground is still rather
unexplored - how could currently available AI practices be put to use in helping tackle the
problems faced in mental health today?

Among the current NLP tools, GPT-3 is regarded as one of the best and was thus cho-
sen as the baseline model for this project. Thanks to GPT-3’s remarkable use cases in
coding, creative writing, conversational systems and more [9], there is hope that it could
also show great results in the domain of wellbeing, such as question generation. With the
GPT-4 release date expected to be in the summer of 2022 [10] and taking into consideration
the incredibly quick advances in the transformer-based NLP models, it was decided to gen-
eralize the wording from GPT-3 to transformers in the research question. This resulted in
the following research question to be answered: "Can transformers be used to gener-
ate wellbeing questions?". A set of sub-questions were asked to break down the research
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question into multiple parts:

• How well can transformer models adjust to generate questions in a specific context /
category of wellbeing?

• What type of questions can be synthesized using transformers?

• How to measure the quality of a wellbeing question?

• How would the question generation process look like from the survey creator’s per-
spective?

This research aims to make a contribution to the transformer-based natural language pro-
cessing use cases and to the domain of wellbeing by testing several question generation
methods using GPT-3. It shows that through clever prompt engineering and added context,
it can be possible to generate syntactically and contextually correct questions about any
specific wellbeing context.

2 Related work
To gain insight into past similar work and currently possible technical solutions, a literature
review was conducted on three main topics - wellbeing survey design, automated question
generation and NLP models. This section covers the three topics and discusses the findings.

2.1 Wellbeing survey design
Research on wellbeing survey design was done to get a better overview of its necessity, how
wellbeing questions are formulated and the aspects of good questions.

2.1.1 The need for assessing wellbeing

The lockdowns caused by COVID-19 all over the world have had a significant negative impact
on global wellbeing [1], increasing the need for good wellbeing assessment methods. Many
universities have started implementing student and staff welfare into their success metrics
[11] and more emphasis is turned towards improving the user experience and usefulness of
such assessments [2]. Companies have started measuring their employee wellbeing [12]. All
over the world, new solutions are proposed to improve wellbeing assessment and through
that, improve overall wellbeing. This gives validation that the importance of wellbeing is
more relevant than ever and that new solutions are needed that could contribute to the
mental health field.

2.1.2 What makes a survey question "good"?

Many works have been published on the aspects that make a survey question good or bad.
For example, questions should be focused on a single matter, be brief, be interpreted the same
by everyone and be grammatically simple & understandable [13]. At the same time, they
should not be based upon assumptions, go beyond the abilities of the respondent, generalize
too much or use double negation [13]. This gives the survey researchers somewhat of a
guideline when creating questions and could theoretically be taught to the language model
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through a carefully handpicked set of example training questions. However, this is still rather
ambiguous and gives little insight into the actual evaluation process. Section 4 discusses the
different approaches to measuring the quality of survey questions.

2.1.3 Type of the question

Many of the modern wellbeing questionnaires make use of Likert scale questions (e.g "How
satisfied are you with your life") or statements (e.g "I am satisfied with my life). Open
questions for assessing wellbeing also play a part, however, those are considerably harder to
evaluate due to their textual nature. Lastly, multiple-choice questions could be considered,
although those usually work better in testing respondents’ knowledge rather than their
wellbeing. Thus, the main focus will be directed toward synthesizing the first three types of
questions.

2.1.4 Use of negated questions

During this project, another potential use case of question generation came into mind,
namely synthesizing negated questions. Many of the questionnaires make use of negatively
worded statements to correct for acquiescence, known as the "tendency to agree with ques-
tionnaire statements regardless of content" [14, p1]. Generation of questions in negated
form could be a perfect use case for a language model like GPT-3 to help speed up the pro-
cess of questionnaire creation. However, newer research shows that negating questions could
introduce another kind of bias, confuse the respondents and affect the pattern of responses
[13, 15], overall doing more harm than good. Therefore, it was decided not to continue
with the generation of negated questions as this would not go hand in hand with the newer
findings in survey research and would not benefit the community at large.

2.1.5 Categories of questions

Research points out six main thematic domains within wellbeing, namely mental wellbe-
ing, social wellbeing, physical wellbeing, spiritual wellbeing, activities and functioning, and
personal circumstances [16], categories that already have plenty of question sets available
online. However, as [2] brings out, the next standard of wellbeing questions could be context-
sensitivity, meaning that questions are less general and more about some concrete topic. This
creates a need for large quantities of new wellbeing questions.

2.2 Automated Question Generation
Automated Question Generation (AQG) is a field focused on synthesizing natural-language
questions from any kind of text. Older AQG papers mostly focus on the lexical correctness
of the questions, e.g whether a question has a correct structure and grammar [17]. However,
within the past 10 years, there has been a significant increase in lexical correctness thanks
to the advances in natural language processing. This has allowed newer AQG researchers
to look more at the semantics (meaning) of generated questions.

Most of the recent AQG papers are written with regard to the educational domain where the
process of exam question generation can be sped up significantly. In fact, one study shows
that such generated questions could even improve students’ learning performance [18], albeit
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this research had a considerably small sample size of 41 students. As of summer 2022, no
papers have been published on automated question generation in wellbeing domain.

2.3 Transformer-based NLP models
A variety of tools exist when it comes to natural language processing. However, the state-of-
the-art tools in NLP with text generation capabilities are mostly based on the transformer
deep learning model. BERT and GPT, the two most famous transformer-based pre-trained
models, are discussed here.

2.3.1 BERT

BERT, or Bidirectional Encoder Representations from Transformers, is probably the most
known language model after GPT. It was the first solution to propose a language model
that is trained with unlabeled data and then fine-tuned for specific tasks [6]. As its name
suggests, it is bidirectional, allowing it to understand the context by reading the text both
before and after the input. However, for most tasks, BERT requires fine-tuning which can
be costly and unstable [19] and has significantly less training data than the newer GPT
models.

2.3.2 GPT

OpenAI’s Generative Pre-trained Transformer (GPT) models have taken the NLP world
by storm. Similar to BERT, it makes use of massive unlabeled datasets that can then be
fine-tuned for better accuracy [20]. However, GPT models are uni-directional - by being
able to always predict the next word, creative text generation becomes easier, something
that BERT struggles with. By combining this with a large enough training dataset, a single
model is needed to perform any task and there is no need for fine-tuning (even though it can
still be useful) [20]. In fact, in its release paper, GPT-1 is shown to outperform the majority
of supervised state-of-the-art models in tasks that those supervised models were trained for
[20]. After that, two newer models have been released that have significantly increased the
amount of data used for training the model (117 million parameters on GPT-1 vs 175 billion
parameters on GPT-3).

GPT-3 was released in 2020 and has since then attracted much attention by providing
marvellous results in creative writing, copywriting, classification, coding and much more.
Thanks to its API being opened to the public in the fall of 2021, many companies since then
have started building products around the model and overall, it should be a good fit for this
project.

3 Methodology
The project is divided into five steps that together aim to answer the posed research question
and help speed up the question generation process in the future: literature research, question
generation, evaluation, fine-tuning and website creation. In this section, a description of a
high-level overview is given together with motivation and specifications for each of the five
steps.
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3.1 High-level overview
The approach for this project could be considered similar to an iterative design process where
each iteration builds upon the findings and knowledge of previous iterations [21]. This is
motivated by the fact that textual output using GPT-3 can be generated in seconds and
the difference between outputs mostly comes from prompt engineering (see Section 3.2.1).
Thus, each new output, supposedly better than the previous one, could be considered a
new iteration of the process and be evaluated accordingly. And if deemed necessary, data
collection per topic is done and used to improve the model’s domain knowledge, whether
by adding examples to the prompt or fine-tuning the model. Figure 1 shows the simplified
workflow for the iterative process.

Figure 1: High level overview of the research project process

3.2 Question generation
Question generation was done through the OpenAI GPT-3 Playground [9] and locally by
connecting to Open AI’s API using Python. Both of them allow for quick adjustment of the
model settings and the prompt text.

3.2.1 Prompt Engineering

Prompt engineering, which stands for embedding the task of the model into a natural lan-
guage description [22], played a central role in the question generation process. Since GPT-3
allows for simple output generation using any input within seconds, it made sense to start
testing different combinations of categories, question types, examples and commands from
the get-go. The idea here is that by using different inputs (prompts), the output can be
guided towards the expected solution - the more accurate the description of the task, the
better should the output of the model be.

For example, a prompt could be a simple command ("Generate 10 wellbeing questions") or a
complicated mix of wellbeing categories and question types in a specific scenario ("Generate
10-point Likert scale wellbeing questions about student academic performance in TU Delft")
with some added examples of questions it should replicate. Thus, it is important to follow
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a structured method of generating questions, trying out several different combinations and
storing the results for evaluation.

3.2.2 Storing of results

Outputs that displayed any interesting or useful questions were saved and stored using
Notion workspace [23], to allow for easy collection of the results and comparison between
the iterations. Those results are discussed further in Section 5.

3.3 Improving the results through data
To improve the basic pre-trained language model, additional data can be used to fine-tune
the GPT-3 model and potentially achieve better results. Even though the model has a
remarkably good command of language understanding as shown in [7], it lacks in-depth
knowledge in specific categories. This knowledge gap can be resolved by feeding the model
additional data about a given category.

3.3.1 Fine-tuning

GPT-3 offers users the functionality to fine-tune the model, resulting in higher-quality out-
comes than prompt design and the ability to train on more instances than a prompt can
accommodate [24]. This process involves creating a new .jsonl dataset where each line con-
sists of a prompt-completion pair (input and output in simpler terms). Since the model
is already pre-trained, even considerably small datasets consisting of a few hundred high-
quality examples can significantly boost GPT-3 results and make it more competent in
specific categories [24]. Once the dataset is ready, it can be fed into GPT-3 using its API
after which the fine-tuned model is ready to be used.

The fine-tuning in this project could be approached from two perspectives - adding do-
main knowledge or question knowledge. Domain knowledge means that the model gains
a deeper understanding of a given topic, thus being able to generate more in-depth and
accurate questions. Question knowledge means the ability to generate good questions in
the sense of formulation and structure. However, the Results section showcases GPT-3’s
masterful understanding of the English language and the ability to generate wellbeing ques-
tions in an easy manner. Thus, it was decided to follow the first method of adding domain
knowledge and improving contextual understanding.

Even so, the fine-tuning approach can pose a problem, namely the lack of data. The end
goal is to generate questions, so the questions will be the second part (completion) of the
dataset. Unfortunately, for most domains, especially newer ones, such question datasets do
not exist. In fact, the proposed solution should be able to generate questions in a domain
where no questions currently exist.

Instead, the approach taken in this project was to synthesize questions from small pas-
sages of relevant content, a solution proposed in [25]. In more depth, the process started
with finding several articles & information pages on a specific topic, separating those arti-
cles into small passages (usually consisting of one paragraph) and using GPT-3 to generate
wellbeing questions based on every passage. Those questions would be combined with the
input and turned into a .jsonl file, the default file format for GPT-3 fine-tuning. Then, a
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new fine-tuned model was created. In essence, this solution uses GPT-3’s context learning
abilities to create relevant questions for small passages and combines them into a bigger
dataset for fine-tuning. This should improve the model’s contextual awareness. As a con-
crete example, Figure 2 shows the prompt and generated questions for a COVID-19 passage
from [26]. This output is one of many from a bigger dataset that used 10 coronavirus-related
articles from well-known sources which were separated into smaller passages (50 altogether).
For each of the passages, four types of questions were generated - open, Likert question,
Likert statement and multiple choice. The ending dataset resulted in 200 examples, which
can be accessed here together with the code written to generate it.

Figure 2: Process of generating questions for finetuning

3.4 Question evaluation
Even though no user studies were conducted due to the limited time span of this project,
a set of guidelines is proposed for question evaluation in the future based on the findings
from older studies. Several research papers were read on the topic of questionnaire and
question evaluation. Section 4 describes the findings of those and proposes several evaluation
strategies.

3.5 Website creation
As a final deliverable of this project, a website was created, with the aim of allowing easy
question generation and serving as the prototype of such a solution. Since it would only
need to showcase the functionality of the language generation possibilities, the design is a
simple page with two sections next to each other, namely the input and the output. The
process and end results are described in detail in Section 5.7.

4 Assessing the questions
This section discusses the different methods of assessing transformer-generated questions,
and reasons about their usability in the context of this project.

4.1 Automatic evaluation indicators
On one hand, there exists the automatic evaluation indicators like BLEU, METEOR and
ROUGE-L that help evaluate the performance through comparison with the human-authored
(ground truth) questions [3]. These metrics can be utilized as quick, low-cost indicators of
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question fluency and relevance on a large scale [27] and have been used in the evaluation of
many automatic question generation papers before [3]. In the original paper of GPT-3, sev-
eral tests were conducted using the automatic indications and the model showed significant
improvements over older language models [5]. This gives an indication that GPT-3 has an
excellent command of language and can perform well for such tasks.

Nonetheless, the use of such metrics still requires extensive datasets combining the con-
text and the human-generated questions. This is not achievable for specific topics with little
data available and would require extensive manual labour to generate baseline questions.
Taking into account the GPT-3’s overall exemplary performance with the automatic evalu-
ation measures, it seems that additional automatic evaluation tests for wellbeing questions
would provide little insight into the quality of the questions.

4.2 User studies
A second way of measuring the quality of a question could be through user feedback, a pop-
ular assessment choice for many wellbeing research papers (e.g [2, 18, 13]). The proposed
solution here would be to find (or create) a set of questions limited to a specific domain or
lesser-known wellbeing category that could then be compared against the model-generated
counterpart questions. By allocating respondents to either of the question set, a variety of
indicators could be measured (e.g questionnaire experience [28], predictive validity [2]).

On the other hand, wellbeing questionnaires could introduce unnecessary privacy concerns.
The underlying purpose is to understand whether transformer-generated questions could
help the survey creators, not to assess wellbeing. When collecting health-related data, an
HREC form must be filled out and data storage must follow strict guidelines. Therefore, even
though it may provide useful real-life data about the questions, this method of evaluation
could bring a set of additional problems.

4.3 Expert evaluation
The idea of the proposed solution is not to compete against human-generated questions
but to serve as a tool for survey researchers. Thus, expert evaluation might prove to be
the most beneficial in assessing the questions and the underlying process of generating
them. By allowing individuals experienced in questionnaire creation freely use the tool,
their actions and reactions could be monitored. On top of that, feedback could be gathered
from interviews. Overall, this could give insight into the usability and shortcomings of the
questions and the generation process. Therefore, expert interviews could hopefully serve
as one of the more useful and safer methods when assessing transformer-created wellbeing
questions.

5 Results & Discussion
This section describes some of the technical aspects of this project and shows a variety of
GPT-3’s generated questions. In white are the prompts and in green are the synthesized
questions. In addition, the results are discussed and compared with each other.
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5.1 Technical settings
All outputs were generated using the text-davinci-002 model, which is the most capable and
with the newest training data (up to June 2021). It is slightly more expensive compared
to the other GPT-3 models but this was justified thanks to its increased understanding of
content and better text generation abilities. GPT-3 also allows for settings adjustments,
which were kept at those values throughout the project, unless stated otherwise:

• Temperature: 0.7

• Maximum length: 256

• Stop sequences: None

• Top P: 1

• Frequency penalty: 0

• Presence penalty: 0

• Best of: 1

5.2 Zero-shot learning
GPT-3 is famous for its zero-shot learning ability, meaning it is able to generate text with
no examples given. Figure 3 shows generated questions for the topic ’student academic
performance in TU Delft’ and Likert-scale type. The model seems to understand the context
of TU Delft and masterfully combines it with the question itself. All of the questions are
quite different from each other, e.g no repetition of topics. When using Google to look up
those questions, nothing can be found, indicating that the questions are original and not
copied from an internet source.

Figure 3: GPT-3 generated questions on ’student academic performance’, no example input

The limitation with zero-shot learning is that it is often not accurate in the first go. At
times it would ignore part of the prompt, output too basic answers or simply misunderstand
the task at hand. Thus, for most of the better results, it was necessary to either rerun
the generation process multiple times or try to improve the prompt text. Figure 4 shows
a prompt on generating questions about loneliness during COVID-19. The model has little
knowledge of the topic which results in the questions being too dispersed and less useful.
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Figure 4: GPT-3 does not understand the context and goes off-topic

5.3 Few-shot learning
Few-shot learning stands for feeding the model a limited amount of data that is used to
synthesise new text. Figure 5 shows this by giving the model four input questions from
"Personal wellbeing in the UK" national survey [29] and asks to generate questions similar
to those. The overall style and format of the question are very well matched and once again,
the topic of each question is different.

This method is mostly useful for replicating a certain style of the questions. However,
domain knowledge still remains a problem since example questions add little to no domain
knowledge. To improve the asking capabilities in some specific area, the model would need
to have an additional context or be fine-tuned, as explained in the next section.

Figure 5: GPT-3 generated questions based on examples
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5.4 Adding context
To help improve the model’s understanding of the context, short passages of text were tested
in the domain of COVID-19. Figure 6 shows results for a scenario where a passage about
loneliness was picked (Source: [30]). Similarly to zero-shot learning, the task of generating
five wellbeing questions was given, with the difference that the questions had to be based
on the passage. The resulted questions follow the problems brought out in the passage and
overall seem to be much more in-depth. This indicates that using a simple paragraph of
insightful text to give model context could be used to create (wellbeing) questions on every
possible topic. This method could also be combined with the few-shot learning to replicate
a certain style or feel of questions.

Figure 6: GPT-3 generated questions based on added context

5.5 Fine-tuning
Results from a fine-tuned model reveal a different story from what was hoped. Since no pub-
lic datasets for COVID-19 domain knowledge existed, a new dataset was created (described
in Section 3.3.1). The results show a slight improvement in domain knowledge but also add
a whole set of additional concerns. Figure 7 shows the results for the topic ’loneliness during
COVID-19’, something that the baseline Davinci model struggled with. On the left-hand
side is the classification of every question. Even though the quality of questions seemed to
improve, significant repetitions can be seen, something that rarely occurred with the base-
line model. Interestingly enough, every time the model was run, the outputs differed from
each other but started repeating a new topic instead.
As to why such results follow from fine-tuning, it most likely is due to data limitations. The
fine-tuning works best for inputs that have a similar style or format that can be applied to
a new context. However, for wellbeing, questions can be of any style and any format with
no clear right or wrong. This means that the model needs significantly more data than a
few hundred examples to avoid getting stuck in some repetitive loop.
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Figure 7: Classification of results from a fine-tuned model

5.6 Comparison between methods
The end goal of the project is to simplify the wellbeing question generation process for
specific contexts. All in all, it seems that context-based prompt engineering can provide
the best results for such tasks. The zero-shot learning can work for simpler contexts for
which the model has enough domain knowledge. The same follows for few-shot learning
with the added bonus that questions can replicate the structure of some given example.
However, when a more difficult (or newer) context is necessary, those methods will struggle
and mostly ignore the task at hand. Fine-tuning was thought to solve the problem but this
comes at a cost of significant question repetition, which is caused by the lack of data and
lack of definite similarities among wellbeing questions. Thankfully, context-based prompt
engineering showed the most promising results - by adding a text passage with relevant
information to the prompt, the model can use that information for understanding the topic,
and generate questions based on that. In addition, this can be combined with few-shot
learning, e.g adding example questions to replicate their style.

5.7 Question generation website
A question generation website was built to serve as a simple prototype for the wellbeing
question generation task. In essence, it can be used by survey designers to simplify and
speed up the question generation process. For a head start, the project used a public repos-
itory by Shreya Shankar [31] that provided the underlying communication between GPT’s
API and the front-end using Flask [32], a python framework for web applications. On top of
this, the front-end design was built in React [33] so that the website could be dynamically
updated when needed. The codebase can be found here.

Figure 8 shows the design of the website where two sections appear next to each other
- input and output. On the left side, the user can provide the topic, question type (open,
Likert, multiple choice) and optionally add some context. This is followed by the findings
that adding context can improve the results for lesser-known results. When the ’Generate’
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button is clicked, the web app creates a prompt with the given information, directs it to
GPT-3 API and gets the result returned which is then displayed on the right-hand side.

Figure 8: Question generation website prototype

6 Responsible Research
This section describes the ethical considerations in relation to this project.

6.1 Ethical considerations
By its nature, mental health care poses ethical and legal issues that should be taken into
consideration at all times. The advancement of artificial intelligence and its expanding use
in a variety of fields, including mental health, has created the need to evaluate and regulate
its usage [34]. As a result, we have arrived at a new crossroads, where the junction of AI
and mental health creates its own set of issues [35]. In the context of this project, mainly
two concerns arise - the safety of transformer-generated questions and user privacy.

Since the question generation of GPT-3 is a black box, there is always the danger of bi-
ased, unfair or offensive content being generated. This is even more alarming when taking
into consideration that GPT-3 has been trained on the Internet (crawled data) and that
"models tend to reflect stereotypes present in their training data" [5, p36]. Fortunately,
considerably significant emphasis by the GPT-3 research team has been placed on reducing
such effects, with in-depth research being conducted in three bigger categories of biases:
gender, race and religion. However, much of the work is still in progress and only a fraction
of all biases have been tested, meaning that the question generation should be handled with
care and supervision.

Another ethical aspect is the evaluation of the questions. This research proposes differ-
ent evaluation tactics, some with potential privacy concerns that should be taken into ac-
count. When conducting a user study, questionnaires are sent out to groups of respondents
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that measure the difference between human-generated and transformer-generated questions.
However, through this, sensitive personal data (in this case wellbeing data) would also be
collected, which must be handled according to the Human Research Ethics guidelines.

6.2 Reproducibility
GPT-3 is non-deterministic, meaning that given the same input, multiple runs of the model
will return different outputs (unless the temperature is set to 0). This means that the
questions presented in Section 5 cannot be reproduced exactly. However, with multiple runs
of the model and a lower temperature score, the output should have a big resemblance to the
results in this project. All of the shown inputs, GPT-3 settings and fine-tuning datasets in
this project will be publicized. This should aid other researchers in replicating the findings
of this research project.

7 Conclusions and Future Work
The goal of this research project was to generate wellbeing questions through the use of
transformers and contribute to the intersection between NLP and wellbeing. In more depth,
GPT-3 was used to synthesize questions of different types on various topics, which displayed
promising results. Even though the model’s out-of-the-box knowledge in specific domains
is limited, it was shown to be avoidable through good prompt engineering, additional text
passages for context, and question examples. This allows for wellbeing question generation
of any topic (given that some text exists that could be used) and in any type (Likert state-
ments, Likert questions, open questions). Fine-tuning was shown to be less effective for such
a task as the data requirements for this are too significant - the scope of questions can be
too wide, especially for the newer domains with no existing wellbeing questions. In addition,
the paper discussed a few potential methods for assessing generated questions, arguing that
expert evaluation could serve as the more applicable method compared to user studies or
automatic evaluation indicators. Lastly, a website was built, showcasing the potential feel
and look of the question generation process.

The intersection of AI and wellbeing seems to have enormous potential for both researchers
and respondents. In the nearby future, this research could improve through expert interviews
or user studies to gain better insight into the usability of transformer-generated questions
and how to improve the generation process. For future research, AI-based assessment of
answers to open wellbeing questions could be an interesting direction since transformers are
shown to provide great results in sentiment detection. This would allow researchers to make
use of more open questions without the need to manually extract results from the answers.
In addition, this could serve as a small part of an advanced AI-based solution (e.g a well-
being chatbot) that could pose questions, understand answers and come up with potential
solutions - a fully independent AI tool serving a bigger community.
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